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Abst ract

This meno specifies multicast conponent for MAP and Light Wi ght
4over6 so that |1 Pv4 hosts can receive nmulticast data from | Pv4
servers over an | Pv6 network. The solution devel oped is based on
translation. 1In the Translation Milticast solution for MAP ( MAP-E
and MAP-T) and | w406, | GW nessages are translated into M.D nessages
and sent to the network in I Pv6. MAP Border Relay/|wAFTR does the
reverse translation and joins |Pv4 multicast group for the hosts.
Border Relay/| wAFTR as nulticast router receives IPv4 nulticast data
and transl ates the packet into IPv6 nulticast data and sends
downstreamon the nulticast tree. Menber CEs/|IwB4s receive nulticast
data, translate it back to IPv4 and transmit to the hosts.
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1. Introduction

Wth | Pv4 address depletion on the horizon, many techni ques are being
standardi zed for I Pv6 mgration including Mappi ng of Address and Port
(MAP) - Encapsulation, - Translation and 4rd [I-D.ietf-softw re-map],
[I-Dietf-softwire-map-t], [I-D.ietf-softwire-4rd]. MAP/4rd enables

| Pv4 hosts

to comuni cate with external hosts using |IPv6 only ISP

networ k. MAP/4rd Custoner Edge (CE) device’'s LAN side is dual stack
and WAN side is IPv6 only. CE tunnels/translates |Pv4 packets
received fromthe LAN side to 4rd Border Relays (BR). BRs have
anycast | Pv6 addresses and receive encapsul ated/transl ated packets
fromCEs over a virtual interface. MAP/4rd operation is stateless.
Packets are received/ sent independent of each other and no state
needs to be maintai ned except for NAT44 operation on | Pv4 packets
received fromthe user
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Li ght Weight 4 Over 6 (Iw406) is a variant of Dual Stack Lite where
carrier grade NAT is noved fromAFTR to B4 elenment, i.e. NAPT is done
locally at each B4 called Iight weight B4 or |wB4. Unicast |wio6
takes user |Pv4 packets fromthe | ocal LAN and | wB4 does a NAPT and
then tunnels the packets in an | Pv4-in-1Pv6 tunnel to | wAFTR which
decapsul ates the packet and then sends it to | Pv4 network. |nconing
packets follow reverse route and are encapsul ated at | wAFTR and sent
to | wB4 which decapsul ates and after NAPT operation transmits to the
destinati on.

It should be noted that there is no depletion problemfor |Pv4
address space allocated for any source nmulticast and source specific
mul ticast [RFC3171]. This docunent is not notivated by the depletion
of IPv4 nmulticast addresses.

MAP-E, MAP-T, 4rd and |Iw4o6 are unicast only. They do not support
multicast. In this docunent we specify how nulticast from hone | Pv4
users can be supported in MAP-E (as well as MAP-T and 4rd) and | w406

In case I Pv6 network is nmulticast enabled, MAP-T/4rd can provide

mul ticast service to the hosts using MAP-T/4rd Multicast Translation
based solution. A Milticast Translator can be used that receives

I Pv4 nulticast group nanagenment nessages in | GW and generates
correspondi ng | Pv6 group nmanagenent nessages in M.D and sends themto
| Pv6 network towards MAP-T/4rd Border Relay. W use
[I-D.ietf-softwire-map-t] or [I-D.ietf-softwire-4rd] for sending |IPv4d
mul ticast data in IPv6 to the CE routers. At MAP-T/4rd CE router
another translator is needed to translate I Pv6 nmulticast data into

| Pv4 mul ticast data.

It should be noted that if IPv6 network is multicast enabled the
translation multicast solution presented in Section 4 can al so be
used for MAP-E

In this docunent we address MAP-E (and MAP-T/4rd) and |w4o6 nulticast
probl em and propose the architecture of Milticast Translation based
solution. Section 2 is on terninology, Section 3 is on architecture,
Section 4 is on multicast translation protocol, and Section 5 states
security considerations.

2. Term nol ogy
Thi s docunment uses the term nol ogy defined in
[I-D.ietf-softwire-map], [I-D.ietf-softw re-Iwiover6],

[I-D.ietf-softwire-map-t], [I-D.ietf-softwire-4rd], [RFC3810] and
[ RFC3376] .
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3.

3.

Architecture

In MAP-E, MAP-T and 4rd, there are hosts (possibly IPv4/ |Pv6 dua
stack) served by MAP-E, MAP-T and 4rd Custoner Edge device. CE is
dual stack facing the hosts and IPv6 only facing the network or WAN
side. MAP-E, MAP-T and 4rd CE nmay be local |Pv4 Network Address and
Port Translation (NAPT) box [ RFC3022] by assigning private |Pv4d
addresses to the hosts. MAP-E, MAP-T and 4rd CEs in the same domain
may use shared public | Pv4 addresses on their WAN side and if they do
they should avoid ports outside of the allocated port set for NAPT
operation. At the boundary of the network there is MAP-E, MAP-T and
4rd Border Relay. BR receives |Pv4 packets tunneled in IPv6 from CE
and decapsul ates them and sends them out to | Pv4 network.

Uni cast MAP-E, MAP-T and 4rd are statel ess except for the | ocal NAPT
at the CE. Each I Pv4 packet sent by CE treated separately and

di fferent packets fromthe sane CE may go to different BRs or CEs.
CE encapsul ates | Pv4 packet in IPv6 with destination address set to
BR address (usually anycast | Pv6 address). BR receives the
encapsul at ed packet and decapsul ates and send it to | Pv4d network.
CEs are configured with Rule I Pv4 Prefixes, Rule IPv6 Prefixes and
with an BR | Pv6 anycast address. BR receives |Pv4 packets addressed
to this ISP and fromthe destination address it extracts the
destination host’s |IPv4 address and uses this address as destination
address and encapsul ates the | Pv4 packet in IPv6 and sends it to

| Pv6-only network.

Uni cast Li ghtwei ght 4over6 (Iwlo6) is a variation of Dual-Stack Lite
(DS-Lite) [RFC6333] which noves carrier-grade | Pv4-1Pv4 NAT fromthe
Address Fanmily Transition Router (AFTR) element to the Basic Bridging
BroadBand (B4) elenent [I-D.ietf-softwire-Iwiover6]. The resulting
el ements are called | WAFTR and | wB4 with NAPT, respectively. Lwio6
al so adopts sone features from MAP-E. A+P schene of public | Pv4
address sharing is used by |wB4's in assigning WAN side | Pv4 public
addresses with a distinct port set. As in MAP-E, encapsul ati on of

| Pv4 packets in IPv6 and decapsul ation is according to [ RFC2473].

1. MAP-T and 4rd Transl ation Architecture

In case IPv6 only network is nulticast enabled, translation nulticast
architecture can be used. CE inplenents | GW Proxy function

[ RFC4605] towards the LAN side and MLD Proxy on its WAN i nterface.

| Pv4 hosts send their join requests (I GW Menbership Report nessages)
to CEE. CE as a M.D proxy sends aggregated M.D Report nessages
upstreamtowards BR  CE replies MD nenbership query nessages with
M.D nenbership report nessages based on | GW nenbership state in the
| GWP/ MLD pr oxy.
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BRis MD querier onits WAN side. On its interface to | Pv4 network
BR may either have 1GW client or PIM PIM being able to support
both 1 Pv4 and I Pv6 nulticast should be preferred. BR receives M.D
join requests, extracts IPv4d nulticast group address and then joins
the group upstream possibly by issuing a PIMjoin nmessage.

I Pv4 nulticast data received by the BR as a | eaf node in | Pv4

mul ticast distribution tree is translated into IPv6 nulticast data by
the translator using [I-D.ietf-softwire-map-t],
[I-D.ietf-softwire-4rd] and then sent downstreamto the |Pv6 part of
the multicast tree to all downstreamrouters that are nmenbers. |Pv6
data packet eventually gets to the CEE At the CE, a reverse
[I-Dietf-softwire-map-t], [I-D.ietf-softwire-4rd] operation takes

pl ace by the translator and then I Pv4 nulticast data packet is sent
to the nmenber hosts on the LAN interface. [I-D.ietf-softwire-map-t],
[I-D.ietf-softwire-4rd] are nodified to handle nulticast addresses.

In order to support SSM | GwWwv3 MJST be supported by the host, CE and
BR. For ASM BR MJST be the Rendezvous Point (RP).

MAP-T and 4rd Transl ation Milticast solution uses the nulticast 46
translator in not one but two places in the architecture: at the CE
router and at the Border Relay. |Pv4 nulticast data received at 4rd
BR goes through a [I-D.ietf-softw re-4rd] header-nmapping into | Pv6
nmul ti cast data at the BR and another [I-D.ietf-softw re-4rd] header-
mappi ng back to I Pv4 multicast data at the CE router. Encapsul ation
variant of [I-D.ietf-softwire-4rd] is not used. |In case of MAP-T,

| Pv4 data packet is translated using v4 to v6 header translation
using rmul ticast addresses instead of the napping algorithmused in
[I-Dietf-softwire-map-t].

Al'l the elenents of MAP-T and 4rd transl ati on-based nul ti cast support
system are shown in Figure 1.
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Dual Stack Hosts | Pv4
Fom et Net wor k
| HL | Fome - + | Pv6 R +
I I I CE I I BR I
+----+ | Transl at or | only | Transl ator

| MAP- T/ 4rd | |  MAP-T/4rd
+----+ [ [ net wor k [ | 1 GVP| +
| H2 | ---]I1GW-M.D |--------- -- | M.D | or | | Pv6
+----+ | Proxy | | Querier |PIM | Net wor k
+----+ Fom e o - + e e e - +
| H3 |
+----+

Figure 1: Architecture of MAP-T and 4rd Translati on Milticast

In case IPv6 only network is nulticast enabled, translation nulticast
architecture can also be used for |w4o6 nulticast. |wB4 inplenents

| GW Proxy function [ RFC4605] towards the LAN side and M.D Proxy on
its WAN interface. |Pv4 hosts send their join requests (I GwW
Menber shi p Report nessages) to |wB4. |wB4 as a M.D proxy sends
aggregated MLD Report nessages upstreamtowards | wAFTR. |wB4 replies
M.D nenbershi p query nessages with M.D nenbership report nessages
based on | GW nenbership state in the | GW/ M.D proxy.

| WAFTR i s MLD querier on its WAN side. On its interface to | Pv4
networ k | wWAFTR nay either have I1GW client or PIM PIMbeing able to
support both IPv4 and I Pv6 nulticast should be preferred. | wAFTR
receives M.D join requests, extracts |IPv4d nulticast group address and
then joins the group upstream possibly by issuing a PIMjoin

nmessage

For multicast data, [I-D.ietf-softwire-dslite-multicast] uses
encapsul ation of IPv4 nulticast data in I Pv6 nulticast data packet
but in this docunment we use translation. [|Pv4 nulticast data
received by the IWAFTR as a |eaf node in IPv4 nulticast distribution
tree is translated into IPv6 nulticast data by the translator and
then sent downstreamto the I Pv6 part of the nulticast tree to al
downstreamrouters that are nmenbers. |1Pv6 data packet eventually
gets to the IwB4. At the IwB4, a reverse translation operation takes
pl ace by the translator and then I Pv4 nulticast data packet is sent
to the nenber hosts on the LAN interface. The translation algorithm
in[l-Dietf-softwire-map-t], [I-D.ietf-softwire-4rd] are nodified to
handl e nul ti cast addresses.

In order to support SSM | GwWv3 MJIST be supported by the host, |wB4
and | WAFTR.  For ASM | wAFTR MJUST be the Rendezvous Point (RP)
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MAP-T and 4rd Translation Milticast solution uses the nulticast 46
translator in not one but two places in the architecture: at the |wB4
router and at the wWAFTR | Pv4 data packet is translated using v4 to
v6 header translation using nulticast addresses instead of the
mappi ng algorithmused in [I-D.ietf-softwire-map-t].

Al'l the elenents of |wio6 translation-based multicast support system
are shown in Figure 2.

| Pv4
PR + | Pv4 Net wor k
| | Mul ti cast
| | Fommmmm e eaaaa + Fommmmm e eaaaa + +
| | | w4 NAPT | I Pv6 | | WAFTR |
| IPv4 |----- > | GW MD |----- S| IGW | 1GW | | Pv6
| LAN [<----- | Proxy Proxy [------ | Router| PIM | Net wor k
| | S S + S S +
I I
S +

Figure 2: Architecture of |wlo6 Milticast Transl ation
4. MAP-T and 4rd Translation Milticast Operation

In this section we specify how the host can subscribe and receive
IPv4 nmulticast data fromI|Pv4 content providers based on the
architecture defined in Figure 1 in two parts: address translation
and protocol translation. Translation details are given in
Appendi x A

4.1. Address Transl ation

| Pv4-only host, HL will join IPv4 nulticast group by sending | GW
Menber shi p Report nessage upstreamtowards the | GW Proxy in

Figure 1. MD Proxy first creates a synthesized | Pv6 address of |Pv4
mul ticast group address using | Pv4-enbedded | Pv6 nulticast address
format [I-D.ietf-nboned-64-nulticast-address-format]. ASM MPREFI X64
for any source multicast groups and SSM MPREFI X64 for source specific
mul ticast groups are used. Both are /96 prefixes.

SSM MPREFI X64 is set to ff3x:0:8000::/96, with 'x' set to any valid
scope. ASM MPREFI X64 val ues are formed as shown in Figure 3. Flag
field 1 (ffl) field is defined in [RFC7371] bits Mbit MJST BE set to
1. "scop" field is defined in [RFC3956]. Flag field 2 (ff2) is a set
of 4 flags rrrMwhere r bits MJST be set to zero. Mbit is set to 1
to indicate that a nulticast | Pv4 address is enbedded in the | ow
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order 32 bits of the multicast |IPv6 address. "sub-group-id" field
MUST foll ow the recomendati ons specified in [ RFC3306] if unicast-
based prefix is used or the recommendati ons specified in [ RFC3956] if
enbedded-RP is used. The default value is all zeros.

[ 8 | 4] 4] 4| 76 [ 32 [
oo - L T T T N T +
| 11111111 ff1 | scop|ff2 | sub-group-id | v4 address

Fom e e e - - T +

Fi gure 3: ASM MPREFI X64 Fornation

Each translator in the upstreamBR is assigned a uni que ASM MPREFI X64
prefix. CE (M.D Proxy in CE) can learn this value by neans out of
scope with this docunment. Wth this, CE can easily create an |IPv6
mul ti cast address fromthe | Pv4 group address a.b.c.d that the host
wants to join.

Sour ce- Specific Milticast (SSM can al so be supported simlar to the
Any Source Miulticast (ASM described above. 1In case of SSM |Pv4
mul ti cast addresses use 232.0.0.0/8 prefix. |Pv6 SSM MPREFI X64 is
set to FF3x:0:8000::/96 where 'x’ is any valid scope.

Since SSMtranslation requires a uni que address for each |Pv4
mul ti cast source, an |Pv6 unicast prefix nust be configured to the
translator in the upstream BR to represent |Pv4 sources. This prefix
is prepended to | Pv4 source addresses in transl ated packets.

The join nmessage fromthe host for the group ASM MPREFI X64:a.b.c.d or
SSM MPREFI X64: a.b.c.d or an aggregate join nessage will be received
by MLD querier at the BR BR as nulticast anchor checks the group
address and recogni zes ASM MPREFI X64 or SSM MPREFI X64 prefix. It
next checks the last 32 bits is an I Pv4 nmulticast address in range
224/ 8 - 239/8. If all checks succeed, 1GwWv4 Cient joins a.b.c.d
using |IGW on its IPv4 interface.

Joi ning | Pv4 groups can al so be done using Pl M since PIM supports
both I Pv4 and | Pv6. The advantage of using PIMis that there is no
need to enabl e | GW support in neighboring I Pv4 routers. The
advantage of using IGW is that IGW is a sinpler protocol and it is
supported by a wider range of routers. The use of PIMor IGW is
left as an inplenmentation choice.

Address transl ati on descri bed above for MAP-T applies to | wdover6

mul ticast translation where the entities involved are | wB4 repl aces
Cust oner Edge device and | wWAFTR repl aces BR Figure 2.
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4.2. Protocol Translation

The hosts will send their subscription requests for |Pv4 multicast
groups upstreamto the default router, i.e. Costuner Edge device.
After subscribing the group, the host can receive nulticast data from
the CE. The host inplenments | GW protocol’s host part.

Cust oner Edge device is | GW Proxy facing the LAN interface. After
receiving the first | GW Report nmessage requesting subscription to an
I Pv4 nmulticast group, a.b.c.d, M.D Proxy in the CEEs WAN interface
synt hesi zes an | Pv6 nulticast group address corresponding to a.b.c.d
and sends an M.D Report nessage upstreamto join the group

When MAP-T or 4rd BR receives IPv4 nulticast data for an | Pv4 group
a.b.c.d it [I-Dietf-softwire-4rd] transl ates/encapsul ates | Pv4
packet into I Pv6 nulticast packet and sends it to | Pv6 synthesized
address corresponding to a.b.c.d using ASM MPREFI X64 or

SSM _MPREFI X64. The header napping described in
[I-D.ietf-softwire-4rd] Section 4.2 (using Table 1) is used except
for mapping the source and destination addresses. 1In this docunent
we use the nulticast address translation described in Section 4.1 and
propose it as a conpl enentary enhancenent to the translation
algorithmin [I-D.ietf-softwire-4rd].

The IP/1CWP translation translates | Pv4 packets into | Pv6 using

m ni mum MIU si ze of 1280 bytes (Section 4.3 in
[I-D.ietf-softwire-4rd]) but this can be changed for nmulticast. Path
MIU di scovery for nulticast is possible in IPv6 so 4rd BR can perform
pat h MrU di scovery for each ASM group and use these val ues instead of
1280. For SSM a different MIU val ue MJST be kept for each SSM
channel . Because of this 8 bytes added by I Pv6 fragnment header in
each data packet can be tol erated

Since nmulticast address translation does not preserve checksum
neutrality, [I-D.ietf-softwire-4rd] transl ator/encapsul ator at 4rd BR
must however nodify the UDP checksumto replace the | Pv4 addresses
with the I Pv6 source and destination addresses in the pseudo- header
whi ch consists of source address, destination address, protocol and
UDP length fields before cal culating the new checksum

| Pv6 multicast data nust be translated back to | Pv4 at the 4rd CE
(e.g. using Table 2 in Section 4.3 of [I-D.ietf-softwire-4rd]). Such
a task is much sinpler than the translation at 4rd BR because | Pv6
header is nmuch sinpler than | Pv4 header and I Pv4 Iink on the LAN side
of 4rd CE is a local link. The packet is sent on the local link to

| Pv4 group address a.b.c.d for | Pv6 group address of

ASM MPREFI X64: a. b.c.d or SSM MPREFI X64: a. b. c. d.
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In case an | Pv4 nulticast source sends nmulticast data with the don't
fragment (DF) flag set to 1, [I-D.ietf-softwire-4rd] header mapping
sets the D bit in IPv6e fragnent header before sending the packet
downstreamas in Fig. 3 in Section 4.3 of [I-D.ietf-softwire-4rd].
This feature of [I-D.ietf-softwire-4rd] preserves the semantics of DF
flag at the BR and CE

Because MAP-T/4rd is stateless, Miulticast MAP-T/4rd shoul d stay
faithful to this as much as possible. Border Relay acts as the
default multicast querier for all CEs that have established multicast
communication with it. In order to keep a consistent nulticast state
between a CE and BR, CE MJST use the sane |Pv6 nulticast prefixes

( ASM_MPREFI X64/ SSM _REFI X64) until the state becones enpty. After
that point, the CE may obtain different values for these prefixes,
effectively changing to a different 4rd BR

Protocol translation described above for MAP-T applies to | wdover6
mul ticast translation where the entities involved are | wB4 repl aces
Cust omrer Edge devi ce and | wAFTR repl aces BR Figure 2.

4.3. Learning Miulticast Prefixes for |Pv4-enbedded | Pv6 Milticast
Addr esses

CE can be pre-configured with Milticast Prefix64 of ASM MPREFI X64 and
SSM _MPREFI X64 that are supported in their network. However
automating this process is al so desired.

A new router advertisenent option, a Milticast ASM Transl ation Prefix
option, can be defined for this purpose. The option contains |Pv6
ASM mul ticast translation prefix, ASM MPREFI X64. A new router
advertisement option, a Miulticast SSM Transl ation Prefix option, can
be defined for this purpose. The option contains |Pv6 SSM nul ti cast
prefix translation prefix SSM MPREFI X64.

After the host gets the nulticast prefixes, when an application in
the host wishes to join an IPv4 nulticast group the host MJST use
ASM _MPREFI X64 or SSM MPREFI X64 and then obtain the synthesized | Pv6
group address before sending M.D join nessage.

Sour ce-specific nmulticast (SSM group nenbershi p nessage payl oads in
| GWv3 and MLDv2 contain address literals and their translation
requires another nulticast translation prefix option. |Pv4 source
addresses in | GWv3 Menbershi p Report nessage are uni cast addresses
of I Pv4 sources and they have to be translated into unicast |Pv6
source addresses in M.Dv2 Menbership Report message. A new router
adverti senent option, a Miulticast Translation Unicast Prefix option
can be defined for this purpose. The option contains |IPv6 unicast
Net wor k- Speci fic Prefix U PREFI X64. The host can be configured by
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its default router using router advertisements containing the
prefixes [|-D.sarikaya-softw re-6nman-raoptions]. 64:ff9b::/96 is the
gl obal value called well-known prefix that is assigned to U PREFI X64
[ RFC6052]. Organization specific values called Network-Specific
Prefixes can also be used. Since nulticast is potentially inter-
domain, the use of well-known prefix for U_PREFIX64 is reconmended.
DHCP servers can al so configure hosts with ASM MPREFI X64,

SSM _MPREFI X64 and U_PREFI X64 as in
[I-D.ietf-softwire-nulticast-prefix-option].

Note that U PREFI X64 is also used in nulticast data packet address
translation. Source-specific multicast source address in nulticast
data packets com ng from SSM sources MJUST be transl ated using
U_PREFI X64.

4.4, Supporting IPv4 Miulticast at CE Router and |wB4

When MAP-E CE router is a NAT or NAPT box assigning private |Pv4d
addresses to the hosts, IP Milticast requirements for a Network
Address Transl ator (NAT) and a Network Address Port Transl ator (NAPT)
stated in [RFC5135] apply to | GW nessages and | Pv4 nulticast data
packets. The sane applies to |wB4s in | wiover6

On receiving multicast data packets, |wB4 or CE router MJST NOT
nmodi fy destination | P address or destination port of the packets.
Mul ticast UDP datagrans MJST be forwarded to the |ocal LAN towards
the host that is a nenber of this group

| GWP nenbership reports received at |wB4 or CE router may be sent
upstreamindividually for any source multicast but for source
specific nulticast, e.g. |1GWv3, nenbership reports MJST be sent
after | GW aggregation.

5. Security Considerations
Mul ticast control and data nessage security can be provided by the
security architecture, mechani sms, and services described in
[ RFC4301], [RFC4302] and [ RFC4303]. and in [RFC4607] for source
specific nulticast.

6. | ANA Consi derations

TBD.
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Appendi x A. G oup Menbership Message Transl ation Details

| GWP Report nessages (I GW type nunber 0x12 and 0x16, in |IGwWv1l and
| GWv2 and 0x22 in IGWv3) are translated into MLD Report nessages
(M.Dv1l | CWPv6 type nunmber 0x83 and M.Dv2 type nunber 0x8f). | GwW
Query nessage (I GW type nunber 0x11) is translated into M.D Query
message (I CMPv6 type nunber 0x82)

[1-D. perreaul t-nboned-ignmp-md-transl ation].

Destination address in ASM i.e. |IGwWvl, |IGWv2 and M.Dvl, is the
mul ticast group address so the destination address in | GW nessage is
translated into the destination address in M.D nmessage using
[I-D.ietf-nmboned-64-mnulticast-address-format].

Destination address in SSM i.e. 1GwWv3 and M.Dv2 is transl ated as
follows: it could be all nodes on link, which has the val ue of
224.0.0.1 (1Gwv3) and ff02::1 (M.Dv2), all routers on link, which
has the value of 224.0.0.2 (1GwWv3) and ff02::2 (M.Dv2), all |GwW/
M.D- capabl e routers on |ink, which has the value of 224.0.0.22
(1Gwv3) and ff02::16 (M.Dv2).

Sour ce address of M.D nessage that CE sends is set to |ink-local |IPv6
address of CE's WAN side interface. Source address of M.D nessage
that BR sends is set to link-local |IPv6 address of BR s downstream

i nterface.

Mul ticast Address or Group Address field in | GW nessage payl oads is

translated using [I-D.ietf-nboned-64-nulticast-address-format] as
descri bed above into the corresponding field in M.D nessage.
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Source Address in | GWv3 nessage payloads is translated using

U PREFI X64, the |1Pv6 unicast prefix to be used by SSM source.

[ RFC6052] defines in Section 2.3 the address translation al gorithm of
enbeddi ng an | Pv4 source address and obtaining an | Pv6 source address
using a network specific prefix like UPREFIX64. At the BRon its
upstreaminterface or at the CE on its LAN interface, |Pv4 addresses
are extracted fromthe |Pv4-enbedded | Pv6 addresses.

Maxi mum Response Time (MRT) field in 1GwWv2 and | GWv3 queries are
transl ated i nto Maxi num Response Delay (MRD) in M.Dvl and M.Dv2
queries, respectively. In the corresponding M.D nessage, MRD is set
to 100 times the value of MRT. At the BRon its upstreaminterface
or at the CE on its LAN interface, MRT value is obtained by dividing
MRD into 100 and rounding it to the nearest integer.

| GWP nessages are sent with a Router Alert |Pv4 option [RFC2113].
The transl ated MLD nessage are sent with a Router Alert option in a
Hop- By- Hop | Pv6 extensi on header [RFC2711]. 1In both cases, 2-octet
value is set to O.
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