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Multi-vendor & Multi-Types of NSFs 

To be managed 
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Automation of the NSFs’ control & monitor
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It doesn’t require NFV, it doesn’t require provider domain. I2NSF is to facilitate 
automation 
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Different vendor  Different Provisioning 
Formats

same function，
Different name

same parameter，
different Settings

Difficult to achieve automated deployment.
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FW configuration: ports & links based
Virtual Networks Needs Group Policies & Abstraction. Need standard format for automation
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OpenStack FWaaS Rules Configuration



Summary of I2NSF Problems
• 3.1. Challenges Facing Security Service Providers

– 3.1.1. Diverse types of Security Functions
– 3.1.2. Diverse Interfaces to Control NSFs
– 3.1.3. Diverse Interface to monitor the behavior of NSFs
– 3.1.4. More Distributed NSFs and vNSFs
– 3.1.5. More Demand to Control NSFs Dynamically
– 3.1.6. Demand for multi-tenancy to control and monitor NSFs.
– 3.1.7. Lack of Characterization of NSFs and Capability Exchange
– 3.1.8. Lack of mechanism for NSFs to utilize external profiles

• 3.2. Challenges Facing Customers
– 3.2.1. NSFs from heterogeneous administrative domains
– 3.2.2. Today’s Control Requests are Vendors Specific
– 3.2.3. Difficulty to Monitor the Execution of Desired Policies

• 3.3. Difficulty to Validate Policies across Multiple Domains
• 3.4. Lack of Standard Interface to Inject Feedback to NSF
• 3.5. Lack of Standard Interface for Capability Negotiation



Goal of I2NSF

– Specify and standardize corresponding information and 
data models for the dynamic provisioning, querying, 
monitoring  of flow based network security functions

– Define Policy Enforcement Schemes for automated 
delivery of security services, Design feedback 
mechanisms for security service fulfillment and assurance 
purposes

• Other aspects of NSFs, such as device or network 
provisioning and configuration, are out of scope



Steps towards Open Source
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Welcome to I2NSF Running Code

    The running code is focused on the design of an I2NSF demo including the 
design of I2NSF client, I2NSF controller and NSF/vNSF. NETCONF protocol 
and YANG model are used for the I2NSF demo realization. The demo aims to 
enhance understanding of the I2NSF architecture and justify its feasibility. 

I2NSF/Demo Description

Branch:master I2NSF/
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