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1. Introduction

[RFC4944] section 5.1 defines the dispatch header and types. The ESC type is defined for using additional dispatch bytes in the 6lowpan header. RFC 6282 modifies the value of the ESC dispatch type and it is recorded in IANA registry [6LOWPAN-IANA]. However, the bytes and usage following the ESC byte are not defined in either [RFC4944] and [RFC6282]. However, in recent years with 6lowpan deployments, the implementations and Standards organizations have started using the ESC extension bytes and a co-ordination between the respective organizations and IETF/IANA are needed.

The following sections record the ITU-T specification for ESC dispatch byte code points as an existing known usage and propose the definition of ESC extension bytes for future applications. The document also requests IANA actions for the first extension byte following the ESC byte.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Usage of ESC dispatch bytes

RFC 4944 [RFC4944] first introduces this "ESC" dispatch header type for extension of dispatch bytes. RFC 6282 [RFC6282] subsequently modified its value to [01 000000].

This document specifies that the first octet following the ESC byte be used for extension type(extended dispatch values). Subsequent octets are left unstructured for the specific use of the extension type:

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|0 1| ESC | ESC EXT Type | Extended Dispatch Payload
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: Frame Format with ESC Byte

ESC: The left-most byte is the ESC dispatch type containing ’0100000’
ESC Extension Type (EET): It is the first byte following the ESC byte. Extension type defines the payload for the additional dispatch bytes. The values are from 0 to 255. Value 0 and 255 are reserved for future use. These values are assigned by IANA. The EET values are similar to dispatch values in the 6lowpan header except they are preceded by the ESC byte. Thus, ESC extension types and dispatch values are using orthogonal code spaces. Though not desirable, multiple ESC bytes MAY appear in a 6lowpan header. Section 3.1 describes how to handle unknown ESC dispatch type.

Extended Dispatch Payload (EDP): This part of frame format must be defined by the corresponding extension type. A specification is required to define each usage of extension type and its corresponding Extension Payload.

Note that section 5.1 in RFC4944 indicates that the Extension Type field may contain additional dispatch values larger than 63 [4944-ERRATA]. Note that the new dispatch type MUST NOT modify the behavior of existing dispatch types for the sake of interoperability.

3.1. Interaction with other RFC4944 implementations

It is expected that RFC4944 existing implementations are not capable of processing ESC extension data bytes as defined in this document. However, implementors have to assume that existing implementation that attempt to process an EET unknown to them will simply drop the packet or ignore the ESC dispatch bytes.

If an implementation following this document, during processing of the received packet reaches the ESC byte for which it does not understand the extension bytes (EET), it MUST drop that packet. However, it is important to clarify that a router node SHOULD forward a 6lowpan packet with the EET bytes as long as it does not attempt to process any ESC extension bytes.

Sequence Of dispatch bytes and ESC bytes: Multiple ESC extension bytes may appear in a packet. Could a 6lowpan packet start with a ESC dispatch type? In another word, should ESC extension always be preceded by non-ESC dispatch bytes?

gab: I think the answer is no. But per the previous sentence, you have to assume that your packet will get dropped immediately by any node that does not understand the EET at the beginning of the packet. The closer to the end of the packet are the EET’s, the higher chance there is that a legacy node will recognize and successfully process some dispatch type before the EET and then ignore the EET instead of dropping the entire packet. Unless you know for sure that all nodes in your network understand a given EET (by definition a private and
non-standard deployment), placing it at the beginning is a good way to guarantee that the packet will get dropped.

3.2. ESC Extension Bytes Typical Sequence

The following diagram provides an example when ESC extension bytes might be used:

A LoWPAN encapsulated HC1 compressed packet:

+----------+-----------------+---------+-----+-----+--------+
<table>
<thead>
<tr>
<th>Dispatch</th>
<th>LOWPAN_IPHC hdr</th>
<th>Payld</th>
<th>ESC</th>
<th>EET</th>
<th>EPayld</th>
</tr>
</thead>
</table>
+----------------------------+---------+-----+-----+--------+

A LoWPAN_IPHC Header, Mesh header and an ESC extension byte:

+----------------------------+---------+-----+-----+--------+
| M Typ                    | M Hdr   | LOWPAN_IPHC Hdr | Payld |ESC  | EET |EPayld| 
|----------------------------|---------|-----+-----+--------|
+----------------------------+---------+-----+-----+--------+

Figure 2: A 6lowpan packet with ESC Bytes

3.3. Example: ITU-T G.9903 ESC type usage

[G3-PLC] provides native mesh-under functionalities. The ESC dispatch type is used with the command frames specified in figure 9-12 and Table 9-35 in [G3-PLC]. The command ID values are 0x01 to 0x1F.

The frame format is defined as follows:

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|0 1| ESC       | Command ID   | Command Payload |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 3: G.9903 Frame Format with ESC Byte
3.4. NALP Usage

There were several comments on 00 draft -- that this draft should provide guidance on NALP usage as there was no clear distinction between ITU-T command mode usage and NALP usage. In order to avoid such confusion, a NALP usage guidance should be provided. This is a space holder section in order to decide whether NALP usage indeed should belong here.

gab: I don’t think we need to say anything beyond what we already say in 4944: it is not a 6lowpan frame. This was done recognizing that some SDO’s would also define their own frame structure, in particular, Zigbee. There was some effort to agree with them on some way for our definitions to not collide. So prescribing usage of NALP, beyond saying it is not 6lowpan nor the subject of any IETF document, would defeat the purpose.

4. IANA Considerations

This document requests IANA to register the ‘ESC Extension Type’ values as per the policy ‘Specification Required’[RFC5226] as specified in this document which follows the same policy as in the IANA section of [RFC4944]. For each Extension Type(except the Reserved values)the specification MUST define corresponding Extended Dispatch Payload frame bytes for the receiver implementation to read the ESC bytes with interoperability.

The initial values for the ‘ESC Extension Type’ fields are:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Reserved for future use</td>
<td>This document</td>
</tr>
<tr>
<td>1-31</td>
<td>Used by ITU-T G.9903 and G.9905 Command IDs</td>
<td>ITU-T G.9903</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&amp; ITU-T G.9905</td>
</tr>
<tr>
<td>32-254</td>
<td>Unassigned (Reserved for future IANA Assignment-- Spec Required)</td>
<td>This document</td>
</tr>
<tr>
<td>255</td>
<td>Reserved for future use</td>
<td>This document</td>
</tr>
</tbody>
</table>

Figure 4: Initial Values for IANA Registry
5. Security Considerations

There is no additional security threats due to the assignments of ESC byte usage described in this document. However, this document forbids defining any extended dispatch values or extension types that modifies the behavior of existing Dispatch types.
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1. Introduction

IEEE 802.11 [IEEE802.11], also known as Wi-Fi, is an established Wireless LAN (WLAN) technology operating in unlicensed Industrial, Scientific and Medical (ISM) bands. Its IEEE 802.11ah [IEEE802.11ah] amendment is tailored for Internet of Things (IoT) use-cases and at the moment of writing this draft it is in the final stages of IEEE standardization.

IEEE 802.11ah operates in the Sub-1 GHz spectrum which helps reducing the power consumption. It also supports a larger number of stations on a single Basic Service Set (BSS) and it provides power-saving mechanisms that allow radio stations to sleep in order to save power.
However, the system achieves lower throughput compared to 802.11n/ac amendments.

IEEE 802.11 specifies only the MAC and PHY layers of the radio technology. In other words, 802.11 does not specify a networking layer but it is compatible with commonly used internet protocol such as IPv4 and IPv6. As 802.11ah is a low-rate/low-power technology, the communication protocols used above MAC should also take power-efficiency into consideration. This motivates the introduction of 6LoWPAN techniques [RFC4944] [RFC6282] for efficient transport of IPv6 packets over IEEE 802.11ah radio networks.

This document specifies how to use 6LoWPAN techniques for 802.11ah.

2. Terminology and Language Requirements

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

Terminology from 802.11ah:

Station (STA): defined in 802.11-2012 [IEEE802.11-2012] as a wireless station which is an addressable unit.

Sensor-STA: defined in 802.11ah as a device having low-power consumption requirements. This device might be a battery operated device.

Non-sensor STA: defined in 802.11ah as device which usually does not have low-power consumption requirements.

In this document, any type STA (sensor STA/non-sensor STA) is associated with a 6LoWPAN Node (6LN).

Access Point (AP): entity maintaining the WLAN Basic Service Set (BSS) and it is associated with the 6LoWPAN Border Router (6LBR). It is assumed that APs are connected to the power-line.

The terms 6LoWPAN Router (6LR) and 6LoWPAN Border Router (6LBR) are defined as in [RFC6775] and in this context 6LoWPAN Nodes (6LN) do not refer to a router (Access Point), just to a host (STA).

3. Overview of 802.11ah

The IEEE 802.11 technology uses the unlicensed spectrum in different ISM bands, using CSMA/CA techniques. Specifically 802.11ah is designed to operate in ISM band below Sub-1 Ghz with a basic
bandwidth of 1Mhz/2Mhz (depending of configuration). The system is formed by an Access Point (AP) which maintains a Basic Service Set (BSS) and stations (STAs). STAs are connected to the AP in a star topology.

The 802.11ah is more energy efficient compared to other conventional 802.11 technologies because of it uses mechanisms which allow STAs to doze periodically and STAs request downlink data when switching to active mode i.e. Traffic Indication Map (TIM) operation, non-TIM operation, Target Wakeup Time (TWT).

An exemplary deployment of a 802.11ah BSS may include a large number of STAs associated to a BSS where STAs are sleeping (dozing) most of the time and they may monitor periodic beacon-frame transmissions containing Traffic Indication Maps (TIM). Data packets intended to STAs cannot be delivered when STAs sleep, thus the TIM indicates which STAs have downlink data buffered at the AP. After reading the TIM, STAs request their buffered data by transmitting a Power-Saving Poll (PS-Poll) frame to the AP. After the downlink data is delivered, STAs enter into sleep mode again. For uplink data delivery, STAs might transmit as soon as their data is available.

There might be STAs that do not monitor constantly the TIM and request downlink data sporadically after waking up.

3.1. Link Layer Topology of 802.11ah

The 802.11ah defines a star topology at L2 link connectivity, where the STAs are connected to the AP and any communication between STAs passes through the AP. It also includes L2 relays to extend the range of the system. As in other 802.11 amendments, the ad-hoc topology is also supported. Finally, the 802.11 standard does not define its own networking layer but is compatible with commonly used protocols e.g. IPv4, IPv6 via the Link Layer Control.
It is important to note that the communication link is unidirectional at any given point in time and that the medium is shared by CSMA/CA techniques which avoid that two or more STAs utilize the medium simultaneously.

### 3.2. Device Addressing and Frame Structure

The 802.11 physical transmission is composed by a preamble which is used to prepare a receiver for frame decoding, basic physical layer information, and the physical layer payload which encapsulates the MAC Protocol Data Unit (MPDU).

There can be different classes of MAC frames in 802.11, the MAC data frame is the only one carrying higher layer data. Other frames are control and management frames which are used to maintain MAC layer functions. In general in 802.11 MAC addresses use the EUI-48 bit address space.

A MAC data frame in 802.11 is composed by a MAC header, a MAC payload and a Frame Check Sequence (FCS) which are encoded in an MPDU. The MAC payload carries Link Layer Control PDUs which encapsulates, for example, IP packets. There are two protocol versions for MAC frame formats, the Protocol Version 0 (PVo) which is the default format of 802.11 and it is inherited to 802.11ah and the Protocol Version 1 (PV1) which has less overhead that PVo and can be optionally supported by 802.11ah non-sensor STA and it is mandatory supported for 802.11ah sensor STA.

In 802.11ah, the maximum size of the MSDU (MAC payload) is given by the maximum size of a A-MSDU which is constrained by the maximum size
of the A-MPDU of 7991 bytes. This maximum of the A-MPDU is independent of Protocol Version.

In addition, segmentation at 802.11 MAC layer level is supported if required.

3.3. Protocol Version 0

The elements of the MAC data frame with PV0 are defined in 802.11-2012, Section 8.2 [IEEE802.11-2012] and are depicted in the picture below.

```
+-------+--------+----+----+----+------+----+-----+----+-------+---+
| Frame |Duration| A1 + A2 + A3 + Seq. + A4 + QoS + HT + Frame +FCS+ |
|Control+ /ID  +    +    +    + Ctrl +    + Crl +Crl + Body + + |
+-------+--------+----+----+----+------+----+-----+----+-------+---+

Figure 2: MAC frame PV0
```

Frame Control: contains information relevant in link layer such as the Protocol Version, frame type and subtype, Power Management, Fragmentation Information, among others.

A1, A2, A3: indicate the recipient, the transmitter and the BSSID which in infrastructure mode is the value of the STA contained in the AP (AP MAC address in practice). They follow 48-bits MAC address format.

A4, Sequence control, QoS control, HT control: The meaning of these field are out of scope of this draft. Please refer to 802.11-2012, Section 8.2.4 [IEEE802.11-2012] for further information.

Frame Body: is of variable-length field and contains the MAC payload for example L3 packets.

FCS: The Frame Check Sequence field is a 32-bit field containing a 32-bit CRC which is calculated over all the fields of the MAC header and the Frame Body field.

3.4. Protocol Version 1

The MAC header for the PV1 format is at least formed by a Frame Control field and the address fields. Other fields are optional. Please refer to 802.11-2012, Section 8.8.1 [IEEE802.11ah] for further information.
Frame control: see above.

A1, A2: indicates the recipient and the transmitter respectively of the frame and it contains the 6-bytes MAC address or the Short ID (2-bytes) provided by the AP after association in a given BSS. Short ID includes the Association Identifier (AID) field which is used in TIM and power-saving mode.

Frame Body: The minimum length for non-data frames is 0 bytes. The maximum length of A-MSDU is constrained by the maximum size of the A-MPDU of 7991 bytes.

3.5. Link Layer Control

The Logical Link Control (LLC) layers works as the interface between higher layers, for example IP, and the 802.11 MAC. It supports higher layer protocol discrimination via the EtherType value utilizing the LLC SNAP or RFC1042.

```plaintext
+----------------------------------------------------+
| DSAP | SSAP | CTL | OUI      | Ethertype | SDU |
| 0xAA | 0xAA | 0x03=UI| 00+00+00 |            |     |
+----------------------------------------------------+
```

Figure 4: Format of LPD compatible with current 802.11 recommendations

Examples of EtherTypes are 0x0800 and 0x8DD, which are used to identify IPv4 and IPv6, respectively.
3.6. Ad Hoc Mode and Extended Service Set

The standard allows to connect devices through ad-hoc mechanisms. In this mode the devices are connected using implementation specific protocols e.g. between two STAs or between two APs and the power-saving mechanism of 802.11ah cannot be used (as AP-STA hierarchy is required). The following figure describes STAs connected to AP through 802.11ah and connections between APs are not based on 802.11ah, but are implementation specific.

```
+---+     +---+           +----+      +-----+
|STA+-----+AP +-----------+AP  +------+STA  |
+----+    +----+      +-----+
```

```
Figure 5: WLAN Protocol Stack
```

In an Extented Service Set (ESS), the connections between Base Service Station (BSS) happen through a distribution system. The distribution system (DS) maybe realised by a different technology or it can be composed by AP connections.

```
|STA+-----+AP +-----------+DS +-----------+AP  +----+STA |
|+++++    ++++    +++++

```

```
+-------------------+                         +-------------------+
| +---+     +---+  |                         | +----+    +----+ |
| |STA+-----+AP +------------ DS -----------+AP  +----+STA | |
| +---+     +---+  |                         | +----+    +----+ |
+----------+-------+                         +-------------------+
| BSS |                                         | BSS |
|     +-------------------+ ESS <-------------------+ |
```

```
Figure 6: WLAN Ad Hoc Mode
```

```
Figure 7: WLAN Protocol Stack
```
3.7. Relation with other 802.11 Versions

In principle, the 6Lo stack might be used for other 802.11 versions such as 802.11b, 802.11n and 802.11ac, due to these standards support LLC compatibility. LLC 6lo identifier would be the same for all mentioned WiFi versions.

4. Uses Cases

[RFC7548] defines use cases for the management of constrained networks: Environmental Monitoring, Infrastructure Monitoring, Industrial Applications, Energy Management, Medical Applications, Building Automation, Home Automation, Transport Applications, Community Network Applications and Field Operations. These use cases are apply as well to 802.11ah.

As a starting point in 802.11ah specification work, the Task Group AH proposed the following use-case categories [ReferenceUseCase802.11ah]:

- Sensor and Meters, where large number of sensor deliver data through 802.11ah connectivity

- Backhaul Sensor and meter data, where 802.11ah STA can be either directly integrated with a sensor or it will aggregate data from other tree of wireless sensors and then deliver 802.11ah connectivity

- Extended Range Wi-Fi, where the typical range of the Wi-Fi connection will extended due to the use of lower frequencies and other techniques.

5. 6LoWPAN over 802.11ah

IPv4 and IPv6 are compatible with 802.11ah via the LLC. However, 802.11ah technology presents a trade-off between energy consumption and link bitrate. Consequently, 6LoWPAN techniques are beneficial to reduce the overhead of transmissions, save energy and improve throughput. With 6LoWPAN, the nodes, i.e. 6LN, 6LBR, are co-located on the same devices with 802.11 features. The typical 802.11ah network uses a star topology where the 6LBR functionally is co-located with the AP. 6LNs are co-located with STAs and are connected to the 6LBR through 802.11ah links. As mesh topology at MAC level is not defined by the 802.11ah standard, 6LBR is the only router present in the network. Thus, there is no presence of 6LR.
There exists the possibility to have a 802.11ah relay node at L2 to extend the range of an AP. This however is an L2 feature and it is experienced as a single hop by the 6LoWPAN network. In case there is need to connect wirelessly several APs and ad hoc solution needs to be considered.

Devices in this kind of networks, not necessarily have constrained resources (memory, CPU, etc), but the radio link capacity is limited. It might be that APs are connected to mains power and STAs might be for example battery operated sensors. Therefore 6LoWPAN techniques might be good to support transmission of IPv6 packets over 802.11ah battery operated devices. Related to performance gain, a reduction in air-time is achieved if the stack is compressed. The communication 6LN-6LN is not supported directly using link-local addresses, it is done through the 6LBR using the shared prefix used on the subnet. This specification requires IPv6 header compression format specified in [RFC6282].

The Figure below shows the stack for PHY/MAC and IPv6 including 6LoWPAN
6. Stateless Address Autoconfiguration

The IPv6 link local address follows Section 5.3 of [RFC4862] based on the 48-bit MAC device address.

To get the 64-bit Interface Identifier (IID) RFC 7136 [RFC7136] MUST be followed. Section 5 of this RFC states:

"For all unicast addresses, except those that start with the binary value 000, Interface IDs are required to be 64 bits long. If derived from an IEEE MAC-layer address, they must be constructed in Modified EUI-64 format."

```
+----------+-----------------+----------------------+
|1111111010|       0         | Interface Identifier |
+----------+-----------------+----------------------+
```

Figure 10: IPv6 link local address

Following Appendix-A of RFC 4291 [RFC4291] the IID is formed inserting two octets, with hexadecimal values of 0xFF and 0xFE in the middle of the 48-bit MAC. The IID would be as follow where "a" is a bit of the 48 MAC address.

```
|0              1|1              3|3              4|4              6|
|5              6|1              2|7              8|             3|
```

```
|aaaaaaaaaa|aaaaaaaaaa|11111111|11111110aaaaaaa|aaaaaaaaaa|aaaaaaaaaa|
```

Figure 11: Modified EUI-64 format
For non-link-local addresses a 64-bit IID MAY be formed by utilizing
the 48-bit MAC device address. Random IID can be generated for 6LN
using alternative methods such as [I-D.ietf-6man-default-iids].

7. Neighbour Discovery in 802.11ah

Neighbour Discovery approach for 6LoWPAN [RFC6775] is applicable to
802.11ah topologies. Related to Host-initiated process, use of
Address Registration Option (ARO), through the Neighbour Solicitation
(NS) and Neighbour Advertisement (NA). Router Solicitation and
Router Advertisement are applicable as well following [RFC6775].

As the topology is star, Multihop Distribution of prefix and 6LoWPAN
header compression; and Multihop Duplicated Address Detection (DAD)
mechanism are not applicable, since this technology does not cover
multihop topology.

8. Header Compression

For header compression, the rules proposed in [RFC6282] are
applicable. Section 3.1.1 mentions the base Encoding principle
applicable to 802.11ah.

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
| 0 | 1 | 1 | TF | NH | HLIM | CID | SAC | SAM | M | DAC | DAM |
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+

Figure 12: LOWPAN_IPHC base Encoding

TF: Traffic Class; Flow Label; For 802.11ah case would apply this
field as defined in [RFC6282].

NH: Next Header; as defined in [RFC6282].

HLIM: Hop Limit; as star topology the common value would be HLIM=1.

CID: Context Identifier Extension; as defined in [RFC6282].

SAC: Source Address Compression; as defined in [RFC6282].

SAM: Source Address Mode; In this case, the combinations for 16-bits
are not applicable to this technology since 802.11 uses 48-bits for
addresses.

M: Multicast Compression; as defined in [RFC6282].
DAC: Destination Address Compression; as defined in [RFC6282].

DAM: Destination Address Mode. In this case, the combinations for 16-bits are not applicable to this technology since 802.11 uses 48-bits for addresses.

9. Fragmentation

802.11ah perform fragmentation at L2, thus the fragmentation at L3 would be not necessary.

10. Multicast at IP Level

802.11ah supports broadcast and multicast at link layer level, both can be used to carry multicast IP transmission depending on the system’s configuration. TBD: add an example.

11. Internet Connection

For Internet connection, the 6LBR acts as router and forwarding packets between 6LNs to and from Internet.

```
+-----+
| 6LN +--------+
+-----+
     +-----+    +-----------+
     | 6LBR |    |           |
     +-----+    +-----------+
     | 6LN |    |  Internet |
     +-----+    +-----------+
     | 6LN |    |           |
     +-----+    +-----------+
```

Figure 13: Internet connection of 6Lo network

12. Management of the Network

TBD: how LightWeight Machine to Machine (LWM2M) or CoAP Management Interface (COMI) [I-D.vanderstok-core-comi] aspects can be applied to this technology, considering [RFC7547]
13. IANA Considerations

There are no IANA considerations related to this document.

14. Security Considerations

The security considerations defined in [RFC4944] and its update
[RFC6282] can be assumed valid for the 802.11ah case as well.
Indeed, the transmission of IPv6 over 802.11ah links meets all the
requirements for security as for IEEE 802.15.4. The standard IEEE
802.11ah defines all those aspects related with Link Layer security.
As well as for other existing WiFi solutions, 802.11ah Link Layer
supports security mechanism such as WPA, WPS, 802.1X. To have a
deeper understanding on how the Key Management processes are handled
in 802.11ah, please refer to [TBD]

Implementations defined in [I-D.ietf-6man-default-iids], [RFC3972],
[RFC4941], or [RFC5535], can be considered, for example, as methods
to support non-link local addresses.

For what concerns privacy issues, the draft
[I-D.thaler-6lo-privacy-considerations] introduces a series of
recommendations which can be applied in order to overcome possible
privacy threats in the particular case of technologies designed for
IPv6 over networks of resource-constrained nodes.
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Abstract
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1. Introduction

Bluetooth low energy (hereinafter, Bluetooth LE) was first introduced in the Bluetooth 4.0 specification. Bluetooth LE (which has been marketed as Bluetooth Smart) is a low-power wireless technology designed for short-range control and monitoring applications. Bluetooth LE is currently implemented in a wide range of consumer electronics devices, such as smartphones and wearable devices. Given the high potential of this technology for the Internet of Things, the Bluetooth Special Interest Group (Bluetooth SIG) and the IETF have produced specifications in order to enable IPv6 over Bluetooth LE, such as the Internet Protocol Support Profile (IPSP), and draft-ietf-6lo-btle, respectively. Bluetooth 4.0 only supports Bluetooth LE networks that follow the star topology. In consequence, draft-ietf-6lo-btle was specifically developed and optimized for that type of network topology. However, subsequent Bluetooth specifications allow the formation of extended topologies, such as the mesh topology. The functionality described in draft-ietf-6lo-btle is not sufficient and would fail to enable IPv6 over Bluetooth LE mesh networks. This document specifies the mechanisms needed to enable IPv6 over Bluetooth LE mesh networks. This specification also allows to run IPv6 over Bluetooth LE star topology networks, albeit without all the topology-specific optimizations contained in draft-ietf-6lo-btle.
1.1. Terminology and Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

The terms 6LoWPAN Node (6LN), 6LoWPAN Router (6LR) and 6LoWPAN Border Router (6LBR) are defined as in [RFC6775], with an addition that Bluetooth LE central and Bluetooth LE peripheral (see Section 2) can both be adopted by a 6LN, a 6LR or a 6LBR.

2. Bluetooth LE Mesh Networks

Bluetooth LE defines two Generic Access Profile (GAP) roles of relevance herein: the Bluetooth LE central role and the Bluetooth LE peripheral role. A device in the central role, which is called central from now on, has traditionally been able to manage multiple simultaneous connections with a number of devices in the peripheral role, called peripherals hereinafter. Bluetooth 4.1 introduced the possibility for a peripheral to be connected to more than one central simultaneously, therefore allowing extended topologies beyond the star topology for a Bluetooth LE network. In addition, a device may simultaneously be a central in a set of link layer connections, as well as a peripheral in others. On the other hand, the IPSP enables discovery of IP-enabled devices and the establishment of a link layer connection for transporting IPv6 packets. The IPSP defines the Node and Router roles for devices that consume/originate IPv6 packets and for devices that can route IPv6 packets, respectively. Consistently with Bluetooth 4.1, a device may implement both roles simultaneously.

This document assumes a Bluetooth LE mesh network whereby link layer connections have been established between neighboring IPv6-enabled devices. In an IPv6-enabled Bluetooth LE mesh network, a node is a neighbor of another node, and vice versa, if a link layer connection has been established between both by using the IPSP functionality for discovery and link layer connection establishment for IPv6 packet transport.

3. Specification of IPv6 over Bluetooth LE mesh networks

3.1. Protocol stack

Figure 1 illustrates the protocol stack for IPv6-enabled Bluetooth LE mesh networks. There are two main differences with the IPv6 over Bluetooth LE stack in draft-ietf-6lo-btle: a) the adaptation layer below IPv6 (labelled as "6Lo for Bluetooth LE mesh") is now adapted for Bluetooth LE mesh networks, and b) the protocol stack for IPv6 over Bluetooth LE mesh networks includes IPv6 routing functionality.
3.2. Subnet model

For IPv6-based Bluetooth LE mesh networks, a multilink model has been chosen, as further illustrated in Figure 2. As IPv6 over Bluetooth LE is intended for constrained nodes, and for Internet of Things use cases and environments, the complexity of implementing a separate subnet on each peripheral-central link and routing between the subnets appears to be excessive. In this specification, the benefits of treating the collection of point-to-point links between a central and its connected peripherals as a single multilink subnet rather than a multiplicity of separate subnets are considered to outweigh the multilink model’s drawbacks as described in [RFC4903].
One or more 6LBRs are connected to the Internet. 6LNs are connected to the network through a 6LR or a 6LBR. A prefix is used on the whole subnet.

IPv6-enabled Bluetooth LE mesh networks MUST follow a route-over approach. This document does not specify the routing protocol to be used in an IPv6-enabled Bluetooth LE mesh network.

3.3. Link model

3.3.1. Stateless address autoconfiguration

6LN, 6LR and 6LBR IPv6 addresses of a Bluetooth LE mesh network are configured as per section 3.2.2 of draft-ietf-6lo-btle.

Multihop DAD functionality as defined in section 8.2 of RFC 6775, or some substitute mechanism (see section 3.3.2), MUST be supported.

3.3.2. Neighbor Discovery

’Neighbor Discovery Optimization for IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANs)’ [RFC6775] describes the neighbor discovery approach as adapted for use in several 6LoWPAN topologies, including the mesh topology. The route-over functionality of RFC 6775 MUST be supported.

The following aspects of the Neighbor Discovery optimizations [RFC6775] are applicable to Bluetooth LE 6LNs:
1. A Bluetooth LE 6LN MUST NOT register its link-local address. A Bluetooth LE 6LN MUST register its non-link-local addresses with its routers by sending a Neighbor Solicitation (NS) message with the Address Registration Option (ARO) and process the Neighbor Advertisement (NA) accordingly. The NS with the ARO option MUST be sent irrespective of the method used to generate the IID. The ARO option requires use of an EUI-64 identifier [RFC6775]. In the case of Bluetooth LE, the field SHALL be filled with the 48-bit device address used by the Bluetooth LE node converted into 64-bit Modified EUI-64 format [RFC4291].

If the 6LN registers for a same compression context multiple addresses that are not based on Bluetooth device address, the header compression efficiency will decrease (see the next subsection).

2. For sending Router Solicitations and processing Router Advertisements the Bluetooth LE 6LN MUST, respectively, follow Sections 5.3 and 5.4 of the [RFC6775].

3.3.3. Header compression

Header compression as defined in RFC 6282 [RFC6282], which specifies the compression format for IPv6 datagrams on top of IEEE 802.15.4, is REQUIRED as the basis for IPv6 header compression on top of Bluetooth LE. All headers MUST be compressed according to RFC 6282 [RFC6282] encoding formats.

To enable efficient header compression, when the 6LBR sends a Router Advertisement it MUST include a 6LoWPAN Context Option (6CO) [RFC6775] matching each address prefix advertised via a Prefix Information Option (PIO) [RFC4861] for use in stateless address autoconfiguration.

The specific optimizations of draft-ietf-6lo-btle for header compression, which exploit the star topology and ARO, cannot be generalized in a Bluetooth LE mesh network. Still, a subset of those optimizations can be applied in some cases in a Bluetooth LE mesh network. In particular, the latter comprise link-local interactions,
non-link-local packet transmissions originated and performed by a 6LN, and non-link-local packet transmissions originated by a 6LN neighbor and sent to a 6LN. For the rest of packet transmissions, context-based compression MAY be used.

When a device transmits a packet to a neighbor, the sender MUST fully elide the source IID if the source IPv6 address is the link-local address based on the sender’s Bluetooth device address (SAC=0, SAM=11). The sender also MUST fully elide the destination IPv6 address if it is the link-local-address based on the neighbor’s Bluetooth device address (DAC=0, DAM=11).

When a 6LN transmits a packet, with a non-link-local source address that the 6LN has registered with ARO in the next-hop router for the indicated prefix, the source address MUST be fully elided if it is the latest address that the 6LN has registered for the indicated prefix (SAC=1, SAM=11). If the source non-link-local address is not the latest registered by the 6LN, then the 64-bits of the IID SHALL be fully carried in-line (SAC=1, SAM=01) or if the first 48-bits of the IID match with the latest address registered by the 6LN, then the last 16-bits of the IID SHALL be carried in-line (SAC=1, SAM=10).

When a router transmits a packet to a neighboring 6LN, with a non-link-local destination address, the router MUST fully elide the destination IPv6 address if the destination address is the latest registered by the 6LN with ARO for the indicated context (DAC=1, DAM=11). If the destination address is a non-link-local address and not the latest registered, then the 6LN MUST either include the IID part fully in-line (DAM=01) or, if the first 48-bits of the IID match to the latest registered address, then elide those 48-bits (DAM=10).

3.3.4. Unicast and multicast mapping

TBD

4. IANA Considerations

There are no IANA considerations related to this document.

5. Security Considerations

The security considerations in draft-ietf-6lo-btle apply.

Further security considerations on additional threats due to ad-hoc routing. TBD.
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1. Introduction

Running IPv6 on constrained node networks has different features due to the characteristics of constrained node networks such as small packet size, short link-layer address, low bandwidth, network topology, low power, low cast, and large number of devices [RFC4919]. For example, because some IEEE 802.15.4 link layers have an MTU of 127 octets and IPv6 requires 1280 bytes, an appropriate fragmentation and reassembly adaptation layer must be provided at the layer of below IPv6. Also, due to the limited size of IEEE 802.15.4 frame and the length shortage of data delivery, it makes the need for header compression. IETF 6lowpan (IPv6 over low power and WPAN) working group published [RFC4944], an adaptation layer for sending IPv6 packets over low power WPAN, [RFC6282], compression format for IPv6.
datagrams over IEEE 802.15.4-based networks, and [RFC6775], Neighbor Discovery Optimization for 6lowpan.

As IoT (Internet of Things) services becomes more popular, various link layer technologies such as BLE, Z-wave, DECT-ULE, MS/TP, NFC, and IEEE 802.15.4e are actively used. And the need of transmission of IPv6 packets over these link layer technologies is required. A number of IPv6-over-foo documents have been developed in the IETF 6lo (IPv6 over Networks of Resource-constrained Nodes) and 6tisch (IPv6 over the TSCH mode of IEEE 802.15.4e) working group.

In the 6lowpan working group, the [RFC6568], "Design and Application Spaces for 6LoWPANs" was published and it describes potential application scenarios and use cases for low-power wireless personal area networks. In this document, various design spaces such as deployment, network size, power source, connectivity, multi-hop communication, traffic pattern, security level, mobility, and QoS were analyzed. And it described a fundamental set of 6lowpan application scenarios and use cases; Industrial monitoring-Hospital storage rooms, Structural monitoring-Bridge safety monitoring, Connected home-Home Automation, Healthcare-Healthcare at home by tele-assistance, Vehicle telematics-telematics, and Agricultural monitoring-Automated vineyard.

Even though the [RFC6568] describes some potential application scenarios and use cases and it lists the design space in the context of 6lowpan, it needs a different use cases and design space in the context of the 6lo working group to provide practical information of 6lo technologies. To do this, the use case of 6lo is required to consider the followings;

- 6lo use cases SHOULD be uniquely different to the 6lowpan use cases.
- 6lo use cases SHOULD cover various IoT related wire/wireless link layer technology including the IEEE 802.15.4.
- 6lo use cases MAY describe characteristics of each link layer technologies and typical use case of each link layer technology and then 6lo use cases’s applicability.

2. Conventions and Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
3. 6lo Link layer technologies

3.1. ITU-T G.9959

The ITU-T G.9959 recommendation G.9959 [G.9959] targets low-power Personal Area Networks (PANs). G.9959 defines how a unique 32-bit HomeID network identifier is assigned by a network controller and how an 8-bit NodeID host identifier is allocated to each node. NodeIDs are unique within the network identified by the HomeID. The G.9959 HomeID represents an IPv6 subnet that is identified by one or more IPv6 prefixes [RFC7428].

3.2. Bluetooth Low Energy

Bluetooth LE was introduced in Bluetooth 4.0, enhanced in Bluetooth 4.1, and developed even further in successive versions. Bluetooth SIG has also published Internet Protocol Support Profile (IPSP), which includes Internet Protocol Support Service (IPSS). The IPSP enables discovery of IP-enabled devices and establishment of link-layer connection for transporting IPv6 packets. IPv6 over Bluetooth LE is dependent on both Bluetooth 4.1 and IPSP 1.0 or newer.

Devices such as mobile phones, notebooks, tablets and other handheld computing devices which will include Bluetooth 4.1 chipsets will also have the low-energy functionality of Bluetooth. Bluetooth LE will also be included in many different types of accessories that collaborate with mobile devices such as phones, tablets and notebook computers. An example of a use case for a Bluetooth LE accessory is a heart rate monitor that sends data via the mobile phone to a server on the Internet [I-D.ietf-6lo-btle].

3.3. DECT-ULE

DECT ULE is a low power air interface technology that is designed to support both circuit switched for service, such as voice communication, and for packet mode data services at modest data rate.

The DECT ULE protocol stack consists of the PHY layer operating at frequencies in the 1880 - 1920 MHz frequency band depending on the region and uses a symbol rate of 1.152 Mbps. Radio bearers are allocated by use of FDMA/TDMA/TDD technics.

In its generic network topology, DECT is defined as a cellular network technology. However, the most common configuration is a star network with a single FP defining the network with a number of PP attached. The MAC layer supports both traditional DECT as this is used for services like discovery, pairing, security features etc. All these features have been reused from DECT.
The DECT ULE device can switch to the ULE mode of operation, utilizing the new ULE MAC layer features. The DECT ULE Data Link Control (DLC) provides multiplexing as well as segmentation and re-assembly for larger packets from layers above. The DECT ULE layer also implements per-message authentication and encryption. The DLC layer ensures packet integrity and preserves packet order, but delivery is based on best effort.

The current DECT ULE MAC layer standard supports low bandwidth data broadcast. However the usage of this broadcast service has not yet been standardized for higher layers [I-D.ietf-6lo-dect-ule].

### 3.4. Master-Slave/Token-Passing

Master-Slave/Token-Passing (MS/TP) is a contention-free access method for the RS-485 physical layer, which is used extensively in building automation networks. This specification defines the frame format for transmission of IPv6 [RFC2460] packets and the method of forming link-local and statelessly autoconfigured IPv6 addresses on MS/TP networks. The general approach is to adapt elements of the 6LoWPAN [RFC4944] specification to constrained wired networks.

An MS/TP device is typically based on a low-cost microcontroller with limited processing power and memory. Together with low data rates and a small address space, these constraints are similar to those faced in 6LoWPAN networks and suggest some elements of that solution might be leveraged. MS/TP differs significantly from 6LoWPAN in at least three respects: a) MS/TP devices typically have a continuous source of power, b) all MS/TP devices on a segment can communicate directly so there are no hidden node or mesh routing issues, and c) recent changes to MS/TP provide support for large payloads, eliminating the need for link-layer fragmentation and reassembly.

MS/TP is designed to enable multidrop networks over shielded twisted pair wiring. It can support a data rate of 115,200 baud on segments up to 1000 meters in length, or segments up to 1200 meters in length at lower baud rates. An MS/TP link requires only a UART, an RS-485 transceiver with a driver that can be disabled, and a 5ms resolution timer. These features make MS/TP a cost-effective field bus for the most numerous and least expensive devices in a building automation network [I-D.ietf-6lo-6lobac].

### 3.5. NFC

NFC technology enables simple and safe two-way interactions between electronic devices, allowing consumers to perform contactless transactions, access digital content, and connect electronic devices with a single touch. NFC complements many popular consumer level
wireless technologies, by utilizing the key elements in existing standards for contactless card technology (ISO/IEC 14443 A&B and JIS-X 6319-4). NFC can be compatible with existing contactless card infrastructure and it enables a consumer to utilize one device across different systems.

Extending the capability of contactless card technology, NFC also enables devices to share information at a distance that is less than 10 cm with a maximum communication speed of 424 kbps. Users can share business cards, make transactions, access information from a smart poster or provide credentials for access control systems with a simple touch.

NFC’s bidirectional communication ability is ideal for establishing connections with other technologies by the simplicity of touch. In addition to the easy connection and quick transactions, simple data sharing is also available [I-D.ietf-6lo-nfc].

3.6. IEEE 802.15.4e TSCH

[TBD]

4. Design Space

The [RFC6568] lists the dimensions used to describe the design space of wireless sensor networks in the context of the 6LoWPAN working group. The design space is already limited by the unique characteristics of a LoWPAN (e.g., low power, short range, low bit rate). In the RFC 6558, the following design space is described; Deployment, Network size, Power source, Connectivity, Multi-hop communication, Traffic pattern, Mobility, Quality of Service (QoS).

The design space of 6lo is a little different to those of the RFC 6558 due to the different characteristics of 6lo link layer technologies. The following design space can be considered.

- Network access/Bootstrapping: 6lo nodes can be connected randomly, or in an organized manner. The bootstrapping has different characteristics of each link layer technologies.

- Topology: Topology of 6lo networks may inherently follow the characteristics of each link layer technologies. A star topology can be configured or point-to-point or mesh topology can be configured.

- L2-Mesh or L3-Mesh: L2-mesh and L3-mesh may inherently follow the characteristics of each link layer technologies. Some link layer technologies may support L2-mesh and some may not support.
Multi-link subnet, single subnet: The selection of multi-link subnet and single subnet depends on connectivity and the number of 6lo nodes.

Data rate: Originally, the link layer technologies of 6lo has low rate of data transmission. But, by adjusting the MTU, it can deliver higher data rate.

Buffering requirements: Some 6lo use case may require more data rate than the link layer technology support. In this case, a buffering mechanism to manage the date is required.

Security Requirements: Some 6lo use case can transfer some important and personal data between 6lo nodes. In this case, high-level security support is required.

Mobility across 6lo networks and subnets: The movement of 6lo nodes is dependent on the 6lo use case. If the 6lo nodes can move or moved around, it requires the mobility management mechanism.

Time synchronization requirements: The requirement of time synchronization is dependent on the 6lo use case. For some 6lo use case related to health service, the measured data must be recorded with exact time and must be transferred with time synchronization.

Reliability and QoS: Some 6lo use case requires high reliability, for example real-time service or health-related services.

Data models: 6lo use case may various data models. Some 6lo use case may require short data length and randomly. Some 6lo use case may require continuous data and periodic data transmission.

Security Bootstrapping: Without the external operations, 6lo nodes must have the security bootstrapping mechanism.

5. 6lo Use Cases

5.1. Use case of NFC: Alternative Secure Transfer

According to applications, various secured data can be handled and transferred. Depending on security level of the data, methods for transfer can be alternatively selected. The personal data having serious issues should be transferred securely, but data transfer by using Wi-Fi and Bluetooth connections cannot always be secure because of their a little long radio frequency range. Hackers can overhear the personal data transfer behind hidden areas. Therefore, methods need to be alternatively selected to transfer secured data. Voice
and video data, which are not respectively secure and requires long transmission range, can be transferred by 3G/4G technologies, such as WCDMA, GSM, and LTE. Big size data, which are not secure and requires high speed and broad bandwidth, can be transferred by Wi-Fi and wired network technologies. However, the person data, which are serious issues so requires secure transfer in wireless area, can be securely transferred by NFC technology. It has very short frequency range ? nearly single touch communication.

Example: Secure Transfer by Using NFC in Healthcare Services with Tele-Assistance

A senior citizen who lives alone wears one to several wearable 6lo devices to measure heartbeat, pulse rate, etc. The 6lo devices are densely installed at home for movement detection. An LoWPAN Border Router (LBR) at home will send the sensed information to a connected healthcare center. Portable base stations with LCDs may be used to check the data at home, as well. Data is gathered in both periodic and event-driven fashion. In this application, event-driven data can be very time-critical. In addition, privacy also becomes a serious issue in this case, as the sensed data is very personal.

While the senior citizen is provided audio and video healthcare services by a tele-assistance based on LTE connections, the senior citizen can alternatively use NFC connections to transfer the personal sensed data to the tele-assistance. At this moment, hidden hackers can overhear the data based on the LTE connection, but they cannot gather the personal data over the NFC connection.

![Diagram of alternative secure transfer in healthcare services](image)

Figure 1: Alternative Secure Transfer in Healthcare Services

Dominant parameters in secure transfer by using NFC in healthcare services:

- Network access/Bootstrapping: Pre-planned. MP2P/P2MP (data collection), P2P (local diagnostic).
5.2. Use case of ITU-T G.9959

[TBD]

5.3. Use case of Bluetooth Low Energy

[TBD]

5.4. Use case of DECT-ULE

[TBD]
5.5. Use case of Master-Slave/Token-Passing

[TBD]

5.6. Use case of IEEE 802.15.4e TSCH

[TBD]

6. IANA Considerations

There are no IANA considerations related to this document.

7. Security Considerations

[TBD]
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Transmission of IPv6 Packets over Near Field Communication
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Abstract

Near field communication (NFC) is a set of standards for smartphones and portable devices to establish radio communication with each other by touching them together or bringing them into proximity, usually no more than 10 cm. NFC standards cover communications protocols and data exchange formats, and are based on existing radio-frequency identification (RFID) standards including ISO/IEC 14443 and FeliCa. The standards include ISO/IEC 18092 and those defined by the NFC Forum. The NFC technology has been widely implemented and available in mobile phones, laptop computers, and many other devices. This document describes how IPv6 is transmitted over NFC using 6LowPAN techniques.
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1. Introduction

NFC is a set of short-range wireless technologies, typically requiring a distance of 10 cm or less. NFC operates at 13.56 MHz on ISO/IEC 18000-3 air interface and at rates ranging from 106 kbit/s to 424 kbit/s. NFC always involves an initiator and a target; the initiator actively generates an RF field that can power a passive target. This enables NFC targets to take very simple form factors such as tags, stickers, key fobs, or cards that do not require batteries. NFC peer-to-peer communication is possible, provided both devices are powered. NFC builds upon RFID systems by allowing two-way communication between endpoints, where earlier systems such as contactless smart cards were one-way only. It has been used in devices such as mobile phones, running Android operating system, named with a feature called "Android Beam". In addition, it is expected for the other mobile phones, running the other operating systems (e.g., iOS, etc.) to be equipped with NFC technology in the near future.

Considering the potential for exponential growth in the number of heterogeneous air interface technologies, NFC would be widely used as one of the other air interface technologies, such as Bluetooth Low Energy (BT-LE), Wi-Fi, and so on. Each of the heterogeneous air interface technologies has its own characteristics, which cannot be covered by the other technologies, so various kinds of air interface technologies would be existing together. Therefore, it is required for them to communicate each other. NFC also has the strongest point (e.g., secure communication distance of 10 cm) to prevent the third party from attacking privacy.

When the number of devices and things having different air interface technologies communicate each other, IPv6 is an ideal internet protocols owing to its large address space. Also, NFC would be one of the endpoints using IPv6. Therefore, This document describes how IPv6 is transmitted over NFC using 6LoWPAN techniques with following scopes.

- Overview of NFC technologies;
- Specifications for IPv6 over NFC;
  * Neighbor Discovery;
  * Addressing and Configuration;
  * Header Compression;
  * Fragmentation & Reassembly for a IPv6 datagram;
RFC4944 [1] specifies the transmission of IPv6 over IEEE 802.15.4. The NFC link also has similar characteristics to that of IEEE 802.15.4. Many of the mechanisms defined in the RFC4944 [1] can be applied to the transmission of IPv6 on NFC links. This document specifies the details of IPv6 transmission over NFC links.

2. Conventions and Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [2].

3. Overview of Near Field Communication Technology

NFC technology enables simple and safe two-way interactions between electronic devices, allowing consumers to perform contactless transactions, access digital content, and connect electronic devices with a single touch. NFC complements many popular consumer level wireless technologies, by utilizing the key elements in existing standards for contactless card technology (ISO/IEC 14443 A&B and JIS-X 6319-4). NFC can be compatible with existing contactless card infrastructure and it enables a consumer to utilize one device across different systems.

Extending the capability of contactless card technology, NFC also enables devices to share information at a distance that is less than 10 cm with a maximum communication speed of 424 kbps. Users can share business cards, make transactions, access information from a smart poster or provide credentials for access control systems with a simple touch.

NFC’s bidirectional communication ability is ideal for establishing connections with other technologies by the simplicity of touch. In addition to the easy connection and quick transactions, simple data sharing is also available.

3.1. Peer-to-peer Mode of NFC

NFC-enabled devices are unique in that they can support three modes of operation: card emulation, peer-to-peer, and reader/writer. Peer-to-peer mode enables two NFC-enabled devices to communicate with each other to exchange information and share files, so that users of NFC-enabled devices can quickly share contact information and other files with a touch. Therefore, a NFC-enabled device can securely send IPv6 packets to any corresponding node on the Internet when a NFC-enabled gateway is linked to the Internet.
3.2. Protocol Stacks of NFC

The IP protocol can use the services provided by Logical Link Control Protocol (LLCP) in the NFC stack to provide reliable, two-way transport of information between the peer devices. Figure 1 depicts the NFC P2P protocol stack with IPv6 bindings to the LLCP.

For data communication in IPv6 over NFC, an IPv6 packet SHALL be received at LLCP of NFC and transported to an Information Field in Protocol Data Unit (IPDU) of LLCP of the NFC-enabled peer device. Since LLCP does not support fragmentation and reassembly, upper layers SHOULD support fragmentation and reassembly. For IPv6 addressing or address configuration, LLCP SHALL provide related information, such as link layer addresses, to its upper layer. LLCP to IPv6 protocol Binding SHALL transfer the SSAP and DSAP value to the IPv6 over NFC protocol. SSAP stands for Source Service Access Point, which is 6-bit value meaning a kind of Logical Link Control (LLC) address, while DSAP means a LLC address of destination NFC-enabled device.

```
+----------------------------------------+ <------------------
|            IPv6-LLCP Binding            |         |
+----------------------------------------+ <------------------
| Logical Link Control Protocol (LLCP)   |         |
+----------------------------------------+ <------------------
| Activities                             |         |
| Digital Protocol                       |         |
+----------------------------------------+ <------------------
| RF Analog                              |         |
```

Figure 1: Protocol Stacks of NFC

The LLCP consists of Logical Link Control (LLC) and MAC Mapping. The MAC Mapping integrates an existing RF protocol into the LLCP architecture. The LLC contains three components, such as Link Management, Connection-oriented Transport, and Connection-less...
Transport. The Link Management component is responsible for serializing all connection-oriented and connectionless LLC PDU (Protocol Data Unit) exchanges and for aggregation and disaggregation of small PDUs. This component also guarantees asynchronous balanced mode communication and provides link status supervision by performing the symmetry procedure. The Connection-oriented Transport component is responsible for maintaining all connection-oriented data exchanges including connection set-up and termination. The Connectionless Transport component is responsible for handling unacknowledged data exchanges.

3.3. NFC-enabled Device Addressing

NFC-enabled devices are identified by 6-bit LLC address. In other words, Any address SHALL be usable as both an SSAP and a DSAP address. According to NFCForum-TS-LLCP_1.1 [3], address values between 0 and 31 (00h - 1Fh) SHALL be reserved for well-known service access points for Service Discovery Protocol (SDP). Address values between 32 and 63 (20h - 3Fh) inclusively, SHALL be assigned by the local LLC as the result of an upper layer service request.

3.4. NFC MAC PDU Size and MTU

As mentioned in Section 3.2, an IPv6 packet SHALL be received at LLCP of NFC and transported to an Unnumbered Information Protocol Data Unit (UI PDU) and an Information Field in Protocol Data Unit (I PDU) of LLCP of the NFC-enabled peer device. The format of the UI PDU and I PDU SHALL be as shown in Figure 2 and Figure 3.

```
+------+----+------+-------------------------------------------+
|DDDDDD|1100|SSSSSS|             Service Data Unit             |
+------+----+------+-------------------------------------------+
    | <-- 2 bytes ---> |
    | 128 ~ 2176 bytes ----------->
```

Figure 2: Format of the UI PDU in NFC
The I PDU sequence field SHALL contain two sequence numbers: The send sequence number N(S) and the receive sequence number N(R). The send sequence number N(S) SHALL indicate the sequence number associated with this I PDU. The receive sequence number N(R) value SHALL indicate that I PDUs numbered up through N(R) - 1 have been received correctly by the sender of this I PDU and successfully passed to the senders SAP identified in the SSAP field. These I PDUs SHALL be considered as acknowledged.

The information field of an I PDU SHALL contain a single service data unit. The maximum number of octets in the information field SHALL be determined by the Maximum Information Unit (MIU) for the data link connection. The default value of the MIU for I PDUs SHALL be 128 octets. The local and remote LLCs each establish and maintain distinct MIU values for each data link connection endpoint. Also, An LLC MAY announce a larger MIU for a data link connection by transmitting an MIUX extension parameter within the information field. If no MIUX parameter is transmitted, the default MIU value of 128 SHALL be used. Otherwise, the MTU size in NFC LLCP SHALL calculate the MIU value as follows:

\[
\text{MIU} = 128 + \text{MIUX}.
\]

According to NFCForum-TS-LLCP_1.1 [3], format of the MIUX parameter TLV is as shown in Figure 4.

\[
\begin{array}{cccccc}
0 & 0 & 1 & 1 & 2 & 3 \\
0 & 8 & 6 & 2 & 1 & 1
\end{array}
\]

Figure 4: Format of the MIUX Parameter TLV
When the MIUX parameter is encoded as a TLV, the TLV Type field SHALL be 0x02 and the TLV Length field SHALL be 0x02. The MIUX parameter SHALL be encoded into the least significant 11 bits of the TLV Value field. The unused bits in the TLV Value field SHALL be set to zero by the sender and SHALL be ignored by the receiver. However, a maximum value of the TLV Value field can be 0x7FF, and a maximum size of the MTU in NFC LLCF SHALL calculate 2176 bytes.

4. Specification of IPv6 over NFC

NFC technology sets also has considerations and requirements owing to low power consumption and allowed protocol overhead. 6LoWPAN standards RFC4944 [1], RFC6775 [4], and RFC6282 [5] provide useful functionality for reducing overhead which can be applied to BT-LE. This functionality comprises of link-local IPv6 addresses and stateless IPv6 address auto-configuration (see Section 4.3), Neighbor Discovery (see Section 4.5) and header compression (see Section 4.7).

One of the differences between IEEE 802.15.4 and NFC is that the former supports both star and mesh topology (and requires a routing protocol), whereas NFC can support direct peer-to-peer connection and simple mesh-like topology depending on NFC application scenarios because of very short RF distance of 10 cm or less.

4.1. Protocol Stacks

Figure 5 illustrates IPv6 over NFC. Upper layer protocols can be transport protocols (TCP and UDP), application layer, and the others capable running on the top of IPv6.
Adaptation layer for IPv6 over NFC SHALL support neighbor discovery, address auto-configuration, header compression, and fragmentation & reassembly.

### 4.2. Link Model

In the case of BT-LE, Logical Link Control and Adaptation Protocol (L2CAP) supports fragmentation and reassembly (FAR) functionality; therefore, adaptation layer for IPv6 over BT-LE does not have to conduct the FAR procedure. The NFC LLCP, by contrast, does not support the FAR functionality, so IPv6 over NFC needs to consider the FAR functionality, defined in RFC4944 [1]. However, MTU on NFC link can be configured in a connection procedure and extended enough to fit the MTU of IPv6 packet.

The NFC link between two communicating devices is considered to be a point-to-point link only. Unlike in BT-LE, NFC link does not consider star topology and mesh network topology but peer-to-peer topology and simple multi-hop topology. Due to this characteristics, 6LoWPAN functionality, such as addressing and auto-configuration, and header compression, is specialized into NFC.
4.3. Stateless Address Autoconfiguration

A NFC-enabled device (i.e., 6LN) performs stateless address autoconfiguration as per RFC4862 [6]. A 64-bit Interface identifier (IID) for a NFC interface MAY be formed by utilizing the 6-bit NFC LLCP address (i.e., SSAP or DSAP) (see Section 3.3). In the viewpoint of address configuration, such an IID MAY guarantee a stable IPv6 address because each data link connection is uniquely identified by the pair of DSAP and SSAP included in the header of each LLC PDU in NFC.

Following the guidance of RFC7136 [10], interface Identifiers of all unicast addresses for NFC-enabled devices are formed on the basis of 64 bits long and constructed in a modified EUI-64 format as shown in Figure 6.

In addition, the "Universal/Local" bit in the case of NFC-enabled device address MUST be set to 0 RFC4291 [7].

4.4. IPv6 Link Local Address

Only if the NFC-enabled device address is known to be a public address the "Universal/Local" bit can be set to 1. The IPv6 link-local address for a NFC-enabled device is formed by appending the IID, to the prefix FE80:/:64, as depicted in Figure 7.
The tool for a 6LBR to obtain an IPv6 prefix for numbering the NFC network is can be accomplished via DHCPv6 Prefix Delegation (RFC3633 [8]).

4.5. Neighbor Discovery

Neighbor Discovery Optimization for 6LoWPANs (RFC6775 [4]) describes the neighbor discovery approach in several 6LoWPAN topologies, such as mesh topology. NFC does not consider complicated mesh topology but simple multi-hop network topology or directly connected peer-to-peer network. Therefore, the following aspects of RFC6775 are applicable to NFC:

1. In a case that a NFC-enabled device (6LN) is directly connected to 6LBR, A NFC 6LN MUST register its address with the 6LBR by sending a Neighbor Solicitation (NS) message with the Address Registration Option (ARO) and process the Neighbor Advertisement (NA) accordingly. In addition, DHCPv6 is used to assigned an address, Duplicate Address Detection (DAD) is not required.

2. For sending Router Solicitations and processing Router Advertisements the NFC 6LNs MUST follow Sections 5.3 and 5.4 of the RFC6775.

4.6. Dispatch Header

All IPv6-over-NFC encapsulated datagrams transmitted over NFC are prefixed by an encapsulation header stack consisting of a Dispatch value followed by zero or more header fields. The only sequence currently defined for IPv6-over-NFC is the LOWPAN_IPHC header followed by payload, as depicted in Figure 8.

```
+---------------+---------------+--------------+
| IPHC Dispatch | IPHC Header   |    Payload   |
+---------------+---------------+--------------+
```

Figure 8: A IPv6-over-NFC Encapsulated 6LOWPAN_IPHC Compressed IPv6 Datagram

The dispatch value may be treated as an unstructured namespace. Only a single pattern is used to represent current LoBAC functionality.
Other IANA-assigned 6LoWPAN Dispatch values do not apply to this
specification.

4.7. Header Compression

Header compression as defined in RFC6282 [5], which specifies the
compression format for IPv6 datagrams on top of IEEE 802.15.4, is
REQUIRED in this document as the basis for IPv6 header compression on
top of NFC. All headers MUST be compressed according to RFC6282
encoding formats.

Therefore, IPv6 header compression in RFC6282 [5] MUST be
implemented. Further, implementations MAY also support Generic
Header Compression (GHC) of RFC7400 [11]. A node implementing GHC
MUST probe its peers for GHC support before applying GHC.

If a 16-bit address is required as a short address of IEEE 802.15.4,
it MUST be formed by padding the 6-bit NFC link-layer (node) address
to the left with zeros as shown in Figure 10.

0                   1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Padding(all zeros) | NFC Addr.   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 10: NFC short address format

4.8. Fragmentation and Reassembly

NFC provides fragmentation and reassembly (FAR) for payloads from 128
bytes up to 2176 bytes as mention in Section 3.4. The MTU of a
general IPv6 packet can fit into a single NFC link frame. Therefore,
the FAR functionality as defined in RFC4944, which specifies the
fragmentation methods for IPv6 datagrams on top of IEEE 802.15.4, is
NOT REQUIRED in this document as the basis for IPv6 datagram FAR on
top of NFC. The NFC link connection for IPv6 over NFC MUST be
configured with an equivalent MTU size to fit the MTU of IPv6 Packet.
However, the default configuration of MIUX value is 0x480 in order to
fit the MTU (1280 bytes) of a IPv6 packet.
4.9. Unicast Address Mapping

The address resolution procedure for mapping IPv6 non-multicast addresses into NFC link-layer addresses follows the general description in Section 7.2 of RFC4861 [9], unless otherwise specified.

The Source/Target link-layer Address option has the following form when the addresses are 6-bit NFC link-layer (node) addresses.

```
+-----------------+-
|      Type      |
| Length=1       |
|               |
| Padding (all zeros) |
| NFC Addr.      |
```

Figure 11: Unicast address mapping

Option fields:

Type:

1: for Source Link-layer address.

2: for Target Link-layer address.

Length:

This is the length of this option (including the type and length fields) in units of 8 octets. The value of this field is 1 for 6-bit NFC node addresses.

NFC address:

The 6-bit address in canonical bit order. This is the unicast address the interface currently responds to.

4.10. Multicast Address Mapping

All IPv6 multicast packets MUST be sent to NFC Destination Address, 0x3F (broadcast) and filtered at the IPv6 layer. When represented as a 16-bit address in a compressed header, it MUST be formed by padding
on the left with a zero. In addition, the NFC Destination Address, 0x3F, MUST not be used as a unicast NFC address of SSAP or DSAP.

```
0                   1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Padding(all zeros) | 1 1 1 1 1 1 |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 12: Multicast address mapping

5. Internet Connectivity Scenarios

As two typical scenarios, the NFC network can be isolated and connected to the Internet.

5.1. NFC-enabled Device Connected to the Internet

One of the key applications by using adaptation technology of IPv6 over NFC is the most securely transmitting IPv6 packets because RF distance between 6LN and 6LBR SHOULD be within 10 cm. If any third party wants to hack into the RF between them, it MUST come to nearly touch them. Applications can choose which kinds of air interfaces (e.g., BT-LE, Wi-Fi, NFC, etc.) to send data depending characteristics of data. NFC SHALL be the best solution for secured and private information.

Figure 13 illustrates an example of NFC-enabled device network connected to the Internet. Distance between 6LN and 6LBR SHOULD be 10 cm or less. If there is any of close laptop computers to a user, it SHALL becomes the 6LBR. Additionally, When the user mounts a NFC-enabled air interface adapter (e.g., portable small NFC dongle) on the close laptop PC, the user’s NFC-enabled device (6LN) can communicate the laptop PC (6LBR) within 10 cm distance.

```
6LN ------------------- 6LBR -----* Internet *------- CN
| (dis. 10 cm or less) |
|<-------- NFC --------> |
| (IPv6 over NFC packet) |
```

Figure 13: NFC-enabled device network connected to the Internet
5.2. Isolated NFC-enabled Device Network

In some scenarios, the NFC-enabled device network may transiently be a simple isolated network as shown in the Figure 14.

```
  6LN  6LR  6LN
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(10 cm or less)</td>
<td>(10 cm or less)</td>
<td></td>
</tr>
<tr>
<td>&lt;-------- NFC --------&gt;</td>
<td>&lt;-------- NFC --------&gt;</td>
<td></td>
</tr>
<tr>
<td>(IPv6 over NFC packet)</td>
<td>(IPv6 over NFC packet)</td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 14: Isolated NFC-enabled device network

In mobile phone markets, applications are designed and made by user developers. They may image interesting applications, where three or more mobile phones touch or attach each other to accomplish outstanding performance. For instance, three or more mobile phones can play multi-channel sound of music together. In addition, attached three or more mobile phones can make an extended banner to show longer sentences in a concert hall.

6. IANA Considerations

There are no IANA considerations related to this document.

7. Security Considerations

The method of deriving Interface Identifiers from 6-bit NFC Link layer addresses is intended to preserve global uniqueness when it is possible. Therefore, it is to required to protect from duplication through accident or forgery.
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Abstract

This document defines the mesh link establishment (MLE) protocol for establishing and configuring secure radio links in IEEE 802.15.4 radio mesh networks. MLE extends IEEE 802.15.4 for use in multihop mesh networks by adding three capabilities: 1) dynamically configuring and securing radio links, 2) enabling network-wide changes to radio parameters, and 3) determining link quality prior to link configuration. MLE operates below the routing layer, insulating it from the details of configuring, securing, and maintaining individual radio links within a larger mesh network.
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1. Introduction

The configuration of individual links in IEEE 802.15.4 mesh networks falls into a gap between standards. The IEEE 802.15.4 standard provides for static point-to-point and star topologies while the routing (L3) protocols used in multi-hop mesh networks assume that the L2 links are already up and running. Effective mesh networking using IEEE 802.15.4 requires identifying, configuring, and securing usable links to neighboring devices as the network’s membership and physical environment change. Newly usable links need to be identified and configured automatically, where configuration values can include link-layer addresses, transmit and receive modes, security parameters, and so forth.

Security configuration is particularly important, as IEEE 802.15.4’s replay protection applies only between a joining device and the IEEE 802.15.4 coordinator via which it joins the network. Replay protection with other neighbors requires a synchronization step that is not specified by IEEE 802.15.4.

MLE can also be used to distribute configuration values that are shared across a network, such as the channel and PAN ID. Network-wide configuration uses multicasts and requires some form of multi-hop multicast forwarding. These messages are sent infrequently, so forwarding with simple flooding is sufficient.

One of the most important properties of a radio link, how reliably the two neighbors can communicate, often cannot be determined unilaterally by either neighbor. Many 802.15.4 links are asymmetric, where messages traveling one way across the link are received more or less reliably than messages traveling in the opposite direction. There is a chicken and egg problem here. It is a waste of effort to configure a link that does not have sufficient two-way reliability to be useful, but the two-way reliability cannot be determined without exchanging messages over the link. MLE resolves this by allowing a node to periodically multicast an estimate of the quality of its links. This allows a node to determine if it has a usable radio link to a neighbor without first configuring that link.

MLE was developed as part of the ZigBee IP networking standard [ZigBeeIP]. This document describes the protocol as it was used in that standard.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
"OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Terminology

   ETX         Expected Transmission Count [RFC6551]; the number of transmission attempts required to send a packet over a particular link. Defined to be the product of the IDR values for both directions. A perfect link has an ETX of 1, less than perfect links have higher ETX values.

   Frame counter A value that is incremented with each new secured message and used to detect replayed messages.

   IDR         Inverse Delivery Ratio; the number of transmission attempts divided by the number of successful transmissions in a given direction over a link. Used in computing the ETX value for a link.

3. Applicability

   This protocol provides configuration and management mechanisms for using IEEE 802.15.4 links in IP-based multi-hop mesh networks. The protocol is designed to be easily extended to add additional features. It could also be adapted for use with other single-hop link protocols that have some of the same features (message encryption, one-hop multicast) and omissions (listed at the start of Section 4) as IEEE 802.15.4.

4. Overview

   MLE adds three capabilities to IEEE 802.15.4:

   o Dynamically configuring and securing radio links.

   o Enabling network-wide changes to radio parameters.

   o Determining link quality, prior to link configuration.

   The first two are mutually independent; either one can be used without the other. The purpose of the third, determining link quality, is to make link management more efficient by detecting unreliable links before any effort is spent configuring them.
All MLE messages are sent using UDP. While UDP is not an obvious choice for a protocol used for L2 configuration, it was chosen to simplify integration of MLE into existing systems.

4.1. Link Configuration

Link configuration is done using link-local unicast to exchange IEEE 802.15.4 radio parameters (addresses, node capabilities, and frame counters) between neighbors. Link configuration messages are either a request that the link be configured, or an acceptance or rejection of such a request.

IEEE 802.15.4 security uses frame counters to detect replayed messages. MLE uses a two-message challenge and response protocol to ensure that the MLE message containing a neighbor’s frame counter is not itself a replayed message.

4.2. Parameter Dissemination

Network-wide changes to radio parameters, such as moving the network to a new channel, is done by multicasting the new value(s) to all devices in the network. Along with the values themselves, the multicast messages include a delay value indicating when the new value takes effect. The delay avoids having the parameters change while the multicast is still propagating.

In addition to network wide dissemination, a device that does not have the current network values, either because it has just joined the network or for any other reason, can send a unicast request to a neighbor. The neighbor will respond by sending the current network values.

4.3. Link Quality Determination

802.15.4 links can be asymmetric in that a link between neighboring devices may be much more reliable in one direction than in the other. This limits the usefulness of unilateral link quality detection: a link that looks strong to one device may not be usable because it works poorly in the other direction. To avoid wasting effort configuring unusable links, devices can use MLE to send link-local multicasts containing their local link quality estimates. Neighboring nodes can then form an estimate of the two-way quality of their link to the sender.
5. Security Formats

One of the main functions of MLE is to initialize link-layer
security. This means that MLE itself cannot rely on link-layer
security. To avoid the cost and complexity of adding a second
security suite, MLE reuses that of 802.15.4. [AES] in Counter with
CBC-MAC Mode [CCM] as described in [IEEE802154]. Later extensions
may include other security suites for use with other radio standards.

An MLE message begins with single byte indicating the security suite
used in that message. If that initial byte is "255" no security is
used and the messages has no additional security data. An initial
byte of "0" indicates that the message is secured (encrypted and
authenticated) as described in [IEEE802154]. MLE messages thus have
one of the two following formats:

+-----+------------+---------+-----+
|  0  | Aux Header | Command | MIC |
+-----+------------+---------+-----+
+-----+---------+
| 255 | Command |
+-----+---------+

Aux Header Auxiliary Security Header as described in [IEEE802154].

Command MLE command; see Section 6.

MIC Message Integrity Code as described in [IEEE802154].

MLE security MUST NOT use any key that is being used by the link (or
any other) layer. [CCM] requires that each key and nonce pair be
used exactly once, which is most easily achieved by using different
keys.

If MLE security is in use each device MUST maintain an outgoing MLE
frame counter for use in securing outgoing packets in compliance with
[CCM]. This MAY be the same frame counter used for securing 802.15.4
frames. Other than the above requirements, the distribution or
derivation of the key(s) used for MLE security is outside the scope
of this document. The outgoing MLE frame counter MUST be handled as
required by [CCM]. In particular, frame counters MUST NOT be reused
for any given key; if the outgoing MLE frame counter reaches its
maximum value (0xFFFFFFFF), secured MLE messages MUST NOT be sent
until a new key is available, at which point the outgoing MLE frame
counter MAY be set back to zero.
6. Command Format

MLE messages consist of a command type and a series of type-length-value parameters.

+--------------+-----+-----+-----+
| Command Type | TLV | ... | TLV |
+--------------+-----+-----+-----+

Command Type  An eight-bit unsigned integer identifying the type of message. This document defines the following commands:

0    Link Request. A request to establish a link to a neighbor.
1    Link Accept. Accept a requested link.
2    Link Accept and Request. Accept a requested link and request a link with the sender of the original request.
3    Link Reject. Reject a link request.
4    Advertisement. Inform neighbors of a device’s link state.
5    Update. Informs of changes to link parameters shared by all nodes in a network.
6    Update Request. Request that an Update message be sent.

The first four (Link Request, Link Accept, Link Accept and Request, and Link Reject) are collectively referred to as link configuration messages.

TLVs  Zero or more TLV frames. These are described in Section 7.

7. TLV Formats

Values are encoded using a type-length-value format, where the type and length are one byte each and the length field contains the length of the value in bytes. TLVs are stored serially with no padding between them. They are byte-aligned but are not aligned in any other way such as on 2 or 4 byte boundaries. All values in TLVs are in network byte order.
Type: An eight-bit unsigned integer giving the type of the value, from IANA registry Section 14.3.

Length: An eight-bit unsigned integer giving the length of the Value field in bytes.

Value: Length bytes of value, formatted as defined for the Type.

With the exceptions of the Source Address TLV and Parameter TLV, an MLE message MUST NOT contain two or more TLVs of the same type. To allow devices to have multiple source addresses, an MLE message MAY contain two or more Source Address TLVs.

7.1. Source Address

The Source Address TLV (TLV Type 0) has a Value containing a byte string representing a link-layer address assigned to the source of the message. A given radio interface may have multiple link-layer addresses. This TLV is used to communicate any source address(es) that is not included in the message by the link layer itself.

7.2. Mode

The Mode TLV (TLV Type 1) has a Value containing a byte string representing the mode in which this link is used by the source of the message. The format of the value is that of the Capability Information field in the 802.15.4 Associate command as described in [IEEE802154].

7.3. Timeout

The Timeout TLV (TLV Type 2) has a Value containing a 32-bit unsigned integer. The value is the expected maximum interval between transmissions by the sender, in seconds. This allows the receiver to more accurately timeout a link to a neighbor that polls for its incoming messages.
7.4. Challenge

The Challenge TLV (TLV Type 3) has a Value containing a randomly-chosen byte string that is used to determine the freshness of any reply to this message. The recommendations in [RFC4086] apply with regard to generation of the challenge value. The byte string MUST be at least 4 bytes in length and a new value MUST be chosen for each Challenge TLV transmitted. An important part of replay protection is determining if a newly-heard neighbor is actually present or is a set of recorded messages. This is done by sending a random challenge value to the neighbor and then receiving that same value in a Response TLV sent by the neighbor.

7.5. Response

The Response TLV (TLV Type 4) has a Value containing a byte string copied from a Challenge TLV.

7.6. Link-layer Frame Counter

The Link-layer Frame Counter TLV (TLV Type 5) has a Value containing the sender’s current outgoing link-layer Frame Counter, encoded as an N-byte unsigned integer. For 802.15.4 this is a 4-byte value.

7.7. Link Quality

The Link Quality TLV (TLV Type 6) reports the sender’s measured link quality for messages received from its neighbors. The format of the Link Quality value is as follows:

```
0                   1                   2
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|C| Res | Size  | Neighbor Data ...
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

- **C**: Complete: "1" if the message includes all neighboring routers for which the source has link quality data. Multicast Link Quality TLVs normally contain complete information; a unicast to a particular neighbor would normally contain only that neighbor’s link quality and would have the C flag set to "0".
- **Res**: Reserved; MUST be set to 000 and SHOULD be ignored on receipt.
Size

The size in bytes of the included neighbor link-layer addresses, minus 1. This supports addresses of lengths 1 to 16 bytes.

Neighbor Data

A sequence of neighbor records, each containing receive and transmit state flags, the estimated incoming link reliability (IDR), and the neighbor’s link-layer address.

The neighbor data in a Link Quality TLV is formatted as follows:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|I|O|P|reserved | Incoming IDR  |    Neighbor Address ...
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

I(ncoming)

"1" if the sender’s Receive State for this neighbor is true, "0" if not.

O(utgoing)

"1" if the sender’s Transmit State for this neighbor is true, "0" if not.

P(riority)

"1" if the sender expects to use this link for sending messages, "0" if not. Given limited resources, the P flag MAY be used in deciding which links should be maintained.

Incoming IDR

The estimated inverse delivery ratio of messages sent by the neighbor to the source of this message. This is an eight-bit unsigned integer. To allow for fractional IDR, the value encoded is multiplied by 32. A perfect link, with an actual IDR of 1, would have an Incoming IDR of 0x20. A value of 0xFF indicates that the link is unusable.

Address

A link-layer address of a neighbor.

The I and O flags are used to facilitate the two-way use of links between neighboring routers.

A node that does not have a link configured to a neighbor but receives a Link Quality TLV from that neighbor with the node’s O flag set to "1" SHOULD send an MLE message with a Link Quality TLV with that neighbor’s I bit set to "0". This message may either be a
7.8. Network Parameter

The Parameter TLV (TLV Type 7) specifies the value of a link-layer parameter shared across the network (as opposed to a parameter specific to a particular link). The Value contains three fields:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Parameter ID  |     Delay     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Value ... |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

- **Parameter ID**
  - The ID of the parameter to be changed.

- **Delay**
  - The delay before setting the parameter, in milliseconds. This is a four-byte unsigned integer. Having a delay gives time for the new value to propagate throughout the network. It may also be used for limiting the time a particular parameter setting is in use, by including two different values for a single parameter, with two different delays.

- **Value**
  - A byte string containing the new value of the parameter. The format of this value is determined by the particular parameter.

Update messages MUST contain only Network Parameter TLVs. Update messages with new parameter settings are normally multicast to the entire MLE domain. They may also be unicast to nodes that have just joined the network or otherwise do not have up-to-date parameter information.

The defined Network Parameters are:

0    Channel
1    PAN ID
2    Permit Joining
3    Beacon Payload
7.9. MLE Frame Counter

The MLE Frame Counter TLV (TLV Type 8) has a Value containing the sender’s current outgoing MLE Frame Counter, encoded as an 32-bit unsigned integer.

8. Message transmission

MLE messages SHOULD be sent using the assigned UDP port number (19788) as both the source and destination port. Link configuration and advertisement messages MUST be sent with an IP Hop Limit of 255, either to a link-local unicast address or to the link-local all-nodes (FF02::1) or all-routers (FF02::2) multicast addresses. Update messages MAY be sent as above, or MAY be sent to a site-local all-MLE-nodes multicast address (to be assigned by IANA).

Outgoing link configuration and advertisement messages SHOULD be secured using the procedure specified in [AES] and [CCM] using the auxiliary security header as described in [IEEE802154]. The one exception to this is messages sent to or from a device that is joining the network and does not yet have the necessary keys; such unsecured messages MUST NOT contain Challenge, Response, or Link-Layer Frame Counter TLVs.

The authenticated data consists of the following three values concatenated together:

- IP source address
- IP destination address
- auxiliary security header

The secured data consists of the messages body following the auxiliary security header (the command ID and TLVs). The security suite identifier is not included in either the authenticated data or the secured data. Key choice is outside the scope of this document.

In order to allow update messages to be forwarded multiple hops, outgoing update messages, MUST be secured at the link layer, if link layer security is in use, and MUST NOT be secured by MLE.

A message sent in response to a multicast request, such as a multicast Link Request, MUST be delayed by a random time between 0 and MAX_RESPONSE_DELAY_TIME seconds, with a resolution of at least 1ms.

MAX_RESPONSE_DELAY_TIME  1 second
If no response is received to a unicast request, the request MAY be retransmitted using a simple timeout mechanism. This is based on the retransmission mechanism used in DHCPv6 RFC 3315 [RFC3315], simplified to use a single, fixed timeout. Unicast requests are not relayed, which avoids the need for a more elaborate mechanism.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>URT</td>
<td>1 sec</td>
<td>Unicast Retransmission timeout.</td>
</tr>
<tr>
<td>MRT</td>
<td>5 sec</td>
<td>Multicast Retransmission timeout.</td>
</tr>
<tr>
<td>MRC</td>
<td>3</td>
<td>Maximum retransmission count.</td>
</tr>
</tbody>
</table>

For each transmission the appropriate URT or MRT value is multiplied by a random number chosen with a uniform distribution between 0.9 and 1.1 with a resolution of at least 1ms. The randomization factor is included to minimize synchronization of messages transmitted.

9. Processing of incoming messages

Any incoming link configuration or advertisement message, or an incoming update sent to a link-local address, whose IP Hop Limit is not 255 may have been forwarded by a router and MUST be discarded.

Incoming messages whose Command Type is a reserved value MUST be ignored. Any TLVs in an incoming message whose TLV Type has a reserved value MUST be ignored.

Incoming messages that are not secured with either MLE or link-layer security SHOULD be ignored. The one exception to this is messages sent to or from a device that is joining the network and does not yet have the necessary keys. Secured incoming messages are decrypted and authenticated using the procedures specified in [AES] and [CCM], with security material obtained from the auxiliary security header as described in [IEEE802154]. The key source may be obtained either from the link layer source address or from the auxiliary security header.

A device MUST maintain a separate incoming MLE frame counter for each neighbor with which it establishes a link. Any MLE message received with a frame counter the same or lower than that of a previously received and authenticated message from the same source MUST be discarded. Messages for which no previous frame counter are available MAY be processed, but their counter value MUST be saved for comparison with later messages.
10. Link Configuration

The values that may need to be communicated to configure an 802.15.4 link are:

- Long (64-bit) and short (16-bit) addresses.
- Capability Information, as in the 802.15.4 Association command in [IEEE802154], especially the Device Type and Receiver On When Idle fields.
- Initialization of AES-CCM frame counters.

A device wishing to establish a link to a neighbor MUST send a Link Request message containing the following:

- Source Address TLV, containing the sender’s short (16-bit) MAC address. The sender’s long (64-bit) MAC address MUST used as the MAC source address of the message.
- Mode TLV, containing the sender’s Capability data byte.
- Timeout TLV, if the sender is an rxOffWhenIdle device.
- Challenge TLV, whose size is determined by the network configuration.

The neighbor SHOULD respond with a Link Accept message containing the same TLVs (with its own values), but with a Response TLV in place of the Challenge TLV and with added Link-layer Frame Counter and MLE Frame Counter TLVs. If large numbers of Link Request messages arrive a device MAY reduce or completely suspend sending Link Accept messages, and MAY send Link Reject messages instead. The MLE Frame Counter TLV MAY be omitted if the sender uses the same counter for both MLE and 802.15.4 messages. If the neighbor also requires a liveness check, it MAY include its own challenge, and use the Link Accept And Request message type.

If a node receives a secured 802.15.4 unicast from a neighbor for whom it does not have link configuration data, the receiving node SHOULD respond with a Link Reject message to inform the neighbor that the link is not configured. If large numbers of such messages arrive a device MAY reduce or completely suspend sending Link Reject messages.

Link Configuration messages are used to establish 802.15.4 security and so MUST NOT be secured at the 802.15.4 layer.
11. Parameter Dissemination

Update messages may be sent to change the channel, PAN ID, and/or permit joining flags on all nodes. Determining when these values should be changed is beyond the scope of this document.

To make a network-wide change to one of these parameters, an MLE update messages SHOULD be sent to an appropriate multicast address, such as the site-local all-node, all-routers or all-MLE-nodes multicast address (to be assigned by IANA). Alternatively, MLE update messages MAY be unicast to individual devices, either to avoid the cost of a multicast or to have the parameter change apply to only a subset of devices. This requires some form of multi-hop multicast forwarding; these messages are sent infrequently, so forwarding with simple flooding is sufficient.

A single update message MAY contain multiple values for the same parameter with different time delays. In particular, the permit joining flag can be enabled for a limited time by including both on and off values in a single update message.

A device that does not have the current network values, either because it has just joined the network or for any other reason, MAY send a unicast Update Request to a neighbor. The neighbor responds by sending an Update message containing the current values of the parameters.

12. Neighbor Detection

Nodes MAY send out periodic advertisements containing the incoming IDR values for their neighbors. The primary purpose of these messages is to allow nodes to choose likely candidates for link establishment. They can also be used to determine if existing links continue to provide sufficient two-way reliability.

A node maintains two boolean values for each known neighbor:

Receive State  True if the node will accept incoming non-MLE messages from that neighbor.

Transmit State A local cache of the neighbor’s Receive State corresponding to this node.

Both values default to false.

The Receive State is set to true when the node receives a valid incoming link accept from the neighbor, and set to false when the
link configuration information is discarded for any reason (link failure or timeout, for example).

The Transmit State is set to true when a link accept message is sent to the neighbor. When an advertisement message is received from the neighbor the Transmit State is set to the Receive State as reported in the advertisement. If the advertisement’s C flag is 1 and the receiving node’s address is not included in the advertisement, the recipient’s Transmit State for the sender is set to false.

These states are advisory only; a node may send a message to a neighbor regardless of its Transmit State for that neighbor. Similarly, a node may unilaterally change its Receive State (and discard any link configuration data) without first informing the neighbor of its intention. The change in Receive State will be reflected in the next advertisement sent by the node.

Advertisement messages are used prior to establishing 802.15.4 security and thus SHOULD NOT be secured at the 802.15.4 layer.
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14. IANA Considerations

IANA has assigned UDP port 19788 to MLE.

IANA is requested to establish a new top-level registry, called "MLE: Mesh Link Establishment", to contain all MLE objects, codepoints, and sub-registries.

The allocation policy for each new registry is by IETF review: new values are assigned through the IETF review process.

14.1. Security Suites

IANA is requested to create a subregistry, called "Security Suites". Values range from 0 to 255.

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>802.15.4 Security</td>
<td>This document</td>
</tr>
<tr>
<td>255</td>
<td>No Security</td>
<td>This document</td>
</tr>
</tbody>
</table>
Values 1-254 are currently unassigned.

14.2. Command Types

IANA is requested to create a subregistry, called "Command Types". Values range from 0 to 255.

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Link Request</td>
<td>This document</td>
</tr>
<tr>
<td>1</td>
<td>Link Accept</td>
<td>This document</td>
</tr>
<tr>
<td>2</td>
<td>Link Accept and Request</td>
<td>This document</td>
</tr>
<tr>
<td>3</td>
<td>Link Reject</td>
<td>This document</td>
</tr>
<tr>
<td>4</td>
<td>Advertisement</td>
<td>This document</td>
</tr>
<tr>
<td>5</td>
<td>Update</td>
<td>This document</td>
</tr>
<tr>
<td>6</td>
<td>Update Request</td>
<td>This document</td>
</tr>
</tbody>
</table>

Values 7-255 are currently unassigned.

14.3. TLV Types

IANA is requested to create a subregistry, called "TLV Types". Values range from 0 to 255.

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Source Address</td>
<td>This document</td>
</tr>
<tr>
<td>1</td>
<td>Mode</td>
<td>This document</td>
</tr>
<tr>
<td>2</td>
<td>Timeout</td>
<td>This document</td>
</tr>
<tr>
<td>3</td>
<td>Challenge</td>
<td>This document</td>
</tr>
<tr>
<td>4</td>
<td>Response</td>
<td>This document</td>
</tr>
<tr>
<td>5</td>
<td>Link-layer Frame Counter</td>
<td>This document</td>
</tr>
<tr>
<td>6</td>
<td>Link Quality</td>
<td>This document</td>
</tr>
<tr>
<td>7</td>
<td>Network Parameter</td>
<td>This document</td>
</tr>
<tr>
<td>8</td>
<td>MLE Frame Counter</td>
<td>This document</td>
</tr>
</tbody>
</table>

Values 9-255 are currently unassigned.

14.4. Network Parameters

IANA is requested to create a subregistry, called "Network Parameters". Values range from 0 to 255.
<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Channel</td>
<td>This document</td>
</tr>
<tr>
<td>1</td>
<td>PAN ID</td>
<td>This document</td>
</tr>
<tr>
<td>2</td>
<td>Permit Joining</td>
<td>This document</td>
</tr>
<tr>
<td>3</td>
<td>Beacon Payload</td>
<td>This document</td>
</tr>
</tbody>
</table>

Values 4-255 are currently unassigned.

15. Security Considerations

In general MLE has the strengths and weaknesses of the link layer security that it inherits. The one exception is that MLE’s operation requires accepting and acting on incoming Advertisements and Link Requests messages for which the receiver has no prior knowledge of the sender’s MLE frame counter. Because of this, implementers must be careful in how they use information obtained from these possibly-replayed messages. For example, information from unsecured messages should not be used to modify any stored information obtained from secured messages.

The Hop Limit field of received packets other than multihop update messages is verified to contain 255, the maximum legal value. Because routers decrement the Hop Limit on all packets they forward, received packets containing a Hop Limit of 255 must have originated from a neighbor. This technique is borrowed from IPv6 ND [RFC4861].
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1. Introduction

HIP DEX (Host Identity Protocol Diet EXchange) [I-D.moskowitz-hip-dex] is a lightweight key exchange protocol designed for constrained devices. HIP DEX builds on the HIP Base EXchange (HIP BEX) [I-D.ietf-hip-rfc5201-bis] and inherits the transport-agnostic property of HIP BEX.

MLE (Mesh Link Establishment) [I-D.kelsey-6lo-mesh-link-establishment] is defined for establishing and configuring secure links in IEEE 802.15.4 mesh networks. MLE assumes that shared keys to secure link-layer frames and MLE messages exchanged between a pair of nodes are pre-configured between the nodes. Therefore, a key exchange protocol is required in order to dynamically configure the required shared keys. While such a key exchange protocol can be run outside MLE, sequentially running a key exchange protocol and MLE as separate protocols requires more message roundtrips. For example, running a HIP DEX 4-way handshake followed by an MLE 3-way handshake requires 3.5 message roundtrips.

In this document, an extension to the MLE protocol for encapsulating HIP DEX messages is defined in order to realize optimized key exchange and link establishment for IEEE 802.15.4 mesh networks.
1.1. Requirement Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

1.2. Acronyms

DEX-I1, DEX-R1, DEX-I2, DEX-R2: HIP DEX I1, R1, I2, R2 messages

ECDH: Elliptic Curve Diffie-Hellman

EI: HIP DEX Key Establishment Initiator

ER: HIP DEX Key Establishment Responder

LLFC: Link-Layer Frame Counter

MIC: MLE Message Integrity Code

MLFC: MLE Frame Counter

UI: HIP DEX Key Update Initiator

UR: HIP DEX Key Update Responder

1.3. Convention

In the figures of this document, MLE messages marked with ‘*’ are those secured by the MLE protocol.

In the key material formats in this document, ‘|’ denotes concatenation operator.

2. Overview

HIP DEX over MLE consists of two phases, i.e., Key Establishment Phase and Key Update Phase. In Key Establishment Phase, a HIP DEX 4-way handshake using I1, R1, I2 and R2 messages is conducted to establish a secure channel between an EI and an ER based on an ECDH shared secret and exchange session key materials over the secure channel.

In Key Update Phase, HIP DEX Update messages encrypting session key materials are exchanged between a UI and each UR using an MLE Update Request and Update exchange, followed by a multicast MLE Update message for triggering each UR to simultaneously activate new key
materials and reset the associated link-layer frame counters. The UI and UR roles for a pair of nodes may be determined independently of the EI and ER roles that have been taken by the nodes.

All MLE messages used for the extension defined in this document SHOULD NOT be protected by link-layer so that a key exchange can be done regardless of the security state of the link-layer. A node that implements this specification MUST allow sending and receiving MLE messages not secured by the link-layer.

Secured 802.15.4 MAC frames and MLE messages that use keys established via HIP DEX MUST use a 5-octet Frame Counter so that the Frame Counter does not reach its maximum value throughout the lifetime of a node. An MLE Frame Counter is always carried in the Frame Counter field in the Aux Header of any secured MLE frame.

Other than the rules described in this document, the rules defined in [I-D.kelsey-6lo-mesh-link-establishment] are preserved.

3. Key Establishment Phase

A message exchange diagram for Key Establishment Phase is shown in Figure 1.

\[(EI) \rightarrow \text{Advertisement} \text{[HIP(DEX-I1), Link Quality]}\]
\[\text{<--}\text{Advertisement} \text{[HIP(DEX-R1), Link Quality]}\]
\[(EI) \rightarrow \text{Link Request} \text{[HIP(DEX-I2), Source Address, Mode, Timeout, Challenge]}^{*}\]
\[\text{<--}\text{Link Accept and Request} \text{[HIP(DEX-R2), LLFC, MLFC, Source Address, Mode, Timeout, Response, Challenge]}^{*}\]
\[(EI) \rightarrow \text{Link Accept} \text{[LLFC, MLFC, Response]}^{*}\]

Figure 1: Key Establishment Phase

An EI sends an MLE Advertisement message containing a HIP TLV and a Link Quality TLV to an ER. The HIP TLV carries a DEX-I1 packet. How an EI discovers an ER is outside the scope of this document.

The ER receives the MLE Advertisement message containing a DEX-I1 packet from the EI and sends an MLE Advertisement message containing a HIP TLV and a Link Quality TLV to the EI. The HIP TLV carries a DEX-R1 packet. The DEX-R1 packet MUST contain mandatory R1
parameters specified in [I-D.moskowitz-hip-dex]. The DEX-R1 packet MAY contain optional R1 parameters specified in [I-D.moskowitz-hip-dex] and a CERT parameter defined in [RFC6253].

The EI receives the MLE Advertisement message from the ER and sends a secured MLE Link Request message containing HIP, Source Address, Mode, Timeout and Challenge TLVs to the ER. The HIP TLV carries a DEX-I2 packet. The DEX-I2 packet MUST contain mandatory I2 parameters specified in [I-D.moskowitz-hip-dex] including an ENCRYPTED_KEY parameter wrapping a session key material of the EI. The DEX-I2 packet MUST also contain an ENCRYPTED parameter wrapping group key materials of the EI. The DEX-I2 packet MAY contain optional I2 parameters specified in [I-D.moskowitz-hip-dex] and a CERT parameter defined in [RFC6253]. The MLE Link Request message is protected by the EI’s group MLE key (see section Section 5.2) derived from the EI’s group key materials.

The ER receives the MLE Link Request message from the EI and extracts the EI’s session key material wrapped in the ENCRYPTED_KEY parameter and the EI’s group key materials wrapped in the ENCRYPTED parameter. Then the ER sends a secured MLE Link Accept and Request message containing HIP, LLFC, MLFC, Source Address, Mode Timeout, Response and Challenge TLVs to the EI. The HIP TLV carries a DEX-R2 packet. The DEX-R2 packet MUST contain R2 parameters specified in [I-D.moskowitz-hip-dex] including an ENCRYPTED_KEY parameter wrapping a session key material of the ER. The DEX-R2 packet MUST also contain an ENCRYPTED parameter wrapping group key materials of the ER. The DEX-R2 packet MAY contain optional R2 parameters specified in [I-D.moskowitz-hip-dex]. Note that the MIC field of the MLE Link Request message is verified after the ER successfully extracts the EI’s group key materials.

The EI receives the MLE Link Accept and Request message from the ER and extracts the ER’s session key material wrapped in the ENCRYPTED_KEY parameter and the ER’s group key materials wrapped in the ENCRYPTED parameter. Then the EI sends a secured MLE Link Accept message containing LLFC TLV, MLFC and Response TLVs to the ER. If a pair-wise key is used by the link-layer, the EI also creates a Pair-wise Key SA with the session key generated by the pair of session key materials of the EI and ER as specified in [I-D.moskowitz-hip-dex]. Note that the MIC field of the MLE Link Accept and Request message is verified after the EI successfully extracts the ER’s group key materials.

The ER receives the MLE Link Accept message from the EI. If a pair-wise key is used by the link-layer, the EI creates a Pair-wise Key SA with the session key generated by the pair of session key materials of the EI and ER as specified in [I-D.moskowitz-hip-dex].
4. Key Update Phase

In Key Update Phase, group key materials are updated.

Since the 5-octet Frame Counter space is large enough considering the maximum bandwidth of 250Kbps in 802.15.4 [IEEE802154] to make an assumption that a Frame Counter does not reach its maximum value throughout the lifetime of a node, a mechanism for updating a pairwise key is not defined in this document. Both link-layer Frame Counters and MLE Frame Counters are not reset in the Key Update Phase.

Updating a group key may happen when a node that shares the group key is revoked. A message exchange diagram for group key update is shown in Figure 2.

(UI) (UR1)..(URn)

// Update 1st peer
-------->
Update Request [HIP{DEX-UPDATE}, MLFC, Source Address]*
<------
Update [HIP{DEX-UPDATE}, MLFC, Source Address]*
.....

// Update n-th peer
------------>
Update Request [HIP{DEX-UPDATE}, MLFC, Source Address]*
<------------
Update [HIP{DEX-UPDATE}, MLFC, Source Address]*

// Key switch notification (multicast)
---------> .. -->
Update [LLFC, MLFC]*

Figure 2: Group Key Update

First, a UI performs the following exchange for each UR:

- The UI sends an MLE Update Request message containing HIP, MLFC, Source Address and MIC TLVs to a UR. The HIP TLV carries a DEX-UPDATE packet containing SEC, MAC and ENCRYPTED parameters. The ENCRYPTED parameter wraps new group key materials of the UI.

- The UR receives the MLE Update Request message from the UI, extracts UI’s new group key materials from the ENCRYPTED parameter, activates the UI’s new group key materials for incoming frames, and sends an MLE Update message containing HIP, MLFC and Source Address TLVs, where the HIP TLV carries a DEX-UPDATE packet containing ACK and MAC parameters. Note that the MIC field of the MLE Update message is verified after the UR successfully extracts the UI’s new group key materials.
Once MLE Update Request and Update exchange is completed for all URs, the UI activates the UI’s new group key materials for outgoing frames by multicasting an MLE Update message containing LLFC and MLFC TLVs. The MLE Update message is protected by the UI’s group MLE key (see section Section 5.2) derived from the UI’s new group key materials.

When a UR receives the multicast MLE Update message, if the received message is valid, the UR deactivates the UI’s old group key materials for incoming frames.

A UR that did not receive the multicast MLE Update message may deactivate the UI’s old group key materials for incoming frames when it receives a valid MAC frame protected by the link-layer key derived from the UI’s new group key materials.

5. Key Materials

5.1. Pair-wise Key

The first 16 octets of the session key corresponding to the HIP DEX Pair-wise SA [I-D.moskowitz-hip-dex] is used as the pairwise link-layer key used for securing unicast link-layer frames with Key Identifier Mode 0x00.

An encrypted session key material is contained in an ENCRYPTED_KEY parameter of HIP when the session key is distributed during Key Establishment Phase.

5.2. Group Keys

Group key materials are created by a node and distributed to peer nodes.

The group key materials consist of a 1-octet key identifier (KeyId) and a 16-octet group master key (GroupMasterKey), and encoded as follows:

Group Key Materials = KeyId | GroupMasterKey

A 16-octet group link-layer key (GroupL2Key), and a 16-octet group MLE key (GroupMLEKey) are derived from GroupMasterKey as follows:

GroupL2Key = The first 16-octet of HMAC_SHA256(GroupMasterKey, KeyId).

GroupMLEKey = The last 16-octet of HMAC_SHA256(GroupMasterKey, KeyId).
A GroupL2Key is used for securing link-layer frames with Key Identifier Mode 0x03 sent by the node that created the group key material. GroupL2Key MUST be used for securing broadcast link-layer frames and MAY also be used for securing unicast link-layer frames.

A GroupMLEKey MUST be used for securing MLE messages with Key Identifier Mode 0x03 sent by the node that created the group key material.

The group key materials are contained in an GROUP_KEY_MATERIALS parameter of HIP, where the GROUP_KEY_MATERIALS parameter MUST be encrypted in an ENCRYPTED parameter of HIP.

6. MLE Security

As described in [I-D.kelsey-6lo-mesh-link-establishment], MLE security reuses that of IEEE 802.15.4, i.e., AES-CCM* [IEEE802154]. Since some of the MLE messages (i.e., MLE Link Accept and Request and MLE Accept messages carrying DEX-I2 and DEX-R2 packets, respectively, and unicast MLE Update Request and Update messages carrying a DEX-UPDATE packet) require to be sent unencrypted and only authentication is needed, MIC-64 (Security Level 2) or MIC-128 (Security Level 3) is used to secure MLE messages. MIC-64 is the default security level for securing MLE messages used in this document. GroupMLEKey (see section Section 5.2) with Key Identifier Mode 0x03 and a 5-octet Frame Counter MUST be used for any secured MLE message.

7. Certificate Revocation

Any MLE message used in this document MAY also contain a CRL (Certificate Revocation List) TLV in which CertificateList defined in [RFC5280] is encoded in the Value field. A node that receives a valid MLE message containing a CRL TLV revokes certificates specified in the TLV and deletes all pair-wise and group keys associated with the revoked certificates. A node MUST reject a CERT parameter for a revoked certificate in Key Establishment Phase.

When a CRL TLV is carried in a multicast Update message and forwarded multiple hops, MPL [I-D.ietf-roll-trickle-mcast] MAY be used. In this case, the multicast Update message MUST be secured at the link layer and MUST NOT be secured by MLE as specified in [I-D.kelsey-6lo-mesh-link-establishment]. Detailed MPL parameters for the multicast-based CRL distribution are out of the scope of this document.
8. Security Considerations

The MLE extension defined in this document uses HIP DEX for key management of computation or memory constrained sensor/actuator devices, and thus it inherits all security considerations made for HIP DEX [I-D.moskowitz-hip-dex].

In order to mitigate security weakness caused by lack of Perfect Forward Secrecy (PFS) in HIP DEX, it is RECOMMENDED to use this MLE extension in conjunction with an additional mechanism to update public/private key pairs and renew HIP DEX SAs using new public/private key pairs whenever necessary.

In both Key Establishment Phase and Key Update Phase, MLE messages are secured using a group key instead of a pairwise key in order to optimize message roundtrips since a group key establishment requires only a half roundtrip. As a result, a Denial of Service (DoS) attack from an insider sharing the group key is possible over MLE TLVs.

Due to integration of HIP DEX into MLE, secured MLE messages are authenticated but not encrypted because decryption can be done only after establishing a key. As a result, Source Address, Mode, Timeout, Challenge, Response LLFC and MLFC TLVs are sent in clear, and the cleartext information may be used by attackers for the DoS attack described above. Note that authentication of the MLE message carrying a DEX-I2, DEX-R2 or DEX-UPDATE packet is possible by validating MIC of the MLE message after extracting the authentication key (i.e., GroupMLEKey) from the HIP DEX packet.

9. IANA Considerations

9.1. MLE TLV Types

The following MLE TLV types are to be assigned by IANA based on the policy described in [I-D.kelsey-6lo-mesh-link-establishment]:


9.2. HIP Parameter

The following HIP Parameter is assigned based on the policy described in [I-D.ietf-hip-rfc5201-bis]:
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1. Introduction

Neighbor discovery for IPv6 [RFC4861] and stateless address autoconfiguration [RFC4862], together referred to as neighbor discovery protocols (NDP), are defined for regular hosts operating with wired/wireless links. These protocols are not suitable and require optimizations for resource constrained, low power hosts operating with LLN for low-power and lossy networks. Neighbor Discovery optimizations for 6LoWPAN networks include simple optimizations such as a host address registration feature using the address registration option (ARO) which is sent in unicast Neighbor Solicitation (NS) and Neighbor Advertisement (NA) messages [RFC6775]. With 6LoWPAN ND [RFC6775], the ARO option includes a EUI-64 address to uniquely identify the interface of the Registered Address on the registering device, so as to correlate further registrations for the same address and avoid address duplication. The EUI-64 address is not secured and its ownership cannot be verified. It results that any device claiming the same EUI-64 address may take over a registration and attract the traffic for that address.

In this document, we extend 6LoWPAN ND to protect the address ownership with cryptographic material, but as opposed to Secure Neighbor Discovery (SEND) [RFC3971], [RFC3972], the cryptographic material is not embedded in the Interface ID (IID) in an IPv6 address.
but used as a correlator associated to the registration of the IPv6 address. This approach is made possible with 6LoWPAN ND [RFC6775], where the 6LR and the 6LBR maintain a state for each Registered Address. If a cryptographic ID is associated with an original 6LoWPAN ND registration and stored in the registration state, then it can be used to validate that any update to the registration state is made by the owner of that ID.

To achieve this, this specification replaces the EUI-64 address, that is used in 6LoWPAN ND to avoid address duplication, with cryptographic material whose ownership can be verified; it also provides new means for the 6LR to validate ownership of the registration thus that of the registered address by the registering device. The resulting protocol is called Protected address autoconfiguration and registration protocol (ND-PAAR).

A node generates one 64-bit cryptographic ID and uses it as Unique Interface ID in the registration of (one or more of) its addresses with the 6LR, which it attaches to and uses as default router. The 6LR validates ownership of the cryptographic ID typically upon creation or update of a registration state, for instance following an apparent movement from a point of attachment to another. The ARO option is modified to carry the Unique Interface ID, and through the DAR/DAC exchange, the 6LBR is kept aware that this is the case, i.e. unique and whether the 6LR has verified the claim.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

Readers are expected to be familiar with all the terms and concepts that are discussed in [RFC3971], [RFC3972], "neighbor Discovery for IP version 6" [RFC4861], "IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANs): Overview, Assumptions, Problem Statement, and Goals" [RFC4919], neighbor Discovery Optimization for Low-power and Lossy Networks [RFC6775] where the 6LoWPAN Router (6LR) and the 6LoWPAN Border Router (6LBR) are introduced, and [I-D.chakrabarti-nordmark-6man-efficient-nd], which proposes an evolution of [RFC6775] for a larger applicability.

The document also conforms to the terms and models described in [RFC5889] and uses the vocabulary and the concepts defined in [RFC4291] for the IPv6 Architecture.

This document uses [RFC7102] for Terminology in Low power And Lossy Networks.
3. Requirements

In this section we state requirements of a secure neighbor discovery protocol for low-power and lossy networks.

The protocol MUST be based on the Neighbor Discovery Optimization for Low-power and Lossy Networks protocol defined in [RFC6775] due to the host-initiated interactions to allow for sleeping hosts, elimination of multicast-based address resolution for hosts, etc.

New options to be added to Neighbor Solicitation messages MUST lead to small packet sizes. Smaller packet sizes facilitate low-power transmission by resource constrained nodes on lossy links.

The support of the registration mechanism SHOULD be extended to more LLN links than IEEE 802.15.4, matching at least the LLN links for which a 6lo "IPv6 over foo" specification exists, as well as Low-Power Wi-Fi.

As part of this extension, a mechanism to compute a unique Identifier should be provided, with the capability to form a Link Local Address that SHOULD be unique at least within the LLN connected to a 6LBR discovered by ND in each node within the LLN.

The Address Registration Option used in the ND registration SHOULD be extended to carry the relevant forms of Unique Interface IDentifier.

The Neighbor Discovery should specify the formation of a site-local address that follows the security recommendations from [RFC7217].

4. Protocol Interactions

Protected address autoconfiguration and registration neighbor discovery protocol (ND-PAAR) modifies Neighbor Discovery Optimization for Low-power and Lossy Networks [RFC6775] as explained in this section.

4.1. Overview

The scope of the present work is a 6LoWPAN Low Power Lossy Network (LLN), typically a stub network connected to a larger IP network via a Border Router called a 6LBR per [RFC6775].
The 6LBR maintains a registration state for all devices in the attached LLN, and, in conjunction with the first-hop router (the 6LR), is in position to validate uniqueness and grant ownership of an IPv6 address before it can be used in the LLN. This is a fundamental difference with a classical network that relies on IPv6 address auto-configuration [RFC4862], where there is no guarantee of ownership from the network, and any IPv6 Neighbor Discovery packet must be individually secured [RFC3971].

In a route-over mesh network, the 6LR is directly connected to the host device; this specification expects that peer-wise Layer-2 security is deployed so that all the packets from a particular host are identified as such by the 6LR. The 6LR may be multiple hops away from the 6LBR. Packets are routed between the 6LR and the 6LBR via other 6LRs; this specification expects that a chain of trust is established so that a packet that was validated by the first 6LR can be safely routed by the next 6LRs and 6LBR.

The [I-D.ietf-6tisch-architecture] suggests to use RPL [RFC6550] as the routing protocol between the 6LRs and the 6LBR, and to leverage [I-D.chakrabarti-nordmark-6man-efficient-nd] to extend the LLN in a larger multilink subnet [RFC4903]. In that model, a registration flow happens as shown in Figure 2:
Figure 2: (Re-)Registration Flow over Multi-Link Subnet

A new device that joins the network auto-configures an address and performs an initial registration to an on-link 6LR with an NS message that carries a new Address Registration Option (ARO) [RFC6775]. The 6LR validates the address with the central 6LBR using a DAR/DAC exchange, and the 6LR confirms (or infirms) the address ownership with an NA message that also carries an Address Registration Option.

The registration mechanism in [RFC6775] was created for the original purpose of Duplicate Address Detection (DAD), whereby use of an address would be granted as long as the address is not already present in the subnet. But [RFC6775] does not require that the 6LR use the registration for source address validation (SAVI).

In order to validate address ownership, that mechanism enables the 6LBR to correlate further claims for a registered address with the device to which it is granted, based on a Unique Interface IDentifier (UID) that is derived from the MAC address of the device (EUI-64).

The limitation of the mechanism in [RFC6775] is that it does not enable to prove the UID itself, so any node connected to the subnet and aware of the address/UID mapping may effectively fake the same UID and steal an address.
This draft uses a randomly generated value as an alternate UID for the registration. Proof of ownership of the UID is passed with the first registration to a given 6LR, and enforced at the 6LR, which validates the proof. With this new operation, the 6LR allows only packets from a connected host if the connected host owns the registration of the source address of the packet.

If a chain of trust is present between the 6LR and the 6LBR, then there is no need to propagate the proof of ownership to the 6LBR. All the 6LBR need to know is that this particular UID is randomly generated, so as to enforce that any update via a different 6LR is also random.

4.2. Protocol Operations

Protocol interactions are as defined in Figure 2. The crypto ID is calculated as described in Section 4.2.1.

The Target Address field in NS message is set to the prefix concatenated with the node’s address. This address does not need duplicate address detection as crypto ID is globally unique. So a host cannot steal an address that is already registered unless it has the key for the crypto ID. The same crypto ID can thus be used to protect multiple addresses e.g. when the node receives a different prefix.

Local or on-link protocol interactions are given in Figure 3. Crypto ID and ARO are passed to and stored by the 6LR/6LBR on the first NS and not sent again the in the next NS.

The 6LR/6LBR ensures first-come/first-serve by storing the ARO and the crypto ID correlated to the target being registered. Then, if the node is the first to claim any address it likes, then it becomes owner of that address and the address is bound to the crypto ID in the 6LR/6LBR registry. This procedure avoids the constrained device to compute multiple keys for multiple addresses. The registration process allows the node to tie all the addresses to the same crypto ID and have the 6LR/6LBR enforce first come first serve after that.
4.2.1. Calculation of Cryptographic Identifier

Elliptic Curve Cryptography (ECC) is used in the calculation of cryptographical identifier. The digital signature is constructed by using the 6LN’s private key over its EUI-64, i.e. its MAC address. The signature value is computed using the ECDSA signature algorithm and hash function used is SHA-256. Public Key is the most important parameter in CGA Parameters (sent by 6LN in an NS message). ECC Public Key could be in uncompressed form or in compressed form where the first octet of the OCTET STRING is 0x04 and 0x02 or 0x03, respectively. Point compression using secp256r1 reduces the key size by 32 octets.

After the calculation, 6LN sends it along with the CGA parameters in the first NS message, see Figure 3. In order to send Cryptographical Identifier a neighbor discovery option is defined in Figure 4. As defined in the figure this ID is variable length, varying between 64 to 128 bits. This ID is 128 bits long if it is used as IPv6 address.

6LN also sends some other parameters to enable 6LR or 6LBR to verify the crypto ID. One of them is 6LN’s MAC address which is sent in Address Registration Option (ARO) as defined in [RFC6775]. The next
one is shown in Figure 5. In that figure, CGA Parameters field contains the public key, prefix and some other values. Digital signature option contains the signature of the CGA calculated using 6LN’s private key.

+------------------+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
| Type | Length | Status | Reserved |crypto ID |
+------------------+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
| Reserved | Registration Lifetime |
+------------------+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  

Figure 4: Crypto ID Option

Type: TBA

Length: 8-bit unsigned integer. The length of the option in units of 8 bytes. It is 2 or 3, if crypto ID is 128 bits.

Status: 8-bit unsigned integer. Indicates the status of a registration in the NA response. MUST be set to 0 in NS messages. See below.

Reserved: This field is unused. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.

Registration Lifetime: 16-bit unsigned integer. The amount of time in units of 60 seconds that the router should retain the NCE for the sender of the NS that includes this option.

Crypto ID Variable length field to carry the cryptographical identifier or random UID. This field is normally 64 bits long. It could be 128 bits long if IPv6 address is used as the crypto ID.
3. CGA Parameters Option

<table>
<thead>
<tr>
<th>Type</th>
<th>Length</th>
<th>Pad Length</th>
<th>Sig. Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: CGA Parameters Option

Type TBA

Length The length of the option in units of 8 octets.

Pad Length The length of the Padding field.

Sig Length The length of the Digital Signature field.

CGA Parameters The CGA Parameters field is variable-length containing the CGA Parameters data structure.

Digital Signature The Digital Signature field is a variable length field containing a Elliptic Curve Digital Signature Algorithm (ECDSA) signature (with SHA-256 and P-256 curve of [FIPS-186-3]).

4.3. Multihop Operation

In multihop 6LoWPAN, 6LBR sends RAs with prefixes downstream and it is the 6LR that receives and relays them to the nodes. 6LR and 6LBR communicate with the ICMPv6 Duplicate Address Request (DAR) and the Duplicate Address Confirmation (DAC) messages. The DAR and DAC use
the same message format as NS and NA with different ICMPv6 type values.

In ND-PAAR we extend DAR/DAC messages to carry cryptographically generated UID.

In a multihop 6LoWPAN, the node exchanges the messages shown in Figure 2. The 6LBR must be aware of who owns an address (EUI-64) to defend the first user if there is an attacker on another 6LR. Because of this the content that the source signs and the signature needs to be propagated to the 6LBR in DAR message. For this purpose we need the DAR message sent by 6LR to 6LBR MUST contain CGA Parameters and Digital Signature Option carrying the CGA that the node calculates and its public key. DAR message also contains ARO.

It is possible that occasionally, 6LR may miss the node’s UID (that it received in ARO). 6LR should be able to ask for it again. This is done by restarting the exchanges shown in Figure 3. The result enables 6LR to refresh the information that was lost. 6LR MUST send DAR message with ARO to 6LBR. 6LBR as a reply forms a DAC message with the information copied from the DAR and the Status field is set to zero. With this exchange, the 6LBR can (re)validate and store the information to make sure that the 6LR is not a fake.

5. Security Considerations

The same considerations regarding the threats to the Local Link Not Covered (as in [RFC3971]) apply.

The threats discussed in Section 9.2 of [RFC3971] are countered by the protocol described in this document as well.

As to the attacks to the protocol itself, denial of service attacks that involve producing a very high number of packets are deemed unlikely because of the assumptions on the node capabilities in low-power and lossy networks.

A collision of ID in ND-PAAR is a really rare event that does not prevent the protocol operation though it opens a window for a node to hijack an address from another. The nodes would normally not be aware that they are in this situation, and the only thing they could do if they knew would be to steal addresses from one another, so the damage is limited to these 2 nodes.
6. IANA considerations
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1. Introduction

The design of Low Power and Lossy Networks (LLNs) is generally focused on saving energy, which is the most constrained resource of all. The other constraints, such as the memory capacity and the duty cycling of the LLN devices, derive from that primary concern. Energy is often available from primary batteries that are expected to last for years, or is scavenged from the environment in very limited quantities. Any protocol that is intended for use in LLNs must be
designed with the primary concern of saving energy as a strict requirement.

Controlling the amount of data transmission is one possible venue to save energy. In a number of LLN standards, the frame size is limited to much smaller values than the IPv6 maximum transmission unit (MTU) of 1280 bytes. In particular, an LLN that relies on the classical Physical Layer (PHY) of IEEE 802.14.5 [IEEE802154] is limited to 127 bytes per frame. The need to compress IPv6 packets over IEEE 802.14.5 led to the 6LoWPAN Header Compression [RFC6282] work (6LoWPAN-HC).

Innovative Route-over techniques have been and are still being developed for routing inside a LLN. In a general fashion, such techniques require additional information in the packet to provide loop prevention and to indicate information such as flow identification, source routing information, etc.

For reasons such as security and the capability to send ICMP errors back to the source, an original packet must not be tampered with, and any information that must be inserted in or removed from an IPv6 packet must be placed in an extra IP-in-IP encapsulation. This is the case when the additional routing information is inserted by a router on the path of a packet, for instance a mesh root, as opposed to the source node. This is also the case when some routing information must be removed from a packet that will flow outside the LLN.

As an example, the Routing Protocol for Low Power and Lossy Networks [RFC6550] (RPL) is designed to optimize the routing operations in constrained LLNs. As part of this optimization, RPL requires the addition of RPL Packet Information (RPI) in every packet, as defined in Section 11.2 of [RFC6550].

The RPL Option for Carrying RPL Information in Data-Plane Datagrams [RFC6553] specification indicates how the RPI can be placed in a RPL Option for use in an IPv6 Hop-by-Hop header. This representation demands a total of 8 bytes when in most cases the actual RPI payload requires only 19 bits. Since the Hop-by-Hop header must not flow outside of the RPL domain, it must be removed from packets that leave the domain, and be inserted in packets entering the domain. In both cases, this operation implies an IP-in-IP encapsulation.
Additionally, in the case of the Non-Storing Mode of Operation (MOP), RPL requires a Routing Header type 3 (RH3) as defined in the IPv6 Routing Header for Source Routes with RPL [RFC6554] specification, for all packets that are routed down a RPL graph. With Non-Storing RPL, even if the source is a node in the same LLN, the packet must first reach up to the root so that the root can insert the RH3 to go down the graph. In any fashion, whether the packet was originated in a node in the LLN or outside the LLN, and regardless of whether the packet stays within the LLN or not, as long as the source of the packet is not the root itself, the source-routing operation also implies an IP-in-IP encapsulation at the root to insert the RH3.

6TiSCH [I-D.ietf-6tisch-architecture] specifies the operation of IPv6 over the TimeSlotted Channel Hopping [I-D.ietf-6tisch-tsch] (TSCH) mode of operation of IEEE 802.14.5. The architecture requires the use of both RPL and the 6lo adaptation layer framework ([RFC4944], [RFC6282]) over IEEE 802.14.5. Because it inherits the constraints on the frame size from the MAC layer, 6TiSCH cannot afford to spend 8 bytes per packet on the RPI. Hence the requirement for a 6LoWPAN header compression of the RPI.

The type of information that needs to be present in a packet inside the LLN but not outside of the LLN varies with the routing operation, but there overall a need for an extensible compression technique that would simplify the IP-in-IP encapsulation, when needed, and optimally compress existing routing artifacts found in LLNs.

This specification extends 6LoWPAN [RFC4944] and in particular reuses the Mesh Header formats that are defined for the Mesh-under use cases so as to carry routing information for Route-over use cases. The

Figure 1: IP-in-IP Encapsulation within the LLN
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<table>
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<tr>
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<tbody>
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<td>Border Router (RPL Root)</td>
<td>IPv6 in IPv6</td>
</tr>
<tr>
<td></td>
<td>+ RPI</td>
</tr>
<tr>
<td></td>
<td>or RH3</td>
</tr>
<tr>
<td>LLN</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>V</td>
</tr>
<tr>
<td>O</td>
<td>V</td>
</tr>
<tr>
<td>O</td>
<td>V</td>
</tr>
</tbody>
</table>

specification includes the formats necessary for RPL and is extensible for additional formats.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

The Terminology used in this document is consistent with and incorporates that described in 'Terminology in Low power And Lossy Networks' [RFC7102] and [RFC6550].

The terms Route-over and Mesh-under are defined in [RFC6775].

Other terms in use in LLNs are found in [RFC7228].

The term "byte" is used in its now customary sense as a synonym for "octet".

3. Updating RFC 4944

This draft adapts 6LoWPAN while maintaining backward compatibility with IPv6 over IEEE 802.15.4 [RFC4944] by introducing a concept of context in the 6LoWPAN parser, a context being identified by a Page number, and defines 16 Pages.

Pages are delimited in a 6LoWPAN packet by a dispatch value that indicates the next current Page. The Page number is encoded in a Dispatch Value Bit Pattern of 1111xxxx where xxxx is the Page number, 0 to 15, as follows:

```
  0 1 2 3 4 5 6 7
+-+-+-+-+-+-+-+
|1|1|1|1|Page Nb|
+-+-+-+-+-+-+-+
```

Figure 2: Page encoding

Values of the Dispatch byte defined in [RFC4944] are considered as belonging to a Page 0 parsing context, which is the default and does not need to be signaled explicitly at the beginning of a 6LoWPAN packet. That way, backward compatibility with existing implementations is ensured.
Note: This specification does not use the Escape Dispatch, which extends Page 0 to more values, but rather allocates another Dispatch Bit Pattern (1111xxxx), in all Pages including Page 0 and Pages defined in future specifications, to indicate the next parsing context represented by its Page number.

3.1. New Page 1 Dispatch

This draft defines a new Page 1 Dispatch with a Dispatch Value of 11110001 that indicates a context switch in the 6LoWPAN parser to a Page 1.

The Dispatch bits defined in Page 0 by [RFC4944] are free to be reused in Page 1.

On the other hand, the Dispatch bits defined in Page 0 for the Compression Format for IPv6 Datagrams over IEEE 802.15.4-Based Networks [RFC6282] are defined with the same values in Page 1 so there is no need to switch context back from Page 1 to Page 0 to address LOWPAN_IPHC and LOWPAN_NHC.

3.2. New Routing Header Dispatch (6LoRH)

This specification introduces a new 6LoWPAN Routing Header (6LoRH) to carry IPv6 routing information. The 6LoRH may contain source routing information such as a compressed form of RH3, as well as other sorts of routing information such as the RPL Packet Information and IP-in-IP encapsulation.

The 6LoRH is expressed in a 6LoWPAN packet as a Type-Length-Value (TLV) field, which is extensible for future uses. The proposed BIER bitmap encoding in Section 9 is an example of extension.

Section 5.1 of the [RFC4944] specification defines various Dispatch Types and Headers, and in particular a Mesh Header that corresponds to a bit pattern 10xxxxxx (in Page 0).

This specification uses the same bit pattern 10xxxxxx in Page 1 for the canonical form of 6LoRH Dispatch that is detailed in Section 5

3.3. Sur-Compression Mechanisms

It is expected that virtual-link-specific sur-compression mechanisms may be applied in the future that merge Dispatch values from multiple Pages into a single octet, attempting to keep the dispatch bits settings in their canonical form as much as possible.
Considering that the Mesh-Under and the Route-Over modes are generally mutually exclusive, it is expected that the new 6LoRH Dispatch introduced in this specification can be left in its canonical form through sur-compression technique.

A dispatch space of equivalent size to the Mesh Header was reserved in [RFC4944] for external specifications, Not A LowPan (NALP), hoping that such specification could coexist harmlessly on a same network as a early 6LoWPAN.

A sur-compression technique may alternatively use the NALP space for 6LoRH, in which case bit patterns represented as 10xxxxxx in this specification will be mapped directly to 00xxxxxx.

4. Placement Of The New Dispatch Types

4.1. Placement Of The Page1 Dispatch

In a zone of a packet where Page 1 is active, which means once a Page1 Dispatch is parsed, and as long as no other Page Dispatch is parsed, the parsing of the packet MUST follow this specification if the 6LoRH Bit Pattern [Section 5] is found.

Mesh Headers represent Layer-2 information and are processed before any Layer-3 information that is encoded in Page 1. If a 6LoWPAN packet requires a Mesh header, the Mesh Header MUST always be placed in the packet before the first Page1 Dispatch, if any.

For the same reason, Fragments Headers as defined in [RFC4944] MUST always be placed in the packet before the first Page1 Dispatch, if any.

It must be noted that the NALP Dispatch Bit Pattern as defined in [RFC4944] is only defined for the first octet in the packet. Switching back to Page 0 for NALP inside a 6LoWPAN packet appears non-sensical.

It results that there is no need so far for restoring the Page 0 parsing context after a context was switched to Page 1, so the value for the Page0 Dispatch of 11110000 may not actually be seen in packets following the 6LoWPAN specifications that are available at the time of this writing.

4.2. Placement Of The 6LoRH

With this specification, the 6LoRH [Section 5] is only defined in Page 1, so it MUST be placed in the packet in a zone where the Page 1 context is active.
One or more 6LoRHs MAY be placed in a 6LoWPAN packet and MUST always be placed before the LOWPAN_IPHC [RFC6282].

A 6LoRH being placed in a Page 1 context, it MUST always be placed after any Fragmentation Header and/or Mesh Header [RFC4944], even if a sur-compression mechanism is used that elides the Page Dispatches.

5. 6LoWPAN Routing Header General Format

In its canonical form, the 6LoRH reuses in Page 1 the Dispatch Value Bit Pattern of 10xxxxxx that is defined in Page 0 for the Mesh Header in [RFC4944].

The Dispatch Value Bit Pattern is split in two forms of 6LoRH:

Elective (6LoRHE) that may skipped if not understood

Critical (6LoRHC) that may not be ignored

5.1. Elective Format

In its canonical form, the 6LoRHE uses the Dispatch Value Bit Pattern of 101xxxxx.

A 6LoRHE may be ignored and skipped in parsing.

If it is ignored, the 6LoRHE is forwarded with no change inside the LLN.

```
0                   1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-       ...        -+
|1|0|1| Length  |      Type     |                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-       ...        -+
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-                  <-- Length -->
```

Figure 3: Elective 6LoWPAN Routing Header

Length:
Length of the 6LoRHE expressed in bytes, excluding the first 2 bytes. This is done to enable a node to skip a 6LoRH that it does not support and/or cannot parse, for instance if the Type is not known.

Type:
Type of the 6LoRHE
5.2. Critical Format

In its canonical form, the 6LoRHC uses the Dispatch Value Bit Pattern of 100xxxxx.

A node which does not support the 6LoRHC Type MUST silently discard the packet.

Note: there is no provision for the exchange of error messages; such a situation should be avoided by judicious use of administrative control and/or capability indications.

```
0                   1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|1|0|0|   TSE   |      Type     |                                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
<-- Length implied by Type/TSE -->
```

Figure 4: Critical 6LoWPAN Routing Header

TSE:
Type Specific Extension. The meaning depends on the Type, which must be known in all of the nodes. The interpretation of the TSE depends on the Type field that follows. For instance, it may be used to transport control bits, the number of elements in an array, or the length of the remainder of the 6LoRHC expressed in a unit other than bytes.

Type:
Type of the 6LoRHC

6. The Routing Header Type 3 (RH3) 6LoRH

The Routing Header type 3 (RH3) 6LoRH (RH3-6LoRH) is a Critical 6LoWPAN Routing Header that provides a compressed form for the RH3, as defined in [RFC6554] for use by RPL routers. Routers that need to forward a packet with a RH3-6LoRH are expected to be RPL routers and expected to support this specification. If a non-RPL router receives a packet with a RH3-6LoRH, this means that there was a routing error and the packet should be dropped so the Type cannot be ignored.
The values for the RH3-6LoRH Type are an enumeration, 0 to 4. The form of compression is indicated by the Type as follows:

+-----------+-----------+
|   Type    | Size Unit |
+-----------+-----------+
|    0      |      1    |
|    1      |      2    |
|    2      |      4    |
|    3      |      8    |
|    4      |     16    |

Figure 6: The RH3-6LoRH Types

In the case of a RH3-6LoRH, the TSE field is used as a Size, which encodes the number of hops minus 1; so a Size of 0 means one hop, and the maximum that can be encoded is 32 hops. (If more than 32 hops need to be expressed, a sequence of RH3-6LoRH can be employed.)

The next Hop is indicated in the first entry of the first RH3-6LoRH. Upon reception, the entry is checked whether it refers to the processing router itself. If it so, the entry is removed from the RH3-6LoRH and the Size is decremented. If the Size is now zero, the whole RH3-6LoRH is removed. If there is no more RH3-6LoRH, the processing node is the last router on the way, which may or may not be collocated with the final destination.

The last hop in the last RH3-6LoRH is the last router prior to the destination in the LLN. So even when there is a RH3-6LoRH in the frame, the address of the final destination is in the LoWPAN_IPHC [RFC6282].

If some bits of the first address in the RH3-6LoRH can be derived from the final destination is in the LoWPAN_IPHC, then that address may be compressed, otherwise it is expressed in full. Next addresses only need to express the delta from the previous address.
All addresses in a RH3-6LoRH are compressed in a same fashion, down to the same number of bytes per address. In order to get different forms of compression, multiple consecutive RH3-6LoRH must be used.

7. The RPL Packet Information 6LoRH

[RFC6550], Section 11.2, specifies the RPL Packet Information (RPI) as a set of fields that are to be added to the IP packets for the purpose of Instance Identification, as well as Loop Avoidance and Detection.

In particular, the SenderRank, which is the scalar metric computed by an specialized Objective Function such as [RFC6552], indicates the Rank of the sender and is modified at each hop. The SenderRank allows to validate that the packet progresses in the expected direction, either upwards or downwards, along the DODAG.

RPL defines the RPL Option for Carrying RPL Information in Data-Plane Datagrams [RFC6553] to transport the RPI, which is carried in an IPv6 Hop-by-Hop Options Header [RFC2460], typically consuming eight bytes per packet.

With [RFC6553], the RPL option is encoded as six Octets; it must be placed in a Hop-by-Hop header that consumes two additional octets for a total of eight. In order to limit its range to the inside the RPL domain, the Hop-by-Hop header must be added to (or removed from) packets that cross the border of the RPL domain.

The 8-bytes overhead is detrimental to the LLN operation, in particular with regards to bandwidth and battery constraints. These bytes may cause a containing frame to grow above maximum frame size, leading to Layer 2 or 6LoWPAN [RFC4944] fragmentation, which in turn cause even more energy spending and issues discussed in the LLN Fragment Forwarding and Recovery [I-D.thubert-6lo-forwarding-fragments].

An additional overhead comes from the need, in certain cases, to add an IP-in-IP encapsulation to carry the Hop-by-Hop header. This is needed when the router that inserts the Hop-by-Hop header is not the source of the packet, so that an error can be returned to the router. This is also the case when a packet originated by a RPL node must be stripped from the Hop-by-Hop header to be routed outside the RPL domain.

This specification defines an IPinIP-6LoRH in Section 8 for that purpose, but it must be noted that stripping a 6LoRH does not require a manipulation of the packet in the LOWPAN_IPHC, and thus, if the
source address in the LOWPAN_IPHC is the node that inserted the IPinIP-6LoRH then this alone does not mandate an IPinIP-6LoRH.

As a result, a RPL packet may bear only a RPI-6LoRH and no IPinIP-6LoRH. In that case, the source and destination of the packet are located in the LOWPAN_IPHC.

As with [RFC6553], the fields in the RPI include an ‘O’, an ‘R’, and an ‘F’ bit, an 8-bit RPLInstanceID (with some internal structure), and a 16-bit SenderRank.

The remainder of this section defines the RPI-6LoRH, a Critical 6LoWPAN Routing Header that is designed to transport the RPI in 6LoWPAN LLNs.

7.1. Compressing the RPLInstanceID

RPL Instances are discussed in [RFC6550], Section 5. A number of simple use cases will not require more than one instance, and in such a case, the instance is expected to be the global Instance 0. A global RPLInstanceID is encoded in a RPLInstanceID field as follows:

```
0 1 2 3 4 5 6 7
+-+-+-+-+-+-+-+-+-
|0|     ID      | Global RPLInstanceID in 0..127
+-+-+-+-+-+-+-+-+-
```

Figure 7: RPLInstanceID Field Format for Global Instances

For the particular case of the global Instance 0, the RPLInstanceID field is all zeros. This specification allows to elide a RPLInstanceID field that is all zeros, and defines a I flag that, when set, signals that the field is elided.

7.2. Compressing the SenderRank

The SenderRank is the result of the DAGRank operation on the rank of the sender; here the DAGRank operation is defined in [RFC6550], Section 3.5.1, as:

```
DAGRank(rank) = floor(rank/MinHopRankIncrease)
```

If MinHopRankIncrease is set to a multiple of 256, the least significant 8 bits of the SenderRank will be all zeroes; by eliding those, the SenderRank can be compressed into a single byte. This idea is used in [RFC6550] by defining DEFAULT_MIN_HOP_RANK_INCREASE as 256 and in [RFC6552] that defaults MinHopRankIncrease to DEFAULT_MIN_HOP_RANK_INCREASE.
This specification allows to encode the SenderRank as either one or two bytes, and defines a K flag that, when set, signals that a single byte is used.

7.3. The Overall RPI-6LoRH encoding

The RPI-6LoRH provides a compressed form for the RPL RPI. Routers that need to forward a packet with a RPI-6LoRH are expected to be RPL routers and expected to support this specification. If a non-RPL router receives a packet with a RPI-6LoRH, this means that there was a routing error and the packet should be dropped so the Type cannot be ignored.

Since the I flag is not set, the TSE field does not need to be a length expressed in bytes. The field is fully reused for control bits so as to encode the O, R and F flags from the RPI, and the I and K flags that indicate the compression that is taking place.

The Type for the RPI-6LoRH is 5.

The RPI-6LoRH is immediately followed by the RPLInstanceID field, unless that field is fully elided, and then the SenderRank, which is either compressed into one byte or fully in-lined as the whole 2 bytes. The I and K flags in the RPI-6LoRH indicate whether the RPLInstanceID is elided and/or the SenderRank is compressed and depending on these bits, the Length of the RPI-6LoRH may vary as described hereafter.

\[
\begin{array}{cccccccccccccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 0 & 1 \\
\hline \\
|1|0|0|O|R|F|I|K| 6LoRH Type=5 | Compressed fields | \\
\hline \\
\end{array}
\]

Figure 8: The Generic RPI-6LoRH Format

O, R, and F bits:

The O, R, and F bits as defined in [RFC6550], Section 11.2.

I bit:

If it is set, the Instance ID is elided and the RPLInstanceID is the Global RPLInstanceID 0. If it is not set, the octet immediately following the type field contains the RPLInstanceID as specified in [RFC6550] section 5.1.

K bit:
If it is set, the SenderRank is be compressed into one octet, and the lowest significant octet is elided. If it is not set, the SenderRank, is fully inlined as 2 octets.

In Figure 9, the RPLInstanceID is the Global RPLInstanceID 0, and the MinHopRankIncrease is a multiple of 256 so the least significant byte is all zeros and can be elided:

```
 0                   1                   2
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1|0|0|O|R|F|1| 6LoRH Type=5 | SenderRank |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

I=1, K=1

Figure 9: The most compressed RPI-6LoRH

In Figure 10, the RPLInstanceID is the Global RPLInstanceID 0, but both bytes of the SenderRank are significant so it can not be compressed:

```
 0                   1                   2                   3
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1|0|0|O|R|F|0|1| 6LoRH Type=5 | SenderRank |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

I=1, K=0

Figure 10: Eliding the RPLInstanceID

In Figure 11, the RPLInstanceID is not the Global RPLInstanceID 0, and the MinHopRankIncrease is a multiple of 256:

```
 0                   1                   2                   3
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1|0|0|O|R|F|0|1| 6LoRH Type=5 | RPLInstanceID | SenderRank |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

I=0, K=1

Figure 11: Compressing SenderRank

In Figure 12, the RPLInstanceID is not the Global RPLInstanceID 0, and both bytes of the SenderRank are significant:
A typical packet in RPL non-storing mode going down the RPL graph requires an IPinIP encapsulating the RH3, whereas the RPI is usually omitted, unless it is important to indicate the RPLInstanceID. To match this structure, an optimized IPinIP 6LoRH is defined in Section 8.

And the types include the setting of I and K as follows:

```
+-----------+-------+-------+
|   Type    |   I   |   K   |
|-----------+-------+-------|
|     5     |   0   |   0   |
|     6     |   0   |   1   |
|     7     |   1   |   0   |
|     8     |   1   |   1   |
```

Figure 13: The RPI-6LoRH Types

8. The IP-in-IP 6LoRH

The IP-in-IP 6LoRH (IPinIP-6LoRH) is an Elective 6LoWPAN Routing Header that provides a compressed form for the encapsulating IPv6 Header in the case of an IP-in-IP encapsulation.

An IPinIP encapsulation is used to insert a field such as a Routing Header or an RPI at a router that is not the source of the packet. In order to send an error back regarding the inserted field, the address of the router that performs the insertion must be provided.

The encapsulation can also enable a router down the path removing a field such as the RPI, but this can be done in the compressed form by removing the RPI-6LoRH, so an IPinIP-6LoRH encapsulation is not required for that sole purpose.
This field is not critical for routing so the Type can be ignored, and the TSE field contains the Length in bytes.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
               | 6LoRH Type 6 | Hop Limit | Encaps. Address |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
```

Figure 14: The IPinIP-6LoRH

The Length of an IPinIP-6LoRH is expressed in bytes and MUST be at least 1, to indicate a Hop Limit (HL), that is decremented at each hop. When the HL reaches 0, the packet is dropped per [RFC2460].

If the Length of an IPinIP-6LoRH is exactly 1, then the Encapsulator Address is elided, which means that the Encapsulator is a well-known router, for instance the root in a RPL graph.

If the Length of an IPinIP-6LoRH is strictly more than 1, then an Encapsulator Address is placed in a compressed form after the Hop Limit field. The value of the Length indicates which compression is performed on the Encapsulator Address. For instance, a Size of 3 indicates that the Encapsulator Address is compressed to 2 bytes.

When it cannot be elided, the destination IP address of the IP-in-IP header is transported in a RH3-6LoRH as the first address of the list.

With RPL, the destination address in the IP-in-IP header is implicitly the root in the RPL graph for packets going upwards, and the destination address in the IPHC for packets going downwards. If the implicit value is correct, the destination IP address of the IP-in-IP encapsulation can be elided.

If the final destination of the packet is a leaf that does not support this specification, then the chain of 6LoRH must be stripped by the RPL/6LR router to which the leaf is attached. In that example, the destination IP address of the IP-in-IP header cannot be elided.

In the special case where the 6LoRH is used to route 6LoWPAN fragments, the destination address is not accessible in the IPHC on all fragments and can be elided only for the first fragment and for packets going upwards.
9. The BIER 6LoRH

(Note that the current contents of this section is a proof of concept only; the details for this encoding need to be developed in parallel with defining the semantics of a constrained version of BIER.)

The Bit Index Explicit Replication (BIER) 6LoRH (BIER-6LoRH) is an Elective 6LoWPAN Routing Header that provides a variable-size container for a BIER Bitmap. BIER can be used to route downwards a RPL graph towards one or more LLN node, as discussed in the BIER Architecture [I-D.wijnands-bier-architecture] specification. The capability to parse the BIER Bitmap is necessary to forward the packet so the Type cannot be ignored.

0                   1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ ... +-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1|0|0| Size   |6LoRHType 15-19| Control Fields | bitmap |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ ... +-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 15: The BIER-6LoRH

The Type for a BIER-6LoRH indicates the size of words used to build the bitmap and whether the bitmap is operated as an uncompressed bit-by-bit mapping, or as a Bloom filter.

In the bit-by-bit case, each bit is mapped in an unequivocal fashion with a single addressable resource in the network. This may rapidly lead to large bitmaps, and BIER allows to divide a network into groups that partition the network so that a given bitmap is locally significant to one group only. This specification allows to encode a 1-byte Group ID in the BIER-6LoRH Control Fields.

A Bloom Filter can be seen as a compression technique for the bitmap. A Bloom Filter may generate false positives, which, in the case of BIER, result in undue forwarding of a packet down a path where no listener exists.

As an example, the Constrained-Cast [I-D.bergmann-bier-ccast] specification employs Bloom Filters as a compact representation of a match or non-match for elements in a large set.

In the case of a Bloom Filter, a number of Hash functions must be run to obtain a multi-bit signature of an encoded element. This specification allows to signal an Identifier of the Hash functions being used to generate a certain bitmap, so as to enable a migration scenario where Hash functions are renewed. A Hash ID is signaled as
a 1-byte value, and, depending on the Type, there may be up to 2 or up to 8 Hash IDs passed in the BIER-6LoRH Control Fields associated with a Bloom Filter bitmap, as follows:

<table>
<thead>
<tr>
<th>Type</th>
<th>encoding</th>
<th>Control Fields</th>
<th>Word Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>bit-by-bit</td>
<td>none</td>
<td>32 bits</td>
</tr>
<tr>
<td>16</td>
<td>Bloom filter</td>
<td>2* 1-byte HashID</td>
<td>32 bits</td>
</tr>
<tr>
<td>17</td>
<td>bit-by-bit</td>
<td>none</td>
<td>128 bits</td>
</tr>
<tr>
<td>18</td>
<td>Bloom filter</td>
<td>8* 1-byte HashID</td>
<td>128 bits</td>
</tr>
<tr>
<td>19</td>
<td>bit-by-bit</td>
<td>1-byte GroupID</td>
<td>128 bits</td>
</tr>
</tbody>
</table>

Figure 16: The BIER-6LoRH Types

In order to address a potentially large number of devices, the bitmap may grow very large. Yet, the maximum frame size for a given MAC layer may limit the number of bits that can be dedicated to routing. The Size indicates the number of words in the bitmap minus one, so a size of 0 means one word, a Size of 1 means 64 2 words, up to a size of 31 which means 32 words.

10. Security Considerations

The security considerations of [RFC4944], [RFC6282], and [RFC6553] apply.

Using a compressed format as opposed to the full in-line format is logically equivalent and does not create an opening for a new threat when compared to [RFC6550], [RFC6553] and [RFC6554].

11. IANA Considerations

This document creates a IANA registry for the 6LoWPAN Routing Header Type, and assigns the following values:

0..4 : RH3-6LoRH [RFCthis]

5 : RPI-6LoRH [RFCthis]

6 : IPinIP-6LoRH [RFCthis]

15..19 : BIER-6LoRH [RFCthis]
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