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Abst ract
Thi s docunment di scusses the depl oynent scenario of distributed
mobi | ity managenent. The purpose of this docunment is to trigger the
di scussion in the group to understnad the DWVM depl oynment scenario
and consideration fromthe operator’s perspective.
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1. Introduction

Distributed nobility nanagenment ains at solving the centralized
mobi l ity anchor problenms of the traditional nobility managenent
protocol. The benefit of DMM solution is that the data plane traffic
does not need to traverse the centralized anchoring point. This
docunent di scusses the potential depl oynent scenario of DM The

pur pose of this docunent is to help the group to reach consensus
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regardi ng the depl oynent nodel of DWMM and then devel op the DWW
sol ution based on the depl oynent nodel

2. Conventions used in this docunent

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. 1. Term nol ogy

Al'l the general nobility-related terns and their acronyns used in
this docunent are to be interpreted as defined in the Mbile |IPv6
base specification [RFC6275], in the Proxy nobile | Pv6 specification
[ RFC5213], and in Mbility Related Term nol ogy [ RFC3753]. These
terns include the follow ng: nobile node (M\), correspondent node
(CN), and hone agent (HA) as per [RFC6275]; local nobility anchor
(LMA) and nobil e access gateway (MAG as per [RFC5213], and context
as per [RFC3753].

In addition, this draft introduces the follow ng terns.
Location information (LI) function

is the logical function that manages and keeps track of the internet
work | ocation information of a nobile node which may change its IP
address as it noves. The information may associate with each session
identifier, the IP routing address of the M\, or of a node that can
forward packets destined to the M\

Forwar di ng managenent (FM

is the logical function that intercepts packets to/fromthe IP
address/ prefix delegated to a nobile node and forwards them based
on internetwork location infornmation, either directly towards their
destination or to sonme other network el enment that knows how to
forward the packets to their ultinmate destination. Wth data plane
and control plane separation, the forwardi ng nanagenent may be
separated into a data-pl ane forwardi ng managenent (FM DP) function
and a control -pl ane forwardi ng managenent (FM CP) function

3. Deploynment Scenario and Mddel of DWM
As di scussed in the DMM requirenent docunent, the centralized
mobi | ity managenent has several drawbacks. The main problem of the

centralized nobility nmanagenent protocols is that all the traffic
need to anchor to a centralized anchor point. This approach does not
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cause any problemin current nmobile network depl oynent but in the
scenario that will be discussed later in this docunent, centralized
mobi | ity managenent protocols will have many drawbacks and it is
believed that DM is nore suitable in that scenario.

The mai n depl oynment scenario discussed in this docunent is divided
into three scenarios. The first one is the network function
virtualization scenario. In this scenario, the nobile core network’s
control plane function is centralized in the nobile cloud.
Apparently, deploying the data plane function also in the sane
centralized nobile cloud is not optimzed fromthe traffic
forwarding’s perspective. For the control plane The MVE and PGWMF
are inplenented by NFV. For the dataplane the PGMF/ SGMF can

wei ther be inplenented by NFV or |agacy devices. The second

depl oynent scenario is the SIPTQ LI PA scenario which is discussed in
3GPP. In this scenario, DVM can provide optinized traffic offloading
solution. The Third depl oy scenario is the WLAN scenario. In this
scenario, the ACis inplenented in the cloud and the authentication
status can mai ntained as the terninal nove fromone AP to anot her

4. Network Function Virtualization Scenario
This section discusses network function virtualization scenario, the
associ ated control - data plane separation and the possible nobility
managenent functions to support this scenario.

4.1. Network function virtualization deploynment architecture

The network function virtualization scenario is shown in Figure 1.
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Figure 1: Network function virtualization deploynment architecture

In this architecture, the nobile core include MVE and PGMF is

| ocated in the cloud data center, which can be the operator’s
private cloud using NFV. The access network cantains PGMF/ SGNHF is
connected through an I P transit network. The PGV F/ SGMF may al so

i mpl ement by NFV of small data center in convergence |ayer. The
architecture of NFV based Mbile Core is shown in Figure 2.
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Figure 2: NFV based Mbile Core Architecture

In Figure 2, the MANO | ayer contains O chestrator, VNFM and VIM The
Orchestrator is in charge of top-down service and source nonitor and
fulfillment. VNFMis incharge of manage the VNFs. And VIMnormally is
the Qpenstack which provide nanagenent of the whole virtualization

| ayer.

4.2. Control and data plane separation

The cl oud based nobile core network architecture inplies separation
of the control and data planes. The control plane is located in the
cloud and the data plane should be distributed. Gtherwi se, all the
data traffic will go through the cloud which is obviously not
optinized for the nobile node to nobile node comunication. For the
mobi | e node to Internet communication, the Internet access point is
normally located in the metro IP transit network. In this case, the
nmobil e node to Internet traffic should al so go through the Internet
access point instead of the nobile core in the cloud.

However, in some depl oynent scenario, the operator may choose to put
the mobile core cloud in the convergence |ayer of IP netro network.
In this case, the Internet access point may co-located with the
nmobil e core cloud. In this case, the nobile node to Internet traffic
may go through the nobile core cloud.

4.3. Mbility managenment architecture
Since the control plane and data plane are separated and the data

plane is distributed, traditional nobility managenent cannot neet
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this requirenment. Distributed nmobility managenent or SDN based

mobi | ity managenent nmay be used in this architecture to nmeet the
traffic forwarding requirement (e.g. MNto MN and MN to Internet
traffic should not go through fromthe nobile core cloud.). The
traditional nobility managenent functions is not separating the data
pl ane fromthe control plane. Basic nobility nanagement functions
include location information (LI) function and Forwardi ng managenent
(FM. The former is a control plane function. The latter can be
separated into data plane forwardi ng managenent (FM DP) and control
pl ane forwardi ng managenent (FM CP).

The data plane function is FMDP, while the control plane functions
include FM CP and LI. Then the control plane functions in the cloud-
based nobile core includes LI and FMCP. They are of cause other
functions in the control plane such as policy function. The

distributed data plane may have nultiple instances of FMDP in the

net wor k.
core network controller

TR +

| LI, FM CP|

Fomm e oo - +
Fom oo - + Fom oo - + Fom oo - +
| FMDP | | FMDP | | FMDP |
Fom e e + Fom e e + Fom e e +

Figure 2: Mbility managenent functions with data plane - control

pl ane separation under one controller Wen the control of the access
network is separate fromthat of the core, there will be separate
controllers as shown in Figure 3.
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Figure 2: Mbility managenent functions with data plane - control
pl ane separation with separate control in core and in access
net wor ks.
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4.4. NFV based depl oynent architecture

Here is the deploynent architecture in NFV.

| Yang Model | | Tosca Model |

| | |
T ] INSD DL VLD | DXL, P CP) (O OP) ||

| [VNFM I
| VNF Life cycl e nanagenent; |
| VNF configurati on; |
| VNF updat e; [
| VNF status nonitor; |
| VNF Aut o heal i ng/ Scal e i n/ Scal e out |

[TVNF] LI Slicing ; FMCP Slicing; FD-DP Slicing |

Fi gure 3 Depl oynent architecture
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5. SIPTO depl oynent scenari o

The Second depl oynment scenario is the SIPTO scenario which is

di scussed in 3GPP. DWW is believed to be able to provide dynamc
anchoring. It allows the nobile node to have several anchoring
points and to change the anchoring point according to the
application requirenent. In SIPTO scenario, the gateway function is
| ocated very near to the access network and to the user. |f using
current centralized nobility managenent, the traffic will need to
tunnel back to the previous anchor point even when the nobil e node
has changed the point of attachnment to a new one. Figure 3 shows the
architecture of SIPTO
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Fi gure 4 SI PTO Scenari o
6. WLAN depl oynent scenario
The Third depl oynent scenario is the WLAN scenari o. DVWM can enabl e

the ACin the cloud. The cloud AC and mmi ntain the authentication
and connection status. As the term nal nove fromone AP to another,

it still can have the connection.
ERRERRR 0
((( 4mmmomeaee- +))
(( | Mbile AC| )))
(€, wmmmemee R
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Fi gure 5 WLAN depl oynent scenario

7. Concl usion
Thi s docunent di scusses the deploynent scenario of DMM Three types
of deployment scenario is discussed in this docunment. Further types

of depl oyment scenario can be added to this docunment according to
the progress of the group’s discussion

8. Security Considerations
N A
9. | ANA Consi derations

N A
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