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Abst ract

Del ay/ Di sruption Tol erant Networking (DTN) introduces a network node
i n which comuni cations can be subject to | ong del ays and/or
intermttent connectivity. DIN specifies the use of public-key
cryptography to secure the confidentiality and integrity of nessages
in transit. The use of public-key cryptography posits the need for
certification of public keys and revocation of certificates. This
docunment formally defines the DIN key nmanagenment problem and then
provi des a high-1evel design solution for delay and di sruption
tolerant distribution and revocation of public-key certificates al ong
with rel evant design options and recomendations for design choices.
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1. Introduction

Key managenent protocols, for distribution and revocation of public
keys on the terrestrial Internet, have required on-demand interactive
communi cati ons, which has been realized using TCP [ RFC0793]
connections. The interactions in a public-key nmanagenent system are
between: (a) the sender (or owner of the public key) and the receiver
(or user of the public key); and, (b) the receiver and a trusted
authority (Certificate Authority or CA). On-demand nessaging i s not
feasible on DIN. Therefore, terrestrial key managenment protocols may
not always function as intended on DIN

The Online Certificate Status Protocol (OCSP) [RFC6960], for exanple,
requires the receiver of a public key certificate to have on-denand
interactions with a Certification Authority (CA) in order to get the
current status information for the certificate. Three status
responses may be received by the receiver fromthe CA nanely: good,
revoked, and unknown. The receiver needs to accept good certificates
and reject revoked certificates. The CA sends a response indicating
t he unknown state usually when it does not recognize the issuer of
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the certificate. In this case, the receiver is expected to interact
on-demand with other CAs for determining if the certificate was
revoked. When the status in the response is good, since the CA does
not remenber the receiver’s interest in the certificate, the receiver
is required to periodically request the status before every use of
the certificate.

OCSP is a resource intensive protocol. In order to reduce the round-
trip costs for the tenporal validation of the certificates
especially in constrained clients (receivers), a provision in TLS

Ext ensi ons (see Section 8) [RFC6066] has been proposed so that the
senders shall send what is called a "stapled Certificate Status" to
the receivers. The stapled Certificate Status is a time-stanped
certificate-status certificate obtained froma trusted authority by
the sender. |If the constrained receiver (client) accepts the stapled
Certificate Status, then it need not interact with any CAto
ascertain the tenporal validity of the certificate -- thus reducing
conmuni cation costs on the receiver side. Although such proposals
are useful when dealing with constrained clients (or receivers of
certificate), they only transfer the burden of certificate-status
queries towards the senders and away fromthe receivers. Such
mechani sns do not obviate the need for on-demand interactions.

The Secure/Multi-purpose Internet Mail Extensions (S/M M) [RFC5751]
allows a sender to encapsulate its certificate as a neta-data (in the
message header) for processing an email message. The receiver is
expected to consult with a Certificate Revocation List (CRL) or other
certificate status verification nechanisns to validate the tenpora
validity of the certificate. Thus, S/M ME does not obviate the need
for on-demand interactions with remote trusted authorities.

As nentioned earlier, on-demand interactions with any party, trusted
or otherwise, is not feasible in the network nodel for DTN
Therefore, existing terrestrial key managenent protocols are not
suitable for DIN. This proposal describes the high-1evel design
choi ces for a nechanism which can satisfy the requirenents for DTN
Key Managenent [I-D.tenplin-dtnsknreq], that does not require on-
demand interactions with renpte parties.

1.1. Related Docunents

The followi ng docunents provide the necessary context for the high-
| evel design described in this docunent.

RFC 4838 [ RFC4838] describes the architecture for DIN and is
titled, "Del ay-Tol erant Networking Architecture."” That docunent
provi des a high-1evel overview of DTN architecture and the

deci sions that underpin the DTN architecture.
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RFC 5050 [ RFC5050] describes the protocol and nessage formats for
DTN and is titled, "Bundle Protocol Specification." That docunent
provides details for the protocol message format for DTN, which is
called as Bundle, along with the description of processes for
generating, sending, forwarding, and receiving Bundles. It also
specifies an encoding format called SDNV (Self-Delimting Numeric
Val ues) for use in DTN

RFC 6257 [RFC6257] is titled, "Bundl e Security Protocol

Specification." It specifies the nmessage formats and processing
rules for providing three types of security services to bundl es,
namely: confidentiality, integrity, and authentication. |t does

not specify mechani sms for key nanagenent. Rather, it assunes
that cryptographic keys are sonmehow in place and then specifies
how t he keys shall be used to provide the security services.
Additionally, it attenpts to standardi ze the cipher suite in DIN

The Internet Draft [I-D. birrane-dtn-sbsp] for DTN Key Managenent
is titled, "Stream ined Bundle Security Protocol Specification
(SBSP)." \When conpared with RFC 6257, it is silent on concepts
such as Security Regions, at-nost-once-delivery option, and cipher
suite specification. It provides nore detail ed specification for
bundl e canonicalization and rules for processing bundles received
fromother nodes. Like RFC 6257, the draft does not describe any
key managenment nechani sns for DTN but assumes that suitable key
managenment mechani sm shall be in place

The Internet Draft for specifying requirenents for DTN Key
Management [|-D.tenplin-dtnsknreq] is titled, "DIN Security Key
Managenment - Requirenments and Design." |t sketches nine

requi renents and four design criteria for DIN Key Managenent
system The last two requirenents are the need to support
revocation in a delay tolerant manner. It also specifies the
requirenents for avoiding single points of failure and
opportunities for the presence of multiple key nmanagenent
authorities.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL
NOT", " SHOULD', "SHOULD NOT", " RECOMVENDED', "MAY", and "OPTIONAL" in
this docunent are to be interpreted as described in [RFC2119]. Lower
case uses of these words are not to be interpreted as carrying
RFC2119 signifi cance.

This draft introduces the follow ng term nol ogi es.

Public Key Distribution Network (PKDN)
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is an overlay network that can operate on top of DIN. It is a
network of trusted authorities that have information about
tenporal validity (revoked or otherw se) of public keys
certificates. The objective of PKDN is the distribution of valid
public-key certificates and revocation of invalidated public-key
certificates in a secure, delay and disruption-tol erant manner.

PKDN Bundl e
encapsul ates a public-key certificate and can be transported in a
DTN Bundl e. PKDN bundl e rmay optionally encapsul ate one or nore
nmessage payl oads (or application data) that are authenticated
using the public-key in the encapsul ated certificate. The source
of the PKDN bundl e may provide confidentiality to the nessage
payl oads using the public-key of the intended receiver of the
message payl oads. The nessage payl oads may be DTN Bundl es.

PKDN Sender
is the source of a PKDN bundle. It generates PKDN bundl es by
encapsul ating its public-key certificate and using the
corresponding private key. It may optionally encapsul ate
aut henti cat ed nessage payloads in the PKDN bundle. It sends the
PKDN bundle to a PKDN Router so that the bundle can be forwarded
to the PKDN Receiver in designated the bundle.

PKDN Rout er
receives a PKDN Bundl e froma PKDN Sender, validates it, and
generates & forwards a Validated PKDN Bundl e to the designated
destination. Additionally, the PKDN Router records the
destination’s interest in the public-key certificate encapsul ated
in the PKDN Bundl e so that it can send periodic status updates to
t he destinati on.

Va

i dat ed PKDN Bundl e

is generated by an authorized PKDN Router after receiving a PKDN
Bundl e that satisfies two conditions, nanely: (a) it can be

aut henti cated successfully using the encapsul ated certificate;
and, (b) revocation information for the encapsul ated certificate
is not available. A Validated PKDN Bundl e includes the PKDN
Bundl e and a PKDN Bundl e Validation Bl ock (PBVB) generated by a
PKDN Router. PBVB essentially includes the identity of PKDN
Router and information for: (a) asserting the tenporal validity of
the public-key certificate encapsulated in the PKDN Bundl e; (b)
the time when the assertion was made; and, (c) nessage-origin
aut hentication for the PKDN Bundl e, the assertion of tenpora
validity, and the PKDN Router tine.

PKDN Recei ver
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is the destination designated in the PKDN bundl e and the node that
shal |l consunme the Validated PKDN Bundl e. Upon validating the PKDN
Bundl e and verifying the Validated PKDN Bundl e, the PKDN Recei ver
may store the encapsul ated public-key certificate locally. Upon
accepting the received Validated PKDN Bundle, it may optionally
respond with an acknow edgenment to the PKDN Sender via the PKDN
Router, fromwhich it received the Validated PKDN Bundle. The
acknow edgenment may include its own encapsul ated public-key
certificate and nessage payloads -- this would be the optiona
return path for the nessaging.

Certificate Revocation Manager (CRM
is an operationally off-line DTN node that shall maintain the
Systenmis Certificate Revocation List (CRL) and publish any changes
to the CRL as Delta-CRLs. The CRM shall be housed in a physically
protected location that is easily accessible for authorized and
trusted human operators, who shall inject CRL updates into the
CRM The CRM in-turn, shall inject the Delta-CRLs to PKDN
Routers in the PKDN adnini stered by the human operators. It is
important to note that the CRM only propagates revocation
informati on but not certificates. Certificates are propagated by
the owners of the certificates, nanely PKDN Senders.

DTN Key Managenent

This section shall introduce the problem statenment for DIN Key
Management problem foll owed by an enuneration of communication-
patterns that can be used for potential solutions and a proposed
solution for the problemthat is called a Public-Key Distribution
Net wor k

1. The DTN Key- Managenent Probl em Stat enment

The probl em of DTN Key Managenent can be visualized as shown in
Figure 1. The Receiver receives a public key certificate fromthe
Sender. Since the Sender is not trusted to share tinely revocation

i nformati on, the Receiver needs to receive tinely revocation
information froma Trusted Authority. A basic problemis: (a) how
can the Trusted Authority know when the Receiver needs the revocation
information for a Public-Key Certificate; and, (b) how can periodic
and consistent revocation infornmation be availability in tinmely and
del ay- and-di sruption tol erant nmanner? The second question gains

i mportance in DTN because the delay and disruption in the

comruni cation |ink between the Sender and Receiver nmay not be
correlatable with that between the Receiver and the Trusted
Authority. This nmakes the DIN Key Managenent problemdifferent from
terrestrial key nanagenent systens, where comuni cation |inks are
assumed to be uniform interactive, on-demand, and simlar.
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Fi gure 1: DTN Key Managenent Probl em

An anal ysis of the above probl em using CAP t heorem [ CAP] suggests
that when network partition occurs, due to delay or disruption, the
receiver needs to make a |l ocal decision in favour of either
availability of its service for the received nessage or consistency
of its operations in not accepting revoked certificate, which was
used to provide integrity service to the received nessage. |n other
wor ds, when the Receiver has received the public key certificate but
has not received any revocation infornmation as yet, it needs to vote
in favour of either: (a) availability, by accepting the certificate
wi thout waiting for revocation information; or, (b) consistency, by
wai ting for the receipt of revocation information. |If it votes in
favour of availability, it risks the use of inconsistent information.
If it votes in favour of consistency, it risks lack of availability
of the public-key for sonme dependent infornation processing, which
must be paused. Cdearly, in the presence of delay and di sruption
bot h consi stency and availability cannot be achi eved.

DTN Key Management sol utions nust be partition tolerant and provide
trade-off options for their applications between availability and
security consistency. Such a trade-off nmay be realized in an
application-agnostic manner by aimng for eventual consistency

i nstead of imredi ate consistency. Eventual consistency neans that
all DTN nodes will eventually reject revoked keys but until such an
eventual ity sone DIN nodes are allowed to work with stale revocation
i nformati on depending on their application security sensitivity.

I medi ate consistency is not possible in DIN but is possible in the
terrestrial Internet. The tine available for accepting or rejecting
the certificate (and the nmessage) will be decided by the
application’s security threshol d.

2.2. Communication patterns for solving the DTN probl em

As nentioned previously, the two-fold problem of DTN Key Managenent
Problemis: (a) how can the Trusted Authority know when the Receiver
needs the revocation information for a Public-Key Certificate; and,
(b) how can periodic and consistent revocation information be nade
available in timely and del ay-and-di sruption tol erant manner?

Fi ve comuni cation patterns can provide solutions to the first
guestion (Question a), nanely:
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Pattern 2:

Pattern 3:

Pattern 4.

Pattern 5:
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(Request -response) The Receiver infornms the Trusted
Authority every time when it needs fresh revocation
information for a certificate by sending a request. The
Trust Authority responds with a fresh status infornmation
for that certificate.

(Publ i sh-subscribe) The Receiver inforns the Trusted
Authority about its interest in a certificate only once,
which is the first tine when it needs the revocation

i nformati on, by sending a subscription request. The
Trusted Authority responds to the subscription request
with a fresh status information for that certificate and
renenbers the subscription request. Wenever there is a
change in status information, the Trusted Authority sends
the updates to the Receiver w thout having to receive a
request for the sane.

(Bl ackl i st broadcast) The Trusted Authority does not
receive any certificate-specific request from any

Receiver. It periodically broadcasts Certificate
Revocation Lists (CRLs)to all DTN nodes including the
Receiver. |f the broadcast nmechanismwere to be repl aced

with a multicast mechanism then the Receiver will be
expected to register its address with the Trusted

Aut hority exactly once as a registration process. Note
that the registration process does not reference any
certificate unlike the subscription process in the
previ ous pattern

(White-list broadcast) This comrunication pattern is
simlar to the previous comunication pattern except that
the Trusted Authority periodically broadcasts a |ist of
valid certificates instead of broadcasting a |ist of
invalidated certificates. This conmunication patternis
useful when the nunber of certified public-keys are |ess.

(Publish with proxy subscribe) The Sender routes its
certificate through the Trusted Authority to the

Recei ver, who shall accept certificates only fromthe
Trusted Authority. The Trusted Authority validates the
certificate before forwarding it to the Receiver. The
Trusted Authority subscribes the Receiver for interest in
the Sender’s certificate so that periodic updates can be
sent in the future for the certificate. Thus, the Sender
acts as a proxy for the Receiver and subscribes the

Recei ver for future updates fromthe Trusted Authority.
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Pattern 1 describes the communication style used by terrestrial key
managenent sol uti ons such as OCSP. The Receiver nmay receive the
certificate fromthe Sender every time a security session is
established as is the case in TLS [ RFC5246]. Thus, the Receiver may
need to send a request to the Trusted Authority every tinme a security
session is established. Section 1 discussed why this conmmunication
style is not suitable for DTN

Pattern 2 has a simlar conplexity as Pattern 1 for the first round
of comunication for a certificate between the Receiver and the
Trusted Authority. The comuni cation conplexity greatly eases from
the second round onwards when the Trusted Authority can send updates
to the Receiver without requiring a request. Although this pattern
i mproves the conmuni cation conplexity fromthe second round onwards,
it does not inprove comuni cation conplexity of the first round of
communi cations, which is a bottleneck in the DIN settings as
described for Pattern 1 in Section 1.

Patterns 3 and 4 require periodical broadcast/multicast of a list
data structure (CRL or list of valid public keys). The efficiency of
such patterns depend on three factors, namely: the size of the list
of revoked certificates, the nunber of conmmunication recipients, and
the frequency of conmunication. |f any one of these factor were to

i ncrease, bandwidth utilization will be inefficient because not all
recipients of the communi cation may be interested in all elenents of
the list that they receive. Thus, nost recipients will end up

di scardi ng many comuni cations that they receive fromthe Trusted
Authority. Wen two or nore of the factors were to increase

si mul t aneously, the communication system nmay be overl oaded and nor nal
application communi cations nay be affected. Cdearly, this solution
is not scalable with the increase in nunber of recipients.
Additionally, since Pattern 4 uses white-lists and, in public key
managenent, white-lists grow nore frequently than black-1lists, the
frequency of communications between the Trusted Authority and the
Receivers will be higher than in Pattern 3. Al so, since the

Recei vers depend on the Trusted Authority for tinely delivery of
white-listed keys, the first conmmunication fromthe Sender to the
Recei ver mnmust strictly happen after the Trusted Authority has sent
the Sender’s public key to the Receiver in a white-1list

communi cation. Oherw se, the Sender’s communication will have to be
rejected by the Receiver even though the Sender may be in possession
of a registered (or authorized) public key. This calls for increased
out - of - band del ay-tol erant synchroni zati on between the Sender and the
Receiver. For reasons nentioned above, this document shall not
pursue Patterns 3 and 4.

Pattern 5 requires every Sender to route their public-key
certificates through the Trusted Authority to the Receiver. The
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Trusted Authority can be a PKDN Router, which is allowed to filter
communi cations with revoked public-key certificates. Additionally,
the PKDN Router renmenbers the Receiver’s interest in order to send
periodi c revocati on updates for the forwarded public-key
certificates. The rest of this docunent shall enploy this

conmuni cation pattern

3. Architecture for Public Key Distribution Network (PKDN)

Fom e e e e oo +

| Del ay Tol erant Net wor K|

I to------ + I

I | CRM | I

| L S |

| | |

[ | Delta-CRL | Validated
Fo----- + | +----- V------ + | PKDN Bundl e +-------- +
| PKDN | PKDN Bundl e| | Fom oo > PKDN |
| Sender +---------------- > PKDN [ [ | Recei ver
| | | AN > |
+------ + [ S + | Cert-Status +-------- +

Fom e e e e oo +

Figure 2: Architecture of Public Key Distribution Network

As nentioned in the previous section, this proposal adopts
Conmruni cation Pattern 5 for designing Public Key Distribution Network
(PKDN). The elenents of PKDN are shown in Figure 2

a. An operationally off-line Certificate Revocati on Manager (CRM
periodically injects tinestanped updates to the Systenis
Certificate Revocation Lists, called Delta-CRLs, into a few
routers in the PKDN, which, in turn, shall propagate the updates
to other routers in the PKDN. The information in the CRL needs
to reach PKDN Receivers in part or full.

b. PKDN is an overlay network on a Delay Tol erant Network (DTN) that
is conposed of a logical interconnection of PKDN Routers.

c. PKDN Senders send PKDN Bundles to PKDN (PKDN Routers) so that the
PKDN Bundl es can be forwarded to PKDN Recei vers.

d. PKDN Receivers received Validated PKDN Bundl es from PKDN and
install the public key certificates in the PKDN Bundles |ocally.
They al so received PKDN St atus nmessages fromthe PKDN

Wthin this architectural setting, |oosely synchroni zed PKDN Routers
performthree basic functions as descri bed bel ow
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(Routing) Receive and validate PKDN Bundl es from Senders and
forward Validated PKDN Bundles to Receivers designated in the
PKDN Bundl es.

(Cache synchroni zation) Update | ocal CRL cache using

aut henticated and ti me-stanped CRL updates from authori zed PKDN
nodes. Such authenticated updates to certificate revocation
lists shall be called delta-CRLs. Forward delta-CRLs to other
PKDN Rout ers.

(Revocati on updates) PKDN Routers construct and send periodic
certificate status updates to PKDN Receivers using the local CRL
cache.

The above three basic functions can now be used to enunerate the
desi gn choi ces for PKDN

3. 1.

Desi gn Choices for Routing Function

It was discussed that PKDN is an overlay network of PKDN routers.

Al so, a PKDN Bundle froma PKDN Sender to a PKDN Recei ver needs to go
through at | east one PKDN Router. The follow ng questions lead to

t he design choices for PKDN

1.

How many PKDN Routers mnust there be between any gi ven PKDN Sender
and PKDN Receiver? The answers can be one, two, or nore. The

hi gher the nunber of PKDN Routers, the higher will be the routing
delay. |In order to reduce delay, having only one PKDN Router in
any given path for a PKDN Bundl e is the best design choice.

How to determ ne the designated PKDN Router between a gi ven PKDN
Sender and PKDN Receiver? Naming of routers is fundanental to
det erm ni ng desi gnated PKDN Rout er between two given

communi cati on endpoints. Two types of nam ng options have been
considered for DTN [ EPDTN], nanely: (i) addresses with
topol ogi cal information; and, (ii) identifiers wthout

topol ogi cal information. The design choices for deternining the
desi gnated PKDN Router are: (a) the PKDN Router name for a given
PKDN Sender is manually configured for every PKDN Sender; (b) the
PKDN Sender discovers the nane of its nearest PKDN Router using a
br oadcast - based di scovery protocol; (c¢) the PKDN Sender uses its
DTN address to derive the DIN address of its PKDN Router; or, (d)
the PKDN Sender uses the PKDN Receiver’s DTN address to derive
the DTN address of the PKDN Receiver’s PKDN Router. Wen DTN
node addresses with topol ogi cal encoding are avail able, Options
(c) and (d) provide non-interactive PKDN Router determ nation
which will be well suited for del ay-and-di sruption tolerance. To
see how Options (c) and (d) may be designed, |lets assune that the
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3. 2.

address of PKDN Sender has the foll ow ng encoded regi on and
entity information: {region, entity:port} = {earth.sol.int,

rover _nonitor.nasa.gov:23}. Let the address of the PKDN Recei ver
be: {mars.sol.int, roverl.rovernet.nasa.gov:23}. The PKDN Router
for the PKDN Sender could be derived as: {earth.sol.int,

pkdn. nasa. gov: 2} and the PKDN Router for the PKDN Receiver could
be derived as: {mars.sol.int, pkdn.nasa.gov:2}. Thus, if such a
topol ogi cal encodi ng were avail able, network service di scovery
can sinply be address-based host discovery. But, when only DIN
identifiers (wthout topological information) are available, only
design choices (a) and (b) are feasible. Furthernore, since
Option (&) is non-interactive while Option (b) is not, Option (a)
may be better suited when only DIN identifiers are avail abl e.

Desi gn Choi ces for Cache Synchronization

It was specified that the Certificate Revocation Manager (CRM needs
to publish Delta-CRLs into the PKDN. It was al so specified that PKDN
is a network of PKDN Routers (please refer to Figure 2). Thus, the
CRM needs to publish its Delta-CRLs to one or nore PKDN Routers. The
problemis that of synchronization of a distributed cache of CRL
information, which is a distributed aggregation problem A survey of
decentral i zed aggregation protocols has been published by Mkhl oufi

et.

al. [DAgg]. They identify gossip based, tree based, and hybrid

aggregation protocols. Although decentralized aggregation is best
suited for decentralized DTN, an additional centralized aggregation
choi ce (as hub-and-spoke propagation) is identified as a choice.

Note that the PKDN Senders and Receivers are assuned, w thout |oss of
generality, to be agnostic of these design choices. The design

choi ces for such a network propagation of Delta-CRLs are as foll ows.

1.

(Hub- and- spoke propagation) Every authorized PKDN Router is
registered with the CRM and the CRM (as the hub) periodically
sends updates to all registered PKDN Routers (as the spokes)
usi ng DTN. The hub-and-spoke propagation is deterninistic and
sinmple but the Ioad on the CRMis high and the same information
(Delta-CRL) is carried by multiple DIN Bundl es al ong sinilar DIN
paths. In other words, the hub-and-spoke arrangenent is not
efficient use of the network but sinple and determnistic.

(Depender graph propagation) This nodel of propagation is
described by Wight et. al. [FTCR]. The basic ideais to let a
few first-level PKDN Routers receive Delta-CRLs from CRM which
shal | propagate the sane to second-|evel PKDN Routers. The
second-| evel PKDN Routers shall propagate the sane to third-I|eve
PKDN Routers and so on and so forth. Thus a hierarchy of PKDN
Routers shall be organi zed as an Rooted, Directed Acyclic G aph
(ADAG, with the CRM functioning as the root of the graph. The

Vi swanat han & Tenplin Expi res February 28, 2016 [ Page 12]



Internet-Draft PKDN August 2015

nunber DTN bundles with the sane information (Delta-CRL) al ong
the sane DTN path can be reduced. Additionally, unlike the hub-
and- spoke propagation, k-path-redundancy can be realized in the
PKDN by requiring every PKDN Router to receive Delta-CRL updates
fromk sources (one of the k sources for the first-Ievel PKDN
Routers nust be the CRM) The disadvantage of this design choice
is its design and inpl enentation conplexity when conpared wth

t he hub- and- spoke desi gn choi ce.

3. (CGossip propagation) No security literature has been found, as
yet, for propagation of CRL information in a dependabl e nmanner
usi ng gossip protocols. The security property expected out of
such gossi p-based CRL propagation protocols is only a theoretica
feasibility that each Delta-CRL shall eventually reach all PKDN
Routers in the PDKN

4. (Hybrid propagation) Uses a conbination of tree-based and gossip-
based propagation. No security literature has been found, as
yet, for propagation of CRL information in a dependabl e manner.
The security property for such protocols is the sane as that
stated for the Gossip propagation

The current recomendation for PKDN Cache Synchronization protocols
is either: (a) to devel op depender-graph propagati on nechani sms; (b)
to design and devel op gossi p-based propagati on nmechanisns; or, (c) to
design and devel op hybrid propagati on nechanism The lead-tine for
devel opi ng depender - graph propagati on nmechani snms may be | east anong
the recomendati ons. The hub-and-spoke nodel of propagation is not
recomended as it is a special case and not useful for a highly
decentralized application of DTN

3.3. Design Choices for Revocation Updates

The design choice for revocation updates is centered around the
foll owi ng questions. Wich PKDN Router needs to send updates to a
specific PKDN Receiver? The answers to this question provides the
foll owi ng choi ces

1. (Updates fromdistributed PKDN Routers) Every PKDN Router that
generated a Val i dated PKDN Bundl e designated for the specified
PKDN Receiver. in this case two sub-choices exist as foll ows:
either (a) every PKDN Router sends the entire Delta-CRL to the
PKDN Recei ver; or (b) each PKDN Router sends authenticated
updates only for those certificates that were forwarded to the
PKDN Receiver by that PKDN Router. Option (a) generates
redundant traffic in the DTN as a PKDN Receiver will receive the
same information fromnultiple PKDN Routers. Therefore, it is
recomended that Option (a) be avoided. Option (b) conserves
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bandwi dt h whil e avoiding single points of failures in PKDN
revocation update functionality. But, Option (b) inplies

i ncreased conplexity of design when dealing with PKDN- Receiver
crash recovery or de-registering a PKDN Receiver’'s interest in a
given certificate.

2. (Updates from a designated PKDN Router) Every PKDN Receiver
registers with a designated PKDN Router for receiving updates or
Delta-CRLs. This option requires a one-tine idenpotent
registration froma PKDN Receiver with a PKDN Router during
bootstrap. A local copy of CRL need not be saved by the PKDN
Recei ver. Wenever the PKDN receiver receives a Delta-CRL from
the network, it only needs to deternine which of the PKDN Sender
Certificates in its | ocal database have been revoked due to a
Delta-CRL. Crash recovery in this option is naturally available
because PKDN Receivers need not store CRLs and no state needs to
be stored in the PKDN Routers. To avoid single point of failures
in receiving revocation updates, a given PKDN Recei ver nay
subscribe to nore than one PKDN Router

Havi ng a designated PKDN Router for each PKDN Receiver results in a
statel ess system which will be scalable. Typically, the design

choi ce for designated PKDN Router is valid when the size of Delta-
CRLs are snmall enough for resource-constrai ned PKDN Recei vers, such
as Mars Rovers, to handle. The maxi numreported size of CRLs
[SizeCRL] on the terrestrial Internet is about 27 Mega Bytes. The
size of the Delta-CRLs will be nmuch small er because the CRLs are
partitioned into sub-sets using suitably sized windows of tinme. In a
gi ven 24 hour period, the reported [Si zeCRLG owt h] naxi mum nunber of
certificates issued by VeriSign Inc. [verisign], during a given year
is about 200 certificates or 1% of total nunber of certified public
keys for use on the terrestrial Internet. The Delta-CRL for 200
certificates will be a maxinumof few tens of Kilo Bytes. Assum ng
that the statistics of certificate revocation is going to be simlar
for DTNs, having a designated PKDN Router for each PKDN Receiver will
be a good desi gn choice

4. Sunmary of Reconmended Desi gn Choices

The followi ng are the recomended desi gn choices for each function of
PKDN.

1. (Routing) Since the state-of-art of DIN only includes endpoint
identifiers instead of addresses, Option (a) is recomrended for
designating the PKDN Router between a given PDKN Sender and PKDN
Receiver. The PKDN Sender shall route all its PKDN Bundl es
through its PKDN Router. A (certificate-based) chain of trust
must be in place so that the PKDN Recei ver can authenticate the
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origin of Validated PKDN Bundl es. The design for the key
managenent structures for establishing the trust rel ationship
bet ween the sender’s PKDN Routers and PKDN Receivers shall be
described in a followup Internet Draft.

2. (Cache synchronization) The use of depender-graph propagation is
recommended because the eventual availability of Delta-CRLs at
all PKDN Routers has been proved [FTCR]. |If a gossip or hybrid
propagati on were to be available with simlar proof, they will be
preferred over depender-graph propagation. This is because
gossi p and hybrid propagation can all ow the existence of an
unpl anned PKDN whi | e depender-graph propagation requires a
pl anned PKDN.

3. (Revocation updates) Assuming small sized Delta-CRLs, which is
evinced [SizeCRLGowh] in the terrestrial Internet, a designated
PKDN Rout er for every PKDN Receiver is recommended. The PKDN
Recei ver’s PKDN Router shall be designated using the sane
mechani sm as the PKDN Sender’s PKDN Router was designated --
Option (a) was recomended above for the Routing function

5. Future work
The feedbacks to this document shall be used to finalize the design
of PKDN as a key managenent protocol suite for DIN in a subsequent
Internet Draft. Additionally, the detail ed protocol, data structure,
and key hierarchy for PKDN shall be described in the subsequent
Internet Draft.

6. | ANA Consi derations
Thi s docunment potentially contains | ANA considerati ons dependi ng on
the design choices adopted for future work. But, in its present
form there are no inmedi ate | ANA consi derati ons.

7. Security Considerations

Security issues and considerations are discussed through out this
docunent .
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