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Abst ract

Thi s docunment describes a software architecture and reference

i npl ementation guidelines for the framework for Large-Scal e

Measur enment of Broadband Perfornmance (LMAP). The | ETF-LMAP wor ki ng
group proposed a draft that details a logical architecture for
performance neasurenents in broadband networks on a large scale. The
| ETF- LMAP proposal contains the operational concepts for such a
platform However, since the standardization is in the initial
stages with no official existing inplenentation, the proposal |eaves
many details of the specification up to the inplenenter to discover
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1. Introduction

Net work performance and its related quality of service (QS) have a
significant inpact on packet |atencies and packet drop rates. High
packet | atencies and drop rates adversely affect |oss-sensitive and
del ay-sensitive applications such as online games and real -tine
packetized voice and video. 1In addition, the |atency inposed by
Domai n Nane Servers (DNS) [ RFC1034] for host nane | ookups al so
further degrades a custoners web browsi ng experience. Network path
variability between the consuner and destinations on the Internet

al so play a significant role in overall performance and custoner
experience. Finally, inadequate or an unstabl e downstream bandwi dth
can adversely affect the quality of stream ng video, an increasingly
popul ar resource-heavy service. Therefore, it is essential that the
end to end capacity and perfornmance fall within a quantifiably
"acceptabl e" range during nost tinmes of expected network usage.

Unfortunately, the QoS and quality of experience (QE) can be quite
fluid and extrenely dependent on the tine of day/night and on pl anned
or unpl anned network events across w de geographical areas. |If the
©E falls outside of the "acceptable" range, the custonmer is likely
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to perceive the service provided by the ISP as being deficient. This
adverse perception results in either a tel ephone call or sonme form of
an inquiry to the ISP s custonmer service departnent thereby adding to
t he busi ness cost of operation

Thus, direct neasurenent of every custoner’s network perfornmance
metrics such as latency, latency jitter, packet drop ratio, path, and
upstream and downstream bandwi dth is essential. Since the nunmber of
custonmers of an ISP can be in the mllions, the architecture of such
a real-tine data collection and anal ysis system nust be both scal abl e
and extensible. Therefore, we need an appropriate framework within
whi ch to design and depl oy such a |arge-scale and (potentially)
geographically diverse solution. Such considerations are the

noti vati on behi nd our work.

2. Background

The Internet Engineering Task Force (I ETF) has a working group that
is drafting standards for Large-Scal e Measurenment of Broadband
Performance (LMAP) [RFC7594]. The | ETF-LMAP group’s efforts on
standardi zati on of perfornmance measurenents span hone and enterprise
edge routers, personal conputers, nobile devices and set top boxes.
The work described in this paper started in 2012, and precedes the
formation of the | ETF-LMAP working group by al nbst a year. Qur work
conpl enents the LMAP franmework by adding crucial inplenentation
details to its three components that are largely inconplete and

t hereby advances the | ETF s standardi zation effort in this area.

Al t hough the work that we present in this paper precedes the | ETF-
LMAP proposal, our work nevertheless fits neatly within this
framewor k and expands the discovery process so as to aid in the
creation of functional nodels, performance nodels, and simnul ation-
based architectural experinentation

3. Inplenentation Architecture

The Networ k Measurenent and Monitoring Architecture (NVMR) that was
designed and inplemented by our team consists of six major conponents
(or nodul es) [Kul karni 2016]. These six nodul es are: the Probe, the
Configuration Manager, the Probe Cache Server, the Update Sever, the
Pl ugins Server and the Refined Data Server. Figure 1 below gives the
schemati c.
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| | | | | Probe | | Refined |
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___________ | | e e e e - o e e e e - o
| Probes |

........... | | e e e e e e e e e ==

| | | | Configuration |
| Plugin |<----- >| | <----- >| Managenent |
| Servers | [ [ | Servers [

Figure 1: Software inplenentation architecture for network
measur enent and nonitoring

A desirabl e property of a network neasurenent and nonitoring system
is that it be extensible and scal able. For exanple, future tests
shoul d be easily integrable into existing framework and any
replication needed to handl e increase in volume and velocity of
nmeasur enent data should be (sem) automatic.

4. Inplenmentation Details

This section elaborates on the requirenments inposed on each of the
sof tware conponent that makes up the measurenment and nonitoring
system depicted in Figure 1.

4.1. Probes

From desi gn perspective these are intended to be |ight-weight
components as these may typically reside in small devices such as
end- user prenise routers or custoner prem se equipnment (CPE). In
particul ar, these are devoid of any intelligent |ogic or
interpretation/processing of data/result. Fromextensibility
perspective, these are inplenented as an array or list of plugins
(functions), whereby each plugin is responsible for collecting and
reporting data for a specific test scenario. Every probe knows its
Configuration Server. Periodically, it contacts the Configuration
Server for tests to run if any. Upon receiving test details, the
probe conponent checks whet her any plugins are mssing and, if
needed, fetches those fromthe Plugin Servers. The period of
execution of a probe is dynami cally configurable under the control of
Configuration Server. The probe sends the collected raw data to
Probe Cache Servers. A separate background process checks for any
maj or software updates. Updates can al so be governed by the
Configuration Managenent Servers. |Individual tests nay be run in
separate threads or independent processes depending on the hardware/
software capabilities of the device and its inpact on end user
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4.2. Configuration Managenent Servers

These are the brains of the nmeasurenent system Service operators
may distribute these geographically. These servers control which
tests to run, which probes to run, how often to run etc. Through a
randomni zati on process, the inpact of sinultaneous access to these
servers by probes nmay be minimzed. Probes thenselves do not have
the capability to determ ne which tests are to be run periodically
and which are to be run aperiodically. Configuration Managenent
Servers can achieve the effect of periodic run by including the sane
test in each run request to probes. From design perspective, storage
requi renents woul d be | ow whereas access requirenments woul d range
fromlow to nmedium

4.3. Plugin Servers

Qperators may upl oad new plugins for new tests to Plugin Servers.

The frequency of new test scenarios is assunmed snmall. Thus, a single
centralized server may do the job. For |large operators, depending on
customer base, these servers may be geographically distributed. From
desi gn perspective, storage requirenents would be | ow whereas access
requirenments would range fromlow to nmedi um

4.4. Update Servers

These are contacted by probes periodically to check for any nmjor
software update. The assunption of the neasurenent tasks is that a
maj or software update is a less frequent activity. Most updates
would likely be in terns of new plugins that are handl ed by the
Plugin Servers. Thus, in terns of design, high-availability is not a
key requirenment for these servers. |If any update fails, then probes
should at least be able to run with the current version. From design
perspective, storage requirenents would be | ow whereas access
requirenments would range fromlow to nmedi um

4.5. Probe Cache Servers

These are required to be able to handl e both high-velocity as well as
hi gh-vol ume data. However, data integrity is not key since raw data
is considered transient in nature and therefore may not need
replication sets. Fromdesign perspective, both update/access and
storage requirements would be high. Storage requirenents nay be nade
| ess stringent if an upper level entity purges the data once it has
been fetched for processing and storage.
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4.6. Refined Data Servers

These servers fetch raw data from Probe Cache Servers and process it.
Processi ng may invol ve conputing higher |evel netrics, tends,
correlations, etc. These servers nmay keep historical data and nay
optionally purge raw data. Since upper |level entities, such as a
visual i zation layer, across the network would fetch data fromthese
servers, a key requirenent, if geographically distributed, is |oca
consi stency w th guaranteed eventual global consistency.

5. Relationship to LMAP

The conponents of our software architecture given in Figure 1 can be
mapped to the conmponents of an LMAP-based nmeasurenent system
Functionally, the Probes component in Figure 1 is the same as

Measur ement Agents (MA) in LMAP termi nology. The Configuration
Managenment nodul e i s anal ogous to Controller in LMAP parl ance.

The conponent | abel ed Probe Cache Servers is equivalent to LMAP' s
Coll ector. The directed edges between Probes and Configuration
Management nodul es define the Control Channel described in the LMAP
draft. There are sone additional conponents in our architecture, for
i nstance, Update Servers, Plugin Servers and Refined Data Servers,
that are not part of the LMAP proposal. However, one can consider
Update Servers as well as Plugin Servers as being part of the
Controller’s inplenmentation details. Finally the Refined Data Server
can be viewed either as a part of the Collector (if we assune that
the Collector entity has data processing and mning capabilities), or
as a separate upper-level entity that is not addressed by the LMAP

f ramewor k.

6. | ANA Consi derations
There are no | ANA considerations in this neno.

7. Security Considerations
This meno does not address security considerations related to a
measurenent system It is assuned a fully deployed system wil|
comply with the security considerations outlined in the LMAP
framework and its subsequent revisions [ RFC7594].
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