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1. Introduction

Section 4.5 of [nvo3-problemstatenent] describes the back-end
Network Virtualization Authority (NVA) that is responsible for
distributing the mapping information for entire overlay system
[ nvo3-nve-nva-cp-req] defines the requirement for the control
pl ane between NVA and NVE.

This draft describes a mechanismfor NVA to pronptly and
incrementally distribute the inner (TS) to outer (NVE) nmapping
and VN Context to relevant NVEs in a tinely manner.

For ease of description, the term"NAVD' is used to represent the
NVA Address Mappi ng Distribution protocol.

2. Term nol ogy
The following ternms are used interchangeably in this docunent:

- The terms "Subnet" and "VLAN' because it is comon to
map one subnet to one VLAN

- The term"Directory” and "Network Virtualization
Aut hority (NVA)"

- The term "NVE" and "Edge"

Bridge: |EEE Std 802.1Q 2011 conpliant device [802.1F. In this
draft, Bridge is used interchangeably with Layer 2
swi t ch.

NAMD Tinmeout: The time interval that an NVE can assume NVA is
not reachable if the NVE hasn't received any updates
fromNVA during this tinme. NAMD Timeout is an unsigned
byte that gives the amount of time in seconds during
which the NVA will send at |east three update PDUs. An
enpty update is used as a keep alive. It defaults to 30

seconds.
DA: Destinati on Address
DC. Dat a Center
EoR: End of Row switches in data center. Al so known as

aggregation swtches.
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End Station: @Quest OS running on a physical server or on a
virtual machine. An end station in this docunent has at
| east one I P address and at | east one MAC address, which
could be in DA or SA field of a data frane.

LI SP: Locator/ 1D Separation Protocol
NVA: Network Virtualization Authority
NVE: Network Virtualizati on Edge

SA: Sour ce Address

Station: A node, or a virtual node, with I P and/ or MAC addr esses,
which could be in the DA or SA of a data frane.

ToR Top of Rack Switch in data center. It is also known as
access switches in sone data centers.

TS: Tenant System

VM Virtual Machines

VN Virtual Network

VNI D Virtual Network Instance Identifier

3. Overall Requirenment for NVE<->NVA Control Plane

Section 3.1 of [nvo3-cp-req] describes the basic requirenment of

i nner address to outer address mapping for NVG3. A NVE needs to
know t he mappi ng of the Tenant System destination (inner) address
to the (outer) address (IP) on the Underlying Network of the
egress NVE.

Section 3.1 of [nvo3-cp-req] states that a protocol is needed to
provide this inner to outer napping and VN Context to each NVE
that requires it and keep the mapping updated in a tinely nanner.
Timely updates are inportant for maintaining connectivity between
Tenant Systens.
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4. Term nol ogi es and Assunpti ons

NVAs can be centralized or distributed with each NVA hol ding the
mappi ng i nformati on for a subset of VNs. By saying that an NVA
hol ds mapping information for a VN, it nmeans that the NVA has
mappi ng i nformation for all the TSs in the VN

Centralized NVA nmeans that the NVA hol ds mapping information for
all the VNs in the adm nistrative domain. There could be nultiple
i nstances of centralized NVA for redundancy purpose.

A NVA could be instantiated on a server/VM attached to a NVE

very much like a TS attached to a NVE, or could be integrated
within an NVE. When a NVA is a standal one server/VM attached to a
NVE, it has to be reachable via the attached NVE by other NVEs. A
NVA can al so be instantiated on a NVE that doesn’'t have any TSs
attached. The NVE-NVA control plane for NVA being attached to NVE
(like a VM wll require additional functions on NVEs than NVA
bei ng enbedded in a NVE.

NVA shoul d have at | east the following information for each TS:
I nner Address: TS (host) Address family (IPv4/lPv6, MAC,
virtual network Identifier MPLS/ VLAN, etc)

Quter Address: The list of locally attached edges (NVES);
normal ly one TS is attached to one edge, TS could al so be
attached to 2 edges for redundancy (dual honming). One TS is
rarely attached to nore than 2 edges, though it could be
possi bl e;

VN Context (VN I D and/or VN Nane)

Tinmer for NVEs to keep the entry when pushed down to or
pul I ed from NVEs.

Optionally the list of interested renote edges (NVES). This
information is for NVA to pronptly update rel evant edges
(NVEs) when there is any change to this TS attachment to
edges (NVEs). However, this information doesn’t have to be
kept per TS. It can be kept per VN

By saying that a NVE is participating in a VN or the VNis active

on the NVE, it neans that the VN is enabled on the NVE and there
is at least one TS of the VN being attached to the NVE
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5. Overview of NVA Address Mapping Distribution (NAVD) Protocol

The inner-outer address napping coul d change as TSs nove from NVE
to another. At any given period, probably only a snmall set of TSs
woul d nove, resulting in a small portion of changes on the inner-
out er address nmapping. Therefore, it is inmportant to have a
mechani sm for NVA to send increnmental updates to NVEs for the
changes instead of entire database of the mapping entries. This
docunent specifies the incremental update nessages (TLVs) from
NVAs to NVEs, to nmintain data consistency between NVAs and NVEs.

The NAMD nechani sm requires nmessages to distribute NVA content to
all the NVEs, informthe increnental changes to the rel evant

NVEs, and maintain the database consi stency between NVA and NVEs.
This docunent specifies the structures (a.k.a. TLVs) of those
messages, which are referred to as NAMD nessages throughout this
docunment. The NAMD TLVs can be included in BGP or | GP protoco
messages. How they are integrated with the BGP or IPGw Il be
further specified in the correspondi ng worki ng groups.

A NVA can offer services in a Push, Pull nodel, or the
conbi nati on of the two.

In Push nodel, the NVE, upon restart or initialization, sends
requests for all the interested VNs as a nulticast to all the
NVAs. NVAs with the requested VNs use NAMD nmessages to distribute
the mapping entries to the requested NVEs. Wenever, there are
changes in the mapping entries, NVA uses NAMD nessages to only
send the changed portion of the entries.

In the Pull nodel, an NVA periodically sends VN scoped broadcast
messages to all NVEs. An NVE, upon receiving a unknown unicast or
ARP/ ND wi th unknown target NVE, sends the pull request to the NVA
that supports the VN that the targets bel ongs to.

6. TLV for NVE reachabl e addresses

The Reachabl e Interface Addresses (1A) TLV is used to advertise a
set of addresses within a VN being attached to (or reachabl e by)
a specific NVE, and optionally the NVE Virtual Access Point.

These addresses can be in different address famlies. For
exanple, it can be used to declare that a particular interface
with specified | Pv4, | Pv6, and 48-bit MAC addresses in sone
particular VN is reachable froma particular NVE
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Thi s docunment suggests using the Interface Addresses APPsub-TLV
defined by [IA] except using NVE address subTLV in the fourth
field shown bel ow

B s T I i R S e T S e i S R

| Type = TBD | (2 bytes)

i R R R e i T ik ST D I S SR SR T

| Length | (2 bytes)

L N N R R i el S R R R e R

| Addr Sets End | (2 bytes)

B s T I i R S e T S e i S R

| NVE Address subTLV ... (variabl e)

R e o e s T o i

| Fl ags | (1 byte)

e R i s i ol =

| Confidence | (1 byte)

B i ok ST TR S R T

| Tenpl ate (variabl e)

B e i i R S e e e e i T s i ST S T i R TR
| Address Set 1 (size determ ned by Tenpl ate) |
I e e T R e S S i el S S e S S il ot S S SRR R U
| Address Set 2 (size deternined by Tenpl ate) |
R i i T S e i i T e e S e S e o i S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-,,,-+
| Address Set N (size determ ned by Tenpl ate) |
I e e T R e S S i el S S e S S il ot S S SRR R U
| optional sub-sub-TLVs ..

B s o I NI R S S R S

Figure 1. The Interface Addresses APPsub-TLV

Addr Sets End: The unsigned integer offset of the byte, within
the I A APPsub-TLV [I1A] value part, of the |ast byte of the |ast
Address Set. This will be the byte just before the first sub-sub-
TLV if any sub-sub-TLVs are present (see Section 3). If this is
equal to Length, there are no sub-sub-TLVs. If this is greater
than Length or points to before the end of the Tenplate, the IA
APPsub-TLV is corrupt and MJUST be discarded. This field is always
two bytes in size.

7. Push Mechani sm

Under this node, NVA pushes the inner-outer mapping for all the

TSs of the VNs to relevant NVEs. This service is scoped by VN. A
Push NVA al so advertises whether or not it believes it has pushed
compl ete mapping information for a VN. It mght be pushing only a
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subset of the nmapping and/or reachability information for a VN
The Push Model uses the NAMD nessages as its distribution
nmechani sm

Wth the Push nodel, if the destination of a data frane arriving
at the Ingress NVE can't be found in its inner-outer napping

dat abase that are pushed down fromthe NVA, the Ingress edge
could be configured with one or nore of the follow ng policies:

- sinply drop the data frane,

- flood the data frames to other NVEs that have the VN
enabl ed, or

- start the "pull" process to get information from Pull
NVA.
When the NVE is waiting for reply fromthe Pull
process, the NVE can either drop or queue the packet.

One drawback of the Push Mode is that it will push nore napping
entries to an NVE than needed. Under the normal process of edge
cache agi ng and unknown destination address flooding, rarely
used entries woul d have been renoved. It would be difficult for
NVA to predict the conmunication patterns fromito TSs within one
VN. Therefore, it is likely that the NVA will push down all the
entries for all the VNs that are enabled on the NVE.

Anot her drawback with Push nodel: there really can’t be any
source-based policy. It's all or nothing.

7.1. Requesting Push Service

When a NVE is initialized or re-started, it needs to send request
to the relevant NVAs to push down the mapping information for the
active VNs on the NVE. NVE could use Virtual Network scoped
message to announce all the Virtual Networks in which it is
participating to NVAs who have the mapping information for the
VNs. A new subTLV (Enabl ed-VN TLV) is specified here for NVE to
indicate all its interested VNs in the NAMD nessage. The new
subTLV can be included in an | GP protocol nessage or BGP nessage.

For 24-bits VN ID, there could be 16 mllion VNs. Miltiple ways
can be used to express the interested VNs:

Starting VN & End VNs & bit map for the VNs in between.
Starting VN & End VN (for the VNs that are conti guous)
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- Individual VN listing (for a small nunber of VNs that are not
cont i guous)

Therefore 3 different types of subTLV are specified:

B S S

| I NT-VN-TYPE-1 | (1 byte)
+o e e e e e e -+

[ Length [ (1 byte)
i R R R e i T ik ST D I S SR SR T

| Start VN ID | (4 bytes)
i i S e i (I SRR HE S SR R S

I

VNI D bit-map....
B s T I i R S e T S e i S R
Fi gure 2. Enabl ed-VN TLV using bit map

B i S S S

| | NT-VN-TYPE-2 | (1 byte)
B i S S

|  Length I (1 byte)
B i S S S i i T S N S

[ Start VN ID | (4 bytes)
B T I T e e

| End VN I D | (4 byptes)

e e i ol e R SR
Fi gure 3. Enabl ed-VN TLV usi ng Range
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B S R R S
| I NT- VN TYPE- 3 | (1 byte)
B e i o o o

I Length I (1 byte)
B e o o o S S S S o T e R R e

[ VN I D | (4 bytes)
B el o e e T i e e iR e ol o

I VN I D | (4 bytes)
Lt I R R R it T I R R R R R R e

I VN I D | (4 bytes)
B e o o o S S S S o T e R R e

I

+- - +- .+- +- .+- +- .+- +- - - -+
Fi gure 4. Enabl ed-VN TLV using |i st

- Type: indicating different ways to express the VNs that NVE is
participating: INT-VN-TYPE-1 is for using bit map to express the
interested VNs; INT-VN-TYPE-2 is for using range to express the
interested VNs (if the interested VNs are contiguous); |T-VN
TYPE-3 is for using individual VN list to express the interested
VNs.

- Length: Variable.

- RESV: 4 reserved bits that MJST be sent as zero and ignored on
receipt.

- Start VN ID The 24-bit VNID that is represented by the high-
order bit of the first byte of the VN-1D bit-nap.

VN-ID bit-map: The highest-order bit indicates the VN equal to
the start VN ID, the next highest bit indicates the VN equal to
start VWNID + 1, continuing to the end of the VN bit-map field.

If this sub-TLV occurs nore than once in a Hello, the set of
enabled VNs is the union of the sets of VNs indicated by each of
t he Enabl ed- VLAN sub-TLVs in the Hello.

When NVA is distributed, there could be nultiple NVAs with each
hosting mapping information for a subset of VNs.

Each NVA advertises its availability to push mapping information

for a particular virtual network to all NVEs who participate in
the VN. NVEs subscribe the rel evant NVAs.
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The subscription is VN scoped, so that a NVA doesn’t need to push
down the entire set of mapping entries. Each Push NVA al so has a
priority. For robustness, the one or two NVAs with the highest
priority are considered as Active in pushing information for the
VN to all NVEs who have subscribed for that VN

7.2. Increnental Push Service

Whenever there is any change in TS association to an NVE, which
can be triggered by TS being added, renoved, or de-conm ssioned,
an increnmental update has to be sent to the NVEs that are

i npacted by the change. Therefore, proper sequence nunbers have
to be maintai ned by NVA and edges NVEsS. NAMD i ncrenental nmessage
is used to update and maintain the database consistency between
NVAs and NVEs. We assune that NVA gets notification from an
authoritative source, such as VM nanagenent system when TS- NVE
attachnent changes occur.

A new TLV is needed for to carry NAMD ti meout value and a flag
for NVAto indicate it has conpleted all updates.

If the Push NVA is configured to believe it has conpl ete napping
information for VN X then, after it has actually transmtted al
of its messages for VN X it sets the Conplete Push (CP) bit to
one. It then maintains the CP bit as one as long as it is Active.

B S S s ik N s

| Type I (2 bytes)
B e o o o S S S S o T e R R e

| Length | (2 bytes)
i R R R e i T ik ST D I S SR SR T

| Rl Priority | (1 byte)

e R i s i ol =

| NAMD Ti neout | (1 byte)

BT ek soTE P S TR T

| Flags | (1 byte)

B +

| Reserved for expansion (vari abl e)
e

Figure 3. NAMD Conpl ete TLV

Fl ags: A byte of flags defined as foll ows:
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0 1 2 3 4 5 6 7
B T T Sy S S
| UN CP | RESV I
T e DU

The UN flag indicates that the NVA will accept and properly
process NVA- PDUs sent by unicast

The CP flag is to indicate that NVA has conpleted its update.

8. Pull Mechani sm

Under this node, an NVE pulls the nmapping entries fromthe NVA
when its cache doesn’'t have the nmapping entries.

The mai n advantage of Pull Mde is that the mapping is stored
only where it needs to be stored and only when it is required. In
addition, in the Pull Mde, NVEs can age out mapping entries if
they haven't been used for a certain period of tinme. Therefore,
each NVE will only keep the entries that are frequently used, so
its mapping table size will be smaller than a conplete table
pushed down from NVA

The drawback of Pull Mdde is that it m ght take sone tine for
NVEs to pull the needed mapping from NVA. Before NVE gets the
response from NVA, the NVE has to buffer the subsequent data
frames with destination address to the sane target. The buffer
coul d overfl ow before the NVE gets the response from NVA
However, this scenario should not happen very often in data
center environnent because nost likely the TSs are end systens
whi ch have to wait for (TCP) acknow edgenent before sending
subsequent data franes. Another option is forward, not fl ood,
subsequent franes to a default location, if the NVE is configured
with a default node that has the ability to forward data franes
when the NVE doesn’t have the mapping information. This node can
be the gateway, or a re-encapsul ating NVE in NAMD cont ext.

It worth noting that the practice of an edge waiting and dropping
packets upon receiving an unknown DA is not new. Mst depl oyed
routers today drop packets while waiting for target addresses to
be resolved. It is too expensive to queue subsequent packets
whil e resol ving target address. The routers send ARP/ND requests
to the target upon receiving a packet with DA not in its ARP/ND
cache and wait for an ARP or ND responses. This practice

nm ni i zes flooding when targets don't exist in the subnet. Wen
the target doesn’t exist in the subnet, routers generally re-send
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an ARP/ND request a few nore times before dropping the packets.
The holding time by routers to wait for an ARP/ND response when
the target doesn’t exist in the subnet can be | onger than the
tinme taken by the Pull Mdde to get napping from NVA

8.1. Pull Query Format
Here are some events that can trigger the pulling process:

0 An NVE receives a data frame fromthe attached TSs with a
destination whose attached NVE i s unknown, or

0 The NVE receives an ingress ARP/ND request for a target
whose |ink address (MAC) or attached NVE i s unknown.

Each Pull request can have queries for nultiple inner-outer
mappi ng entries. The nessage format is defined bel ow

0 1 2 3
01234567890123456789012345678901
T S e i ks i it St S R R R S S TR T T i S i ol T S S S S S
Ver | Type | Flags | Count | Err | SubEr r |
B T e e S e i e i i S T S S e S S i o i TR S N
Sequence Nunber |
B i T T S O S e T S S o i s DI S S o

+

1
+
1

3.

=

B T e

A
-<
+ N+ -+

[
+

[

[
+

[

B i k. e U

1
+ -
-
1
+

m +
3.
A

i S S S T S S

FT T T T T+
T
+mM+m+
+

1
+
+
-+

D +

ENg

Pul

N i e

Fi gur ery TLV

Type: 1 for Query. Queries received by an NVE that is not a
Pull NVA result in an error response unless inhibited by rate
limting.

Fl ags, Err, and SubErr: MJST be sent as zero and ignored on
receipt.

Count: Number of QUERY Records present. A Query nmessage Count
of zero is explicitly allowed, for the purpose of pinging a
Pul | NVA server to see if it is responding. On receipt of such
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an enpty Query nmessage, a Response nessage that also has a
Count of zero is sent unless inhibited by rate Iimting.

QUERY: Each QUERY Record within a Pull Directory Query nessage
is formatted as follows:

0 1 2 3 4 5 6 7 8 910 11 12 13 14 15
T S T T T S i s

| Sl ZE | RESV | QIYPE |
S

If QTYPE = 1
T e L Ty ey SIS
| AFN

B T T T S S e I
| Query address ..
i SRR pup S S

If QIYPE = 2, 3, 4, or 5
e L g S
| Query frame ..

I S i Sup S

SI ZE: Size of the QUERY record in bytes as an unsigned integer
starting after the SIZE field and followi ng byte. Thus the

m nimum | egal value is 2. A value of SIZE less than 2 indicates
a mal formed QUERY record. The QUERY record with the ill egal

SI ZE val ue and any subsequent QUERY records MJST be ignored and
the entire Query nessage MAY be i gnored.

RESV: A bl ock of reserved bits. MJST be sent as zero and
i gnored on receipt.

QITYPE: There are several types of QUERY Records currently
defined in tw classes as follows: (1) a QUERY Record that
provides an explicit address and asks for all addresses for the
interface specified by the query address and (2) a QUERY Record
that includes a frame. The fields of each are specified bel ow
Val ues of QIYPE are as foll ows:

QTYPE  Description

reserved

address query

ARP query frame

ND query frame

RARP query frame

Unknown uni cast MAC query frane
assi gnabl e by | ETF Revi ew

PO WNEO

@
|
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15 reserved
AFN. Address Fanmily Nunber of the query address.

Address Query: The query is asking for any other addresses, and
the address of NVE from which they are reachabl e, that
correspond to the same interface, within the VN of the query.
Typically that would be either (1) a MAC address with the
querying NVE primarily interested in the NVE by which that MAC
address is reachable, or (2) an I P address with the querying
NVE interested in the correspondi ng MAC address and the NVE by
whi ch that MAC address is reachable. But it could be some other
address type.

Query Frane: Wiere a QUERY Record is the result of an ARP, ND,
RARP, or unknown uni cast MAC destination address, the ingress
NVE MAY send the frame to a Pull NVAif the frane is small

enough that the resulting Query nessage not exceeding the MIU

If no response is received to a Pull Directory Query message
within a tineout configurable in mlliseconds that defaults to
200, the Query nessage should be re-transnitted with the sane
Sequence Nunber up to a configurabl e nunber of tines that
defaults to three. If there are nultiple QUERY Records in a
Query nessage, responses can be received to various subsets of
these QUERY Records before the tineout. In that case, the
remai ni ng unanswer ed QUERY Records should be re-sent in a new
Query nessage with a new sequence nunber. |If an NVE is not
capabl e of handling partial responses to queries with nmultiple
QUERY Records, it MJST NOT send a Request nessage with nore
than one QUERY Record init.

8.2. Pull Response
There are several possibilities of the Pull Response:
1. Valid inner-outer address mapping, coupled with the valid
timer indicating howlong the entry can be cached by the
NVE.

The tiner for cache should be short in an environnment where
VMs nmove frequently. The cache tinmer can al so be configured.
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2. The target being queried is not available. The response
shoul d include the policy if requester should forward data
frame in | egacy way, or drop the data frane.

3. The requestor is adm nistratively prohibited fromgetting an
i nformative response.

Pul I NVA Response nessages are sent as unicast to the
requesting NVE. Responses are sent with the sane VN. The
specific data format is as foll ows:

0 1 2 3

01234567890123456789012345678901

B T S S s i S S i i S S T St M

Ver | Type | Flags | Count | Err | SubErr |

I T i T S T ik N S SR S
Sequence Number |

B T s T S i S S S i (T S I S S S o S i

RESPONSE 1

S S S N

RESPONSE 2

T S S i S N

B i i S S e o
RESPONSE K

B i i i S N R S S
Figure 5. Pull Response TLV

+-
I
+-
I
+-
I
+-
I
+-
I
+-
I

Type: 2 = Response.
Fl ags: MJUST be sent as zero and i gnored on receipt.

Count: Count is the nunmber of RESPONSE Records present in the
Response nessage.

Sequence Nunber: There are many Pull Queries from NVEs; each
Pull Query has a different sequence nunber. The Sequence
Nunmber in the Pull Response reflects the sequence nunber for
the query.

Err, SubErr: A two part error code. Zero unless there was an
error in the Query nessage, for which case see Section 3.5.
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RESPONSE: Each RESPONSE record within a Pull NVA Response
message is formatted as fol |l ows:

0 1 2 3 4 5 6 7 8 910 11 12 13 14 15
T L iy ey SIS

| S| ZE |Ov] RESV | I ndex |
B T T T S S e I
[ Lifetine [

T e S T T S S S S
[ Response Data ..
I e o s I e SR SR S S

SI ZE: Size of the RESPONSE Record in bytes starting after the
SIZE field and followi ng byte. Thus the m ninumval ue of SIZE
is 2 |If SIZEis less than 2, that RESPONSE Record and all
subsequent RESPONSE Records in the Response nessage MJST be

i gnored and the entire Response nmessage MAY be ignored.

OV: The overflow flag. Indicates, as described bel ow, that
there was too nuch Response Data to include in one Response
nmessage

RESV: Four reserved bits that MJST be sent as zero and ignored
on receipt.

I ndex: The relative index of the QUERY Record in the Query
message to which this RESPONSE Record corresponds. The index
will always be one for Query nessages containing a single
QUERY Record. If the Index is larger than the Count that was
in the correspondi ng Query, that RESPONSE Record MJUST be

i gnored and subsequent RESPONSE Records or the entire Response
message MAY be i gnored.

Lifetime: The length of time for which the response should be
considered valid in units of 200 nilliseconds except that the
val ues zero and 2**16-1 are special. If zero, the response can
only be used for the particular query fromwhich it resulted
and MUST NOT be cached. If 2**16-1, the response MAY be kept
indefinitely but not after the Pull NVA goes down or becones
unreachabl e. The maxi mum definite tinme that can be expressed
isalittle over 3.6 hours.

Response Data: There are various types of RESPONSE Records.
- If the Err field is non-zero, then the Response Data is a

copy of the correspondi ng QUERY Record data, that is, either
an AFN foll owed by an address or a query frane.
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- If the Err field is zero and the correspondi ng QUERY Record
was an address query, then the Response Data is the contents
of an Interface Addresses APPsub-TLV [I1A]. The nmaxi num si ze of
such contents is 253 bytes in the case when SIZE is 255.

- If the Err field is zero and the correspondi ng QUERY Record
was a frame query, then the Response data consists of the
response frane for ARP, ND, or RARP and a copy of the frane
for unknown uni cast destination MAC.

Mul ti pl e RESPONSE Records can appear in a Response nessage
with the sanme index if the answer to a QUERY Record consists
of multiple Interface Address APPsub-TLV contents. This would
be necessary if, for exanple, a MAC address within a Data
Label appears to be reachable by multiple NVEs. However, all
RESPONSE Records to any particul ar QUERY Record MJST occur in
t he same Response message. |f a Pull NVA hol ds nore nappi ngs
for a queried address than will fit into one Response nessage,
it selects which to include by sone nethod outside the scope
of this docunent and sets the overflow flag (OV) in all of the
RESPONSE Records responding to that query address.

If no response is received froma Pull request within a
configurable tinmeout, the request should be re-transnitted
with the sane Sequence Number up to a configurabl e nunber of
times that defaults to three

8. 3. Cache Consi st ency

It is inmportant that the cached information be kept consistent
with the actual placenent of VMs. Therefore, it is highly
desirable to have a nmechanismto prevent NVEs from using the
stal ed mappi ng entries.

When there is any change in a Pull NVA, such as an entry being
del eted or new entry added, and there nay be unexpired stale

i nformati on at some NVEs, the Pull NVA MJST send an
unsolicited Update nessage to the rel evant NVEs.

To achieve this goal, a Pull NVA server MJST naintain one of
the following, in order of increasing specificity.

1. An overall record per VN of when the |last returned query

data will expire at a requestor and when the |ast query record
specific negative response will expire.
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2. For each unit of data (1A APPsub-TLV Address Set) held by
the NVA and each address about which a negative response was
sent, when the | ast expected response with that unit or
negative response will expire at a requester

Note: It is nuch nore inportant to cache negative reply,
because there are many invalid address queries. Study has
shown that for each valid ND query, there are 100's of invalid
address queri es.

3. For each unit of data held by the NVA and each address
about which a negative response was sent, a list of NVEs that
were sent that unit as the response or sent a negative
response to the address, with the expected tinme to expiration
at each of them

8. 4. Update Message For mat

An Update nessage is formatted as a Response nessage except
that the Type field in the message header is a different
val ue.

Updat e nmessages are initiated by a Pull NVA The Sequence
nunber space used is controlled by the originating Pull NVA
and different from Sequence nunber space used in a Query and
the correspondi ng Response that are controlled by the querying
NVE.

The Flags field of the nmessage header for an Update nessage is
as foll ows:

e e e -+
| FI Pl N| R|
e

F: The Flood bit. If zero, the response is to be unicast. If
F=1, it is nmulticast to relevant NVEs.

P, N. Flags used to indicate positive or negative Update
messages. P=1 indicates positive. N=1 indicates negative. Both
may be 1 for a flooded all addresses Update.

R Reserved. MJUST be sent as zero and ignored on receipt
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8.5. Acknow edge Message Format

An Acknowl edge nessage is sent in response to an Update to
confirmreceipt or indicate an error unless response is
inhibited by rate limting. It is also formatted as a Response
nessage

If there are no errors in the processing of an Update nessage,
the nmessage is essentially echoed back with the Type changed
to Acknow edge.

If there was an overall or header error in an Update nessage,
it is echoed back as an Acknow edge nessage with the Err and
SubErr fields set appropriately.

If there is a RESPONSE Record level error in an Update
message, one or nore Acknow edge nessages may be returned.

8.6. Pull Request Errors

8.

7

If errors occur at the query level, they MIST be reported in a
response nessage separate fromthe results of any successfu
queries. If nultiple queries in a request have different
errors, they MJUST be reported in separate response nessages.

If multiple queries in a request have the sane error, this
error response MAY be reported in one response nessage.

Redundant Pull NVAs

There could be multiple NVAs hol ding mapping information for a
particular VN for reliability or scalability purposes. Pul
NVAs advertise thensel ves by having the Pull Directory flag on
in their Interested VNs sub-TLV [rfc6326bis].

A pull request can be sent to any of themthat is reachable
but it is RECOWENDED that pull requests be sent to a NVA that
is least cost fromthe requesting NVE

9. Hybrid Mde

For some edge nodes that have great nunber of VNs enabl ed and
conbi ned nunber of TSs under all those VNs are |arge, nmanaging
the inner-outer address nmapping for TSs under all those VNs
can be a challenge. This is especially true for Data Center
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gat eway nodes, which need to communicate with a majority of
VNs if not all.

For those NVE nodes, a hybrid node shoul d be consi dered. That
is the Push Mbde being used for some VNs, and the Pull Mode
being used for other VNs. It is the network operator’s

deci sion by configuration as to which VNS’ mapping entries are
pushed down from NVA and which VNs’ mapping entries are
pul | ed.

In addition, NVA can informthe NVE to use |l egacy way to
forward if it doesn’t have the mapping information, or the NVE
is administratively prohibited fromforwarding data frame to
the requested target.

10. Redundancy

For redundancy purpose, there should be nmultiple NVAs that hold
mappi ng i nformation for each VN. At any given tinme, only one or a
smal | nunber of push NVAs is considered as active for a
particular VN. All NVAs should announce its capability and
priority to all the edges.

11. Inconsistency Processing

If an NVE notices that a Push NVA is no | onger reachable, it MJST
i gnore any mapping entries fromthat NVA because it is no |onger
bei ng updated and nay be stale.

There may be transient conflicts between mapping information from
di fferent Push NVAs or conflicts between | ocally |earned
informati on and i nformation received froma Push NVA. NVA nay
have a confidence level with address table information so, in
case of such conflicts, information with a higher confidence
value is preferred over information with a | ower confidence. In
case of equal confidence, Push NVA information is preferred to
locally learned information and if information from Push NVAs
conflicts, the information fromthe higher priority Push NVA is
preferred.
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12.

13.

Protocols to consider to carry NAMD nessages

NAMD nessages can be carried by 1GP, BGP, or even OVSDB. NVO3B WG
only focuses on specifying the NAMD nessage structure. How NAMD
TLVs are integrated with BGP or | GP nessages will be discussed in
the correspondi ng W&ss, e.g. BESS WG

OVSDB (Open vSwi tch Dat abase Managenent protocol - RFC7047 by

i ndi vi dual submi ssion), is to bootstrap a vSwitch with the needed
configuration (e.g. nunber of flow tables, the pipeline anong
those flow tables, path/link cost, Tiner for Spanning Tree, Hello
Timer, enabling Milticast snooping, etc). After OVSDB bootstrap a
vSwi t ch, OpenFlow is used to dynam cally pass down the flow
entries.

Theoretically, some conponents of OVSDB can be potentially
adopted (with update) to achieve the control plane between NVA
and NVE. For exanple, changes to OVSDB are needed to address

- How Edge nodes request for Push?

- How Edge nodes express the participated VNs?

- How NVA express the supported VNs ranges/list/?

- How Edge nodes feedback new y discovered attached TSs to
NVA

- How Edge nodes exchange mappi ng anong t hensel ves.

Security Considerations

Incorrect information in NVA can result in a variety of security
threats including the follow ng:

Incorrect directory mappings can result in data being delivered
to the wong hosts/VMs, or set of hosts in the case of nulti-
destination packets, violating security policy.

M ssing or incorrect data in NVA can result in denial of service
due to sendi ng data packets to black holes or discarding data on
i ngress due to incorrect information that their destinations are
not reachabl e.
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14.

15.

16.

Push NVA data nmessages can be authenticated by including an
Aut henti cation TLV. See [ RFC5304] and [ RFC5310].

| ANA Consi derati ons
This section gives | ANA allocation and regi stry consi derati ons.
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