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1. Introduction

The object of SFCis trying to unload services fromlegacy devices in
traditional network and deal with such services through corresponding
service functions which are topol ogically independent from physica
devi ces.

As increasingly | arge nunber of custoners, the possibility of

depl oynent SFC i n broadband network seens energency. And this
docunent ains to illustrate the possibly typical and unified service
function chains in Broadband Networks and anal yze the possible

depl oynents of diverse service function chains in broadband network

In figure 1, here outlines the possible SFC depl oynment architecture

i n Broadband Networks. This architecture tries to sinplify and unify
the services in CPEs and unl oads the services from CPEs to the SFCs
in Access Networks to achieve virtual CPE functions. And as well,
extracts the services in BNASs and offl oads the services from BNASs
to the SFCs in Barrier Networks to acconplish virtual BNAS functions.
As a result of that, the Internet Service Provider can nanage and

mai ntai n the whol e Broadband Networks nore flexibly.
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Figure 1: SFC Architecture of Broadband Network
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2. Convention and Term nol ogy
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
The terns about SFC are defined in [I-D.ietf-sfc-problemstatenent].
The terns about CGV DS-Lite/Lightweight 406/ MAP/ NAT64 are defined in

[ RFC6888] / [ RFC6333]/ [I-D.ietf-softw re-1wiover6]/
[I-Dietf-softwire-map]/ [ RFC6146].
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3. Use cases

The follow ng sections highlight some of the nbst comon broadband
network use case scenarios and are in no way exhaustive.

3.1. Internet Access from Honmes

Figure 2 illustrates an abstract architecture of broadband network,
including CPE sitting in honme access network, BNAS as broadband
access network gateway, CR |l ocated in bone network and the Internet.

SR T + - + Fommme oo +

| CPE| - ----- | BNAS |[-------- | CR |------ | I'nternet]
+---+ Fomm - - - + +----- + Fomm e oo - +

Figure 2: Architecture of Broadband Network

Al so, the Broadband Forun(BBF) is devel oping a study docunent (SD
326), which ains to study market requirenents and usecases for

Fl exi bl e Service Chaining. Except that, this docunent tries to
devel op nore typical usecases in Broadband Networks

3.1.1. Native I Pv4 Network or Native |Pv6 Network

->
+--- + B + B + [ ST +
[ [ | DPI/ DFI | | LB/ | |URL Filter|---|
|--] UM|---] [/Qos |---] FRR|---| [FWPC | |
| R B + | +----- S I + |
T e + | | | [ +
I
| CPE| - -] BNAS-|------- R R | oo R AR | CR |-----
rnet|
Fooo oo -- - + S +
B

Figure 3: Native | Pv4 Network or Native |Pv6 Network

Fi gure 3 shows possi bl e depl oynent of SFC in native |Pv4 network or

native | Pv6 network. As UM users nanagenent) service, which is the

mai n service of BNAS device in traditional network, consunes |arge

menory and resources, it seens reasonable to decouple UM service from
| egacy BNAS device and treat it as a service node , which may include

DHCP, AAA functions and sone other functions related to users
managenent. And what!_s nore, only users subscription nessages

(protocol nessages) go through UM service. Once a user is approved

by UM service, the following data flow of this user go through the
ot her service function chain which is assigned to this data fl ow

"BNAS-’' neans sone functions have been unburdened fromtraditiona
BNAS, such as user nmanagenent, Qos, Load Bal ance and so forth.
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Gven that SFC is applied in Broadband network, the main SFs may
cover: User Managenment, DPlI, DFlI, Qos, Load Bal ance, Fast Reroute,
URL Filter,Firewall,Parental Control and so forth. And the possible
order is not as strict as above. The upstream downstreamtraffic may
go through different pernutations and conbi nati on of these SNs. For

exanpl e:

SFCL: WM

This SFC stands for the process of subsribers! log-in and | og-out.
Al'l the broadband subscribers! |og-in nessages and | og-out nessages

need go through this SFC. After approved by this SFC, then the users
flow can access the Internet or other services.

SFC2: Qos

This SFC shows sonme bandwi dth restrictions or several priority-based
schedul es are applied to this approved subscriber. Al nost each hone
subscri ber has a correspondi ng subscri bed bandwi dth, different
services froma home have distinctive priority as well. As a result,
this is a basic SFC used in internet access from hones.

SFC3: Qos--LB

Thi s SFC extends SFC2, which utilizes |oad bal ance to offl oad
approved subscribers! _flow froman overload path. This is also a
typical scenario in broadband network, especially in netropolitan
area network.

SFC4: Qos--LB--URL Filter

Based on SFC3, this SFC gives extra restrictions to the content that
t he approved subscriber wants to access.

SFC5: Qos--Parental Contro

This is simlar to SFC4, except there is no Load Bal ance. Anot her
difference is that SFC5 offers some restrictions to downstream
traffic in terms of content. SFC5 allows sone |egal or appropriate
contents to flow to subscribers, while sone illegal or inappropriate
contents are bl ocking.

3.1.2. 1Pv4/1Pv6 Coexist Network
As showed below in figure 4, the main difference between | Pv4/lPv6
nati ve network and | Pv4/1Pv6 coexist network is whether there exists

a NAT funtion. Although in IPv4 native network, there nmaybe exi st
NAT44 function as a result of limted | Pv4 address, we try to put
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this scenario together with other IPv6 transition scenarioes in this
section and discuss themin detail.

->
+--- + Hoeeeem - + +----- + E +
| | | DPI/ DFI | | LB/ | |URL Filter]|---]|
|----- | NAT | ---] /Qs |---] FRR|---]| [ FWPC | |
| LR I I S + | +----- + | A---------- + |
B ey + [ [ [ +-- - - - + +-
+
| CPEL -+ BNAS- |- |- |- |- | R |---]
B + +--- - - + +-
+

Figure 4: |Pv4/1Pv6e Coexist Network

Whet her NAT stands for NAT44 or NAT64 or NAT46 depends on the the
Internet Server Provider. |t rmay be NAT44, which reflects the
communi cati on between | Pv4 private custoner and | Pv4 public server
O it may be NAT64, which neans the conmuni cati on between | Pv6
custoner and | Pv4 Server. And where NAT is deployed is the
preferance of the Internet Server Provider as well. It may be
besi des BNAS, whi ch stands for distributed depl oynent, or besides
CR, whi ch represents central depl oynment.

Above figure 4 just gives a sinple exanple of a possible depl oynent
position in distributed depl oynent scenario. Actually, there are
some other conplicated IPv6 transition scenarioes . And this section
tries to give sone typical exanples in | Pv4/IPv6 coexist network, and
conclude a feasible SFC architecture in | Pv4/1Pv6 coexi st network.
Also, in the follow ng sections, the other SFs enphasized in section
3.1.1 are not highlighted, just try to keep the diagram sinple and
suitable for the draft’s specification

3.1.2.1. NAT44

Figure 5 illustrates a sinple NAT44 scenari o how SF-NAT is depl oyed
and how SF- NAT may worKk.
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External realm |

| SP network--> |----cmmeaeaa +
| e I
| | SF-NAT44 |
[ el [N
[------m-e--- +

-] ----+
........... | BNAS- |
Internal realm ++------ ++

| SP net wor k- -> | |

Figure 5: NAT44

In distributed broadband networks, SNs nay be depl oyed besi de BNAS
These SNs may contain or logically connect to SF-NAT and ot her
service functions such as UM QCS, Load Bal ance, etc.

Here gives an exanple of possible SFC in | Pv4/1Pv6 coexist network,
whi ch conbi nes NAT function with the service functions in native
| Pv4/ 1 Pv6 net wor K.

SFC6: Qos--NAT--LB--URL Filter

SFC6 conbi nes NAT function with SFC4, and represents the classica
scenario in | Pv4/ |1 Pv6 coexist network. After custoners have
subscri bed, apply subscriber-based Qos policy, then transform | Pv4/
| Pv6 address into | Pv4 address, and do five-tuple |oad bal ance for
the out bound traffic.

At |ast, nmonitor the outbound traffic and deci de whether to permt
themto the internet or block them

After the first packet of an outbound flow has been processed by this
SFC, this SFC can do SFP optimization to bypass NAT service function
to improve the experience of this subscriber. Then, for the

foll owi ng packets of this outbound flow, the SFF connects to NAT
service function can forward them according to the forwarding table
which is derived fromthe NAT service function.
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As for the inbound flow of this subscriber, there exists an open
i ssue: how the inbound flowis steered to the sanme NAT service
function or the sanme SFF which connects to the sanme NAT service
functi on.

3.1.2.2. DS-Lite

Figure 6 describes a scenario of DS-lite, which conpletes |IPv4d
communi cati on between | Pv4 private custoner and | Pv4 server across

| Pv6 network through tunnels. And the main principle of DS-Lite is
to encapsul ate | Pv4 packets in | Pv6 Header and forward this |Pv4-in-
| Pv6 packets to CGN device and enforce NAT function in CGN device.
General |y, CGN device resides in BNAS devi ce.

T +
| 1Pv4 Host |
S S +
I
Fommem e e [--------- +
CPE-
Fomm - oo - - |[--------- +
S +
| H--mnn |-------- +
| | SF-Dslite-Enc|
| [ [-------- +
e e e e e e e e e e +

oo NURSEEEEE +
BNAS- |

b NEEEEEEEES +
e e e e e e e e +
[ Fom e o - [---------- +
| | SF-Dsl it e-Dec |
| | SF- NAT |
| Hommmmm [---------- +
) +
|
I

________ [--------

/ | \

| 1Pv4 Internet |

\ | /

Figure 6: DS-Lite
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SFC7: Dslite-Enc---Dslite-Dec---NAT---LB---URL Filter

When t he outbound flow are received by the CPE, the CPE sends themto
a specific classifier which determ nes the flow should be forwarded
directly or dealed with DS-Lite process. if the flow should be deal ed
with DS-Lite process, then the classifier sends the datagram wi thin
servi ce header encapsul ation to Softw re-SN which contains SF-Dslite-
Encapsul ation instance. |In this instance, it fulfils DS-Lite
encapsul ate and then encapsul ates overlay header and forwards this
flow to nexthop in the traditional network.

Next, the BNAS- receives the processed flow, the BNAS- sends themto
a classifier and finds they are legal flow and need to be dealed with
DS-Lite process. then, this flow are forwarded to SF-Dslite-

Decapsul ation to decapsul ate DS-Lite encapsul ation. And as well,
forwarded to SF-NAT to create and nmaintain the NAT mapping table for
DS-Lite subscriber. SF-Dslite-decapsulation and SF-NAT can reside in
one service function or two different service functions. After that,
compl etes the subsequent SFs.

In other words, BNAS-,itself, would decouple DS-lite-rel ated
functions to specific service function(s). Wat!_s nore, if SFP
optinmization function is enabled, BNAS- acts as SFF whi ch connectes
to SF-NAT, and derives the NAT/forwardi ng table from SF- NAT and
bypasses SF-NAT to inprove the experience of this subscriber

If deploy SFC7 in this scenario, there also exists a consideration
how to address the relationship between the access side SFC donain
and the network side SFC domain. |f they are deployed in two

di fferent SFC domai n, how to cooperate between the SF-Dslite-
Encapsul ati on service function and SF-Dslite-Decapsul ati on service
function. On the other hand, if they are deployed in one big SFC
domain, it seens nore feasible to carry out this SFC/.

3.2. Internet Access fromEnterprises
----- >
Fom e - + H-- - - - + Fom e - +
| DPI/ DFI | | LB/ | |URL Filter|---|
+----- + [----] /Qos |---] FRR|---| /FWPC | |
| host 1] - -| Fomm e + | Hommma- + | +----- S I +
+----- + | |URL Filter| +----- + | +----- + +
--------- +
---| IFWPC |--| SR |----------- [--------- [------mma- - | CR |---
I nt ernet |
H--mnn + Fomm e +  4----- + H--mnn + +
--------- +
| host 2| - -|
+----- +

Figure 7: Internet access fromenterprises
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Internet access fromenterprises is another network service. They

| ease some ports or even sone devices fromlInternet Server Providers.
In addition to internal s service functions which are situated in the
internal enterprise network, there maybe depl oy many external |SP!_s
service functions which are sitted on the way to the internet. -.And
what! s nore, there nmaybe deploy | Psec along with VPN users for the
sake of the security of enterprise network.

Internal service functions may include: Firewall, NAT function, etc.

As for external service functions deployed by ISP, typical service
functions are VPN, |ike L2VPN, L3VPN, | Psec, | Psec VPN etc.
Conventionally, there is a NAT function residing on SR, converting
VPN traffic to public traffic to access the internet.

In sone cases, service providers need to assign differentiated
services to VPN users. |In other words, different VPN users nmay go
through differentiated SFC. But, VPN traffic are all encapsulated in
outer MPLS header or some other transport headers, how the public
network elements classify themto different SFCs? At this ting,
there maybe need create a mappi ng between VPN | D/ VPN Nane and
correspondi ng SFC on the service provider edge device.

O her external service functions involved in Internet access from
enterprise network maybe sinilar to hone network, for exanple,

DPI, DFl, Qos, Load Bal ance, URL Filter,Firewall,Parental Control and so
on.

SFC8: URL Filter--FW--NAT---Qos---Load Bal ance----FW

Here, you may see two FWfunctions. One is in the inner of
enterprise, which represents the URL constrains fromthe perspective
of enterprise. VWhile the other one is sitted in the ISP network, out
of the inner enterprise, and stands for the URL restrictions fromthe
standpoi nt of ISP

3.3. Internet Access from Canmpuses
TBD

3.4. Added-val ue Service Access
To pronote their primary service, ISP try to provide val ue-added
services to add value to the standard service offering. Here maybe

focus on sone significant val ue-added services in broadband network
such as I PTV,VO P, etc.
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3.4.1. Destination Address Accounti ng(DAA)

Figure 8 illustrates a possible deploynent of DAA funtion in
br oadband net wor k.

E - +

| host 1] - -|

+----- + | A + - - oo - + +----- + - - +
--] CPE |---| BRAS+DAA |[------ | CR |---] Internet]|

H--mnn + | A + Feeemmeaaas + H--mnn + Feeeeeeaa- +

| host 2| - -|

E - +

Fi gure 8: DAA Depl oynent in broadband network

In this diagram DAA assists BRAS to acconplish finer-granularity

out bound filter or/and inbound filter based on destination IP
address. But,in central deploynment scenario of DS-Lite, there is a

| Pv4-in-1Pv6 tunnel fromCPE to CR As a result of that, BRAS cannot
identify the true I Pv4 destination address in this IPv4-in-I1Pv6
packets. And then, BRAS cannot enforce DAA function to manage the
subscri ber nmore flexibly.

SFC9: DAA----Dslite-Enc----Dslite-Dec----NAT
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S R + S R +
Host1 | Host2 |
B B + B B +
S I ----- + S I ----- +
| CPE2- | |  CPE2- |
[ | ----- + [ | ----- +
I I
|-oeemees EREEERREE |
I
S RS [--------- +
| SF- DAA |
[ - [--------- +
B I --------- +
| SF-Dslite-Enc [
S [--------- +

[ | | -------- +
CR I
oo [ -mmeee *
o e e e meee oo +
| S | ----- +
| | SF-Dslite-Dec |
[ [ SF- NAT [
| Fomm e |----- +
om e e eeeo oo +
I
I
________ I________
/ [ \
| I nt er net |
\ | /

Figure 9: DAA + Softwi re Deploynent in broadband network

3.4.2. |IPTV

Figure 10 illustrates a possible depl oynent of |IPTV network via SFC
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ER

| STB1|------- |
+----+ [

oo+ Foem - + T +

| STB2| ---| BNASL-|----| Q0SL |--------- |
RS —— Fomme o - + R —— +

| STB3| - ------ |

I
|
+----+ [
I
L pp—— |

ot | DPI/DFI |----- | CDN |

oo+ Foem - + T +

R Fomm e + O +

Figure 10: 1 PTV network via SFC

IPTV is a IP nmulticast service, in which nmulti-subscribers should
receive the same traffic fromthe nmulticast source |ike Content
Distribution Network. Supposed there are six |PTV subscribers, from
STB1 to STB6, they are located in different districts and they al
need to receive traffic fromProgram 1. A possible SFC abstract here
is :

SFC10: DPI--Qos1

| ---Qos2

In SFC10, as for the inbound traffic, there are two different
outputs, Qosl and Qos2. Firstly, traffic fromnulticast source go
t hrough DPI, which used for detecting whether the nulticast traffic
are legal or unmalicious. After that, legal traffic propagate to
different Qos, and next, each goes through different BNAS- to

di fferent STB subscirbers separately.
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3.4.3. Vol P/ MIP

TBD
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4. Consi derations
4.1. Service Function Chain Symetry

A conpl ete end-to-end access in broadband network should consist of a
set of service function instances in a specific order. Such as:

4.2. Deploying consideration

4.2.1. Standal one node
I n broadband networks, service function conponents are hangi ng next
to routers such as CPEs/BNASs/CRs. All traffics would be received
and steered by routers. Routers send the traffic to classifier in

which traffic that matches classification criteria is forwarded al ong
a given SFP to realize the specifications of an SFC

Xie, et al. Expires April 9, 2016 [ Page 17]
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Fommm e e e e +
Host |
Fomm - - Fomm - - +
I
I
S Ry [--------- + T +
I [ I
| CCE @ ----- > | SFP | |
I SRR I
Fomm e - [--------- + S +
I
I
........ [-------
/ | \
| | SP core network |
\ [ /
_______ | -------
I
I
B S | --------- + e +
I I [ I
[ BNAS [----> | SFP [ [
I Sl B I
S Ry [--------- + T +
I
I
________ [--------
/ [ \
| I nt er net |
\ | /

Figure 11: Standal one node
Take DS-Lite CGN for exanple.
Qut bound traffic:

In the exanple shown in Figure X, a datagramreceived by the CPE from
the host at address 10.0.0.1, using TCP DST port 10000, will be
translated to a datagramwith | Pv4 SRC address 192.0.2.1 and TCP SRC
port 5000 in the Internet.

When the datagram 1 is received by the CPE, the CPE sent it to a
specific classifier which deternines the datagram shoul d be forwarded
directly or dealed with DS-Lite process. Then the classifier sends
the datagramwi thin service header encapsulated to the first el enment
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of SFP. SF-SOFTW RE encapsul ates the datagram in anot her datagram
(datagram 2) and forwards it BACK to CPE over the softwire. The

dat agram 2 woul d be sent to the Dual -Stack Lite carrier-grade NAT by
CPE.

When the BNAS receives datagram 2, the BNAS sends it to a classifier
and find it need to be dealed with DS-Lite process. Then the
classifier send the datagramwi thin service header encapsulated to
the first el ement of SFP.

SF- SOFTW RE decapsul ates the datagram 2 to datagram 1 and forwards it
SF- NAT, which deternmines fromits NAT table that the datagram
received on the softwire with TCP SRC port 10000 should be translated
to datagram 3 with I Pv4 SRC address 192.0.2.1 and TCP SRC port 5000.

The transl ated datagram woul d be al so sent back to BNAS for next
f orwar di ng.

| nbound traffic:

Fi gure x shows an inbound nessage received at the classifer. When
the BNAS receives datagram 1, the BNAS sends it to a classifier

Then the classifier sends the datagramwi thin service header

encapsul ated to the first element of SFP. SF- NAT | ooks up the I P/
TCP DST information in its translation table. 1In the exanple in
Figure 3, the NAT changes the TCP DST port to 10000, sets the |IP DST
address to 10.0.0.1, and it will be sent back to BNAS to forwards the
datagramto the softwire. The SF-SOFTW RE of the CPE decapsul ates
the |1 Pv4 datagraminbound softwire datagram and forwards it to the
host .

4.2.2. Directly connecting node
There is another node to deploy service function conponents. In
br oadband hone networks, service function conponents are directly
connected to the network. They are connected straight to a BNAS or
Rout er s.

Under this scenario, it seens |like nore costly than standal one node
during transition period.
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| R R +
out | Host |
| +----- +----- +
v I
Foemmmmaas [--------- + Fomm e e +
[ | -out->classifier A
| | oo |------ +
I CPE I I
I I I
[ [ out
R I\N-------- + |
N I
+< in +o-mm - - V------ +
I
| SFP A |
I I
< - - out----- Fo----- IN----- +
|
R Vemmmmmmm - + |
I I |
I I |
I BNAS I '
| Rttt | B +
[ | ==i n=>cl assifier B
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\ I I
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Figure 12: Directly connecting node
Take NAT44 for exanple.
Qut bound traffic:

For directly connecting node, the difference in dealing with traffic
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is whether the network steer the traffic | oopback. That neans
service function node could send datagrans directly to the next hop

For exanpl e, when the outbound datagramis received by the BNAS and
processed by classifer A and SF-NAT which forward the processed
dat agram strai ght next to router

| nbound traffic:

It is quite simlar with the process of dealing wth outbound
traffic. when the inbound datagramis received by the router and
processed by classifer B and SF-NAT which forward the processed
dat agram strai ght next to NAT BNAS.

4. 3. Pool consideration

In traditional networks, pools are configured in router one by one.
Pool configuration nmeans these | P addresses in each pool MJIST be
advertised for creating forward routing path to ensures that the
message is routed to the correct target, especially to inbound
traffic. Thus, pool location is a problemwe nmust face to in SFC
f ramewor k.

I n standal one node shown in figure 6, pool could be configured in the
classifier beside gateway and advertised by the gateway itself. The
classifier would assign | P addresses to service functions for
creating mapping table. Both-bound traffic should be forward to
gateway first and then for NAT treatnent in relative service function
conponents.

In Directly connecting node shown in figure 7, pool could be
configured in classifier B and advertised by classifier B for
creating inbound routing path.
There is a nechanismto nanage the address pools centrally. Pools
could be assigned to classifiers by managenent server which is
handl ed by Operators centrally.

4.4. NAT traversa
TBD

4.5. Unify honme router

TBD
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5. | ANA Consi derati ons

This meno includes no request to | ANA
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6. Security Considerations

TBD
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