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Abstract

Service Functions (e.g., Firewall, NAT, Proxies and Intrusion
Prevention Systens) generate packets in the reverse flow direction to
the source of the current in-process packet/flow In this docunent
we di scuss and propose how to support this required functionality

wi thin the SFC framewor k

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on October 31, 2016
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1. Introduction

Service Functions (e.g., Firewall, NAT, Proxies and |ntrusion

Prevention Systens) generate packets in the reverse flow direction

destined to the source of the current in-process packet/flow In

some cases, devices generate packets wi thout any in-process packet.
Packet generation is a basic intrinsic functionality and therefore
needs to be supported in a service function chaining depl oynent.

2. Pr obl em St at enent

The chal l enge of this functionality in service chain environnents is
that generated packets need to traverse in the reverse order the sane
Servi ce Functions traversed by original packet that triggered the
packet generati on.

Al though this mght seemto be a straightforward problem on further
i nspection there are a few interesting challenges that need to be
solved. First and forenpst a few requirenments need to be net in
order to allow a packet to nmake its way through back to its source

t hrough the service path:

0 A symmetric path ID needs to exist. Symetric path is discussed
in [SymmetricPat hs]

0 The SF needs to be able to encapsul ate such error or proxy packets
in a encapsul ation transport such as VXLAN GPE
[I-D.ietf-nvo3-vxlan-gpe] + NSH header [I|-D.ietf-sfc-nsh]

0 The SF needs to be able to determine, directly or indirectly, the
symretric path I D and associ ated next service-hop index or
alternatively, indicate reverse path for the service path IDin
the original packet

3. Definitions and Acronyns
The reader should be famliar with the ternms contained in

[I-D.ietf-sfc-nsh] ,[I-D.ietf-sfc-architecture] and
[I-D.ietf-nvo3-vxl an-gpe]
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Assunpt i ons

We nake the follow ng assunption throughout this docunent

4.
1
2.
3.
Penno,

An SF coul d be connected to nore than one SFF directly. [In other
words, a SF can be nulti-homed and each connection can use
di fferent encapsul ati ons.

After forwarding a packet to an SF, the SFF al ways has
connectivity to the next hop SFF to conplete the path. This
means the following Figure 1 scenario is not permitted. (SFF2
cannot conplete the forward path which contains SFF3 and
potentially SFs connected to SFF3.)

/ \ / \
( SF1) ( SF2 )
\ / \ I\
o o \
I I \
| | \
+- - - - -+ +- - - - -+ \+------ +
...---+ SFF1 +------ + SFF2 | | SFF3 +---..
Fom e e + Ho - oo -+ Fom e e +
I
I
[F

RSFP Forward -> SFF1 : SF1 : SFF1 : SFF2 : SF2 : SFF3
Fi gure 1: Arrangenent not supported

Forward and reverse paths may be required to utilize different
service function forwarders. In the Figure 2 below, if SF2 is
directly connected to SFF2A and SFF2B, there could be a case that
SFF2A only has the forwarding rules for the forward path, and
SFF2B only has the forwarding rules for the reverse path.

et al. Expi res Cctober 31, 2016 [ Page 4]
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/ \ / \ / \
( SF1) ( SF2 ) ( SF3)
\ /\ \ /\ \ /\
S S S
I \ I \ I \
I I I I I I
+----- -+ e oo - - + +----- -+
.---+ SFF1A +-|----- + SFF2A +-|----- + SFF3A +-|---
Fom oo - + | Fom oo - + | Fom oo - + |
+---L---+ +---L---+ +---L---+
.---+ SFF1B +------- + SFF2B +------- + SFF3B +----- C.
Fomm - + Fomm - + Fomm - +

Symmetric Pat hs:

RSFP Forward -> SFF1A : SF1 : SFF1A : SFF2A : SF2 :
SFF2A @ SFF3A : SF3 : SFF3A ...

RSFP Reverse <- SFF1B : SF1 : SFF1B : SFF2B : SF2
SFF2B : SFF3B : SF3 : SFF3B

Asymretric Paths (skipping SF2 on reverse):

RSFP Forward -> SFF1A : SF1 : SFF1A : SFF2A : SF2 : SFF2A :
SFF3A : SF3 : SFF3A ...

RSFP Reverse <- SFF1B : SF1 : SFF1B : SFF2B
SFF3B : SF3 : SFF3B

Fi gure 2: Supported SFF arrangenent

Assunption #2 allows an SF to al ways bounce a packet back to the SFF
that originally sent the packet. Due to #3, an SF has to determ ne
whi ch SFF to send the generated packet to. It cannot treat generated
packet the same way as forwarded packet, as in #2.

These assunptions make sense for certain inplementation. However,
some inplenentations are free of the constraints in #3, which wll
simplify the SF logic in handling generated traffic.

5. Service Function Behavi or
When a Service Function wants to send packets to the reverse
direction back to the source it needs to know the symmetric service

path ID (if it exists) and associated service index. This
information is not available to Service Functions since they do not

Penno, et al. Expi res Cctober 31, 2016 [ Page 5]
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need to performa next-hop service | ookup. There are four
recomended approaches to solve this problemand we assunme different
i mpl ement ati ons mi ght make different choices.

1. The SF can receive service path forwarding information in the
same manner a SFF does.

2. The SF can send the packet in the forward direction but set
appropriate bits in the NSH header requesting a SFF to send the
packet back to the source

3. The classifier can encode all information the SF needs to send a
reverse packet in the nmetadata header

4. The controller uses a determnistic algorithmwhen creating the
associ ated symmetric path I D and service index.

W will discuss the ranifications of these approaches in the next
secti ons.

5.1. SF receives Reverse Forwarding Information
This solution is easy to understand but brings a change on how
traditionally service functions operate. It requires SFs to receive
and process a subset of the information a SFF does. Wen a SF wants
to send a packet to the source, the SF uses information conveyed via
the control plane to inpose the correct NSH header val ues.
Advant ages:
0 Changes are restricted to SF and controller, no changes to SFF
0o Increnental depl oynent possible

0 No protocol between SF and SFF, which avoids interoperability
i ssues

0 No performance penalty on SFF due to in or out-of-band protoco
Di sadvant ages:

0 SFs need to process and understand Rendered Service Path nessages
fromcontroller

This solution can be characterized by putting the burden on the SF,

but that brings the advantage of being self-contained (as well as
provi ding a nechanismfor other features). Also, many SFs have

Penno, et al. Expi res Cctober 31, 2016 [ Page 6]
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policy or classification function which in fact makes them a
classifier and SF conbination in practice.

5.2. SF requests SFF cooperation

These sol utions can be characterized by distributing the burden

between SF and SFF. In this section we discuss two possible in-band
solutions: using OAM header and using a reserved bit 'R in the NSH
header .

5.2.1. OAM Header

When the SF needs to send a packet in the reverse direction it wll
set the CAM bit in the NSH header and use an QAM pr ot ocol

[1-D. penno-sfc-trace] to request that the SFF i nmpose a new, reverse
pat h NSH header. Post inposition, the SFF forwards t he packet
correctly.

SF Reverse Packet Request

01234567890123456789012345678901
Bl o S T S e i ol it S R R R e S i eI SR TR T S S S e e oA
|Ver| 1] RRRRR R R Length | MD-type=0x1 | OAM Protocol
B E e r e s i s i o T T s S S S S 2
[ Service Path ID | Service Index |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Mandat ory Cont ext Header |
B T i S S i S T h T i S S S S e
| Mandat ory Cont ext Header |
B E e r e s i s i o T T s S S S S 2
[ Mandat ory Context Header |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Mandat ory Cont ext Header |
B T i S S i S T h T i S S S S e
| Rev. Pkt Req | Original NSH headers (optional)

B E e r e s i s i o T T s S S S S 2

(post anbl e)
Ver: 1

CAMBit: 1
Length: 6

Penno, et al. Expi res Cctober 31, 2016 [ Page 7]



Internet-Draft SFC packet reverse April 2016

MD- Type: 1

Next Protocol: OAM Protoco

Rev. Pkt Req: 1 Reverse packet request
Advant ages:

0 SF does not need to process and understand control plane path
nessages.

0o Cear division of | abor between SF and SFF.
o Extensible

0 Oiginal NSH header could be carried inside OAM protocol which
| eaves netadata headers avail abl e for SF-SFF communi cati on

Di sadvant ages:
0 SFFs need to process and understand a new OAM nessage type
0 Possible interoperability issues between SF-SFF
0 SFF Performance penalty

5.2.2. Service Function Forwarder Behavi or
In the case where the SF has all the infornmation to send the packet
back to the origin no changes are needed at the SFF. Wen an SF
requests SFF cooperation the SFF MUST be able to process the OAM
message used to signal reverse path forwarding.
0 Process/decode OAM nessage

0 Exam ne and act on any netadata present in the NSH header

0 Examine its forwarding tables and find the reverse path-id and
i ndex of the next service-hop

The reverse path can be found in the Rendered Service Path Yang nodel
[ RSPYang] that conveyed to the SFF when a path is constructed.

If a SFF does not understand the OAM nessage it just forwards the
packet based on the original path-id and index. Since it is a
special OAM packet, it tells other SFFs and SFs that they shoul d
process it differently. For exanple, a downstreamintrusion
detection SF might not associate flow state with this packet.

Penno, et al. Expi res Cctober 31, 2016 [ Page 8]
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5.2.3. Reserved bit

In this solution the SF sets a reversed bit in the NSH that carries
the sane senantic as in the OAM sol ution di scussed previously. This
solution is sinpler froma SF perspective but requires allocating one
of the reserved bits. Another issue is that the netadata in the
original packet night be overwitten by SFs or SFFs in the path.

When a SFF receives a NSH packet with the reversed bit set, it shal
| ook up a preprogrammed table to map the Service Path ID and Index in
the NSH packet into the reverse Service Path ID and I ndex. The SFF
woul d then use the new reverse ID and I ndex pair to determ ne the SF/
SFF which is in the reverse direction
Advant ages:
0 No protocol header overhead
o Limited performance inpact on SF
Di sadvant ages:
0 Use of a reserved bit
0 SFF Performance penalty
0 Not extensible

5.3. dassifier Encodes Information
This solution allows the Service Function to send a reverse packet
wi thout interactions with the controller or SFF, therefore it is very
attractive. Al so, it does not need to have the QAM bit set or use a
reserved bit. The penalty is that for a MD Type-1 packet a
significant anount of information (48 bits) need to be encoded in the
met adat a section of the packet and this data cannot be overwitten.
Ideally this netadata would need to be added by the classifier
The Rendered Service Path yang nodel [ RSPYang] al ready provides al
the necessary information that a classifier would need to add to the
met adat a header. An explanation of this nethod is better served with
an exanpl es.

5.3.1. Symmetric Service Paths

Fi gure 3 bel ow shows a sinple SFC with symetric service paths
conprising three SFs.

Penno, et al. Expi res Cctober 31, 2016 [ Page 9]
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..................... SFP2 Forward. .......................>
Forward SI 253 252 251

+---+ .- .- .- +---+

| I\ I\ I\ I

| A+------- ( SF1 )------ ( SF2 )------ ( SF3 )---------- + B |

[ [ \ / \ / \ / [

oo -+ e e e oo -+
Reverse SI 253 254 255

S SFP3 (Reverse of SFP2)....................

SFP2 Forward -> SF1 : SF2 : SF3
SFP3 Reverse <- SF1 : SF2 : SF3

RSP2 Forward -> SF1 : SF2 : SF3
RSP3 Reverse <- SF1 : SF2 : SF3

Figure 3: SFC exanple with symmetric path

Bel ow we see the JSON objects of the two symmetric paths depicted
above.

RENDERED_SERVI CE_PATH_RESP_JSON = """

"rendered-service-paths": {
"rendered-service-path": [
{

"nanme": " SFC1- SFP1- Pat h- 2- Rever se"
"transport-type": "service-|ocator:vxl an-gpe"
"parent-service-function-path": "SFCl-SFP1",
"path-id": 3,
"servi ce-chai n-nane": "SFCl",
"starting-index": 255,
"render ed-servi ce-pat h-hop": |

{
"hop- nunber": 0,
"servi ce-index": 255,
"service-function-forwarder-|ocator": "ethQ",
"servi ce-function-nane": "SF3",
"service-function-forwarder": "SFF3"

b

{

"hop- nunber": 1,
"service-index": 254,

Penno, et al. Expi res Cctober 31, 2016 [ Page 10]
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"service-function-forwarder-|locator": "ethQ",
"servi ce-function-nane": "SF2",
"service-function-forwarder": "SFF2"
b
{
"hop- nunber": 2,
"servi ce-index": 253,
"service-function-forwarder-locator": "ethO",
"servi ce-function-nane": "SF1",
"service-function-forwarder": "SFF1"
}
1,
"symetric-path-id": 2
b
{
"nanme": " SFCl- SFP1- Pat h-2"
"transport-type": "service-|ocator:vxl an-gpe"
"parent-service-function-path": "SFCl-SFP1",
"path-id": 2,
"servi ce-chai n-nane": "SFCl1",
"starting-index": 253,
"render ed- servi ce-pat h-hop": |
{
"hop- nunber": 0,
"servi ce-index": 253,
"service-function-forwarder-locator": "ethO",
"servi ce-function-nane": "SF1",
"service-function-forwarder": "SFF1"
b
{
"hop- nunber": 1,
"servi ce-index": 252,
"servi ce-function-forwarder-locator": "ethO",
"servi ce-function-nane": "SF2",
"service-function-forwarder": "SFF2"
b
{
"hop- nunber": 2,
"servi ce-index": 251,
"service-function-forwarder-|locator": "ethO",
"servi ce-function-nane": "SF3",
"service-function-forwarder": "SFF3"
}
],
"symetric-path-id': 3
}
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oo

We will assume the classifier will encode the follow ng information
in the netadata:

0o symetric path-id = 2 (24 bits)

0 symetric starting index = 253 (8 hits)

o symmetric nunber of hops = 3 (8 bits)

0 starting index = 255 (8 bhits)

In the method below we will assume SF will generate a reverse packet
after decrenenting the index of the current packet. W wll cal

that current index.

If SF1 wants to generate a reverse packet it can find the appropriate
i ndex by applying the follow ng al gorithm

current _index = 252

remai ni ng_hops = symetric_nunber _hops - (starting_index - current_index)
remai ni ng_hops = 3 - (255 - 252) =0

reverse_service_index = symretric_starting_index - remaining_hops - 1
reverse_service_index = next_service_hop_index = 253 - 0 - 1 = 252

The "-1" is necessary for the service index to point to the next service_hop

If SF2 wants to send reverse packet:
current index = 253

remai ning_hops = 3 - (255 - 253) =1
reverse_service_index = next_service_hop_i ndex

253 - 1 -1

251
If SF3 wants to send reverse packet:
current index = 254

remai ning _hops = 3 - (255 - 254) = 2

reverse_service_index = next_service_hop_i ndex 253 - 2 - 1 = 250

The following tables in Figure 4 sumrari ze the service indexes as
cal cul ated by each SF in the forward and reverse paths respectively.

Penno, et al. Expi res Cctober 31, 2016 [ Page 12]
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Fwd SI = forward Service
Cur SI = Current Service
Gen SI = Service Index f

RSFP1 Forward -
Nunmber of Hops: 3

Forward Starting | ndex:
Reverse Starting | ndex:

B Fomme oo S
| SF | SF1L | SF2
Fomme oo Fomme o S —
|[Fwd SI | 253 | 252
Fomm e m - oo B
|cur SI | 252 | 251
- Fommm oo O —
|Gen SI | 252 | 253
Fomme oo Fomme o S —

RSFP1 Reverse -
Nunber of Hops: 3

Reverse Starting | ndex
Forward Starting | ndex:

Fomm oo - Fomm e - - Fomm - - -
| SF | SF1 | SF2
Fom oo - Hom e e oo - Homm - - -
| Rev SI | 253 | 254
Fom e e o m e e oo Fom e e
| Cur SI | 252 | 253
Fomm oo - Fomm e - - Fomm - - -
|[Gen SI | 252 | 251
Fom oo - Hom e e oo - Homm - - -

Figure 4: Service ind
fo

SFC packet reverse April 2016

I ndex
I ndex
or Cenerated packets

253
255
. +
| SF3 |
. +
| 251 |
R +
| 250 |
. +
| 254 |
. +
255
253
. +
| SF3 |
. +
| 255 |
. +
| 254 |
. +
| 250 |
. +

exes generated by each SF in the symmetric
rward and reverse paths

.3.2. Symmetric Service Paths, Optim zed

This approach is effectively the same as Section 5.3.1, but with

redundant infornmation re

nmoved such that the reverse-path information

can be packed into 32 bits. This approach is obtained by observing

that the sane arithnetic

i s al ways done on the same constants of

starting_index, symmetric_starting_index and symmetric_nunber _hops.

Penno, et al. Exp
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As before, we require symretric paths, meaning there are two paths
that are exactly the reverse of each other. W assune that the
classifier at each end has available the follow ng information:

0 symetric path-id (24 bits)
0 starting index (8 bits)
0 symetric starting index (8 bits)

o symmetric nunber of hops, which is the same in both directions (8
bits)

The cl assifier computes, for each path, a "reverse service offset":

# Conpute using 8-bit, two' s-conplenent arithnetic:
# (Overflow or underfl ow are okay)
reverse_service offset = symmetric_starting_index

+ starting_i ndex

- symmetric_nunber _of _hops

This reverse_service offset is an 8-bit value that is encoded in
nmet adata along with the 24 bits of reverse_path_id.

01234567890123456789012345678901
B i s T T S T et S S T S I T s sl s ol ST S S S
| | Rever se |
[ Reverse Path ID [ Servi ce [
| | O f set |
B E e r e s i s i o T T s S S S S 2

Met adata format of reverse_info_metadata (32 bits)

We'll refer to the 32-bit value as reverse_info_netadata. Any
Service Function may conpute the NSH fields of a reverse packet as
follows fromthe NSH fields of a forward packet.

reverse. NSH. Service Path_ID =
forward. NSH. reverse_i nfo_net adat a. Reverse_Path_ID
# Conpute using 8-bit two' s-conplenent arithnetic:
# (Overflow or underfl ow are okay)
reverse. NSH. Servi ce_l ndex : =
forward. NSH. reverse_i nf o_mnet adat a. Reverse_Servi ce_O f set
- forward. NSH. Service_Index - 1
reverse. NSH. reverse_i nfo_net adat a. Reverse_Servi ce_ O fset =
forward. NSH. reverse_i nfo_net adat a. Reverse_Servi ce_O f set
reverse. NSH. reverse_info_netadat a. Reverse _Path_ID =
forward. NSH. Servi ce_Path_ID

Penno, et al. Expi res Cctober 31, 2016 [ Page 14]
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As you can see, this approach has the convenient property that the
reverse_info_metadata can be determ ned by a Service Function while
bei ng agnosti c about both forward and reverse paths.

Using the exanple of Section 5.3.1, these values are used for the
SFP2 Forward pat h:

0 starting_index=253
0 symmetric_starting_ index=255
o symetric_nunber_of hops=3

0 reverse_service_offset=(253+255-3)=249 in 8-bit two’' s conpl enent
arithmetic

At SF2 on the SFP2 Forward path, where the service index is 251 after
decrenenting the index, the reverse service index is calcul ated as:

0 reverse_service_index = 249-251-1 = 253 using 8-bit twd's
compl enent arithnetic

This is the correct index to forward to SF1 on SFP3.
5.3.3. Analysis
Advant ages of encoding information in the NSH frane:
0 SF does not need to request SFF cooperation or contact controller
0 No SFF performance inpact
Di sadvant ages:

0 Metadata overhead in case MD-Type 2 is used or use of a netadata
slot in case MD-Type 1 is used

0 Relies on classifier to encode netadata i nfornation

0 Requires perfectly symetrical paths. E.g., one direction cannot
have nore SFs than the other direction

o If classifier will encode information it needs to receive and
process rendered service path information

Penno, et al. Expi res Cctober 31, 2016 [ Page 15]
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5.4. Algorithm c Reversed Path | D Generation

In these proposals no extra storage is required fromthe NSH and SFF
does not need to know how to handl e the reversed packet nor does it
know about it. Reverse Path is programmed by O chestrator and used
by SF having the need to send upstreamtraffic.

5.4.1. Same Path-1D and Disjoint |Index Spaces

I nstead of defining a new Service Path ID, the sane Service Path ID
is used. The Orchestrator nust define the reverse chain of service
using a different range of Service Path Index. It is also assuned
that the reverse packet nust go through the same nunber of Services
as its forward path. It is proposed that Service Path |Index (SPl)
1..127 and 255..129 are the exact mirror of each other

Here is an exanple: SF1, SF2, and SF3 are identified using Service
Path Index (SPI) 8, 7 and 6 respectively.

Path 100 I ndex 8 - SF1

Path 100 I ndex 7 SF2

Pat h 100 | ndex 6 SF3

Path 100 Index 5 - Term nate

At the sanme time, Orchestrator prograns SPI 248, 249 and 250 as SF1

SF2 and SF3. Orchestrator also prograns SPI 247 as "term nate
Reverse-SPI = 256 - SPI

Path 100 | ndex 247 - Termninate

Path 100 Index 248 (256 - 8) - SF1

Path 100 I ndex 249 (256 - 7) - SF2

Path 100 Index 250 (256 - 6) - SF3

If SF3 needs to send the packet in reverse direction, it calcul ates
the new SPI as 256 - 6 (6 is the SPI of the packet) and obtai ned 250.
It then subtract the SPI by 1 and send the packet back to SFF
Subsequently, SFF received the packet and sees the SPI 249. It then

diverts the packet to SF2, etc. Eventually, the packet SPI will drop
to 247 and the SFF will strip off the NSH and deliver the packet.
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The same nechani smworks even if SF1 later decided to send back
anot her upstream packet. The packet can ping-pong between SF1 and
SF3 using existing nmechani sm

Note that this nechanismis a special case of Section 5.3.2 wherein
Reverse _Path_ID is the forward path ID and
Reverse_Servi ce_Of f set =255

Advant ages:

0 No precious NSH area i s consuned

0 SF self-contained solution

0 No SFF performance inmpact and no cooperation needed

0 No Special dassification required

Di sadvant ages:

0 SPI range is reduced and may become inconpatible with existing
t opol ogy

0 Assunption that the reverse path Service Functions are the sane as
forward path, only in reverse

0 Reverse paths need to use Service Index = 128 for | oop detection
instead of SI = 0.

In either case, the SF nust have the know edge through Orchestrator
that the reverse path has been programred and the nethod (SPI only or
SPI + SPID bit) to use

The symmetrizati on nechani sm keep reverse path symetric as descri bed
in section 6 can be applied in this nethod as well.

5.4.2. Flip Path-1d and I ndex High Oder bits

An alternative to reducing Service Path Index range is to nake use of
a different Service Path ID, e.g. the nost significant bit. The bit
can be flipped when the SF needs to send packet in reverse. However,
the negation of the SPI is still required, e.g. SPl 6 beconmes SPI
134

This approach is fully conmpatible with the current NSH protoco

standard and provides a fully determ nistic way of deternining
reverse paths. It is the recomended approach
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Advant ages:

(0]

(0]

(0]

(0]

No precious NSH area is consuned
SF sel f-contained sol ution
No SFF perfornmance inpact and no cooperation needed

No Special C assification required

Di sadvant ages:

(0]

Assunption that the reverse path Service Functions are the sane as
forward path, only in reverse

Forward and Reverse Path IDs are algorithmcally linked and can
not be chosen arbitrarily.

6. Asynmetric Service Paths

I'n

real world the forward and reverse paths can be asynmmetri c,

conprising different set of SFs or SFs in different orders. The

f ol

lowing Figure 5 illustrates an exanple. The forward path is

composed of SF1, SF2, SF4 and SF5, while the reverse path skips SF5
and has SF3 in place of SF2.

Penno,
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249 246
.............. / \ / \ ....SFP1 Forward....>
( SF2 ) 247 ( SF5)
Forward Sl 250 [\ [\ [\ /\
/ f- \ / R
/ \ / \
+---+ -/ i \ +---+
| | / \ / \ \ | |
| A +------- ( SF1 )---------- ( SF4 )-------m-m--- R + B
I I \ \ I I
+---+ Co - +---+
\ /
\ .- /
Reverse SI 251 \ / \ /| 254
< ( SF3 ) SFP2 Reverse.....
\ /
253

SFP1 Forward -> SF1 : SF2 : SF4 : SF5
SFP2 Reverse <- SF1 : SF3 : SF4

Figure 5: SFC exanple with asymetric paths

An asynmetric SFC can have conpletely independent forward and reverse
paths. An SF's location in the forward path can be different from
that in the reverse path. An SF may appear only in the forward path
but not reverse (and vice-versa). |In order to use the sane algorithm
to calculate the service index generated by an SF, one design option
is toinsert special NOP SFs in the rendered service paths so that
each SF is positioned symetrically in the forward and reverse
rendered paths. The SFP corresponding to the exanpl e above is:

SFP1 Forward -> SF1 : SF2 : NOP : SF4 : SF5
SFP2 Reverse <- SF1 : NOP : SF3 : SF4 : NOP

The NOP SF is assigned with a sequential service index the sane way
as a regular SF. The SFF receiving a packet with the service path ID
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and service index corresponding to a NOP SF shoul d advance the
service index till the service index points to a regul ar SF.
I mpl enent ati on can use a | oopback interface or other methods on the

SFF to skip the NOP SFs.

Once the NOP SF is inserted in the rendered service paths,

forward and reverse paths become symretric.
be applied by the SFs to generate service indexes in the opposite
directional path. The following tables list the service indexes

correspondi ng to the exanpl e above.

Fwd SI = forward Service
Cur SI = Current Service
Gen SI =

RSP1 Forward -
Nunmber of hops: 5

Forward Starting |ndex:
Reverse Starting | ndex:

B Fomme oo S
| SF | SF1L | SF2
Fomme oo Fomme o S —
[Fwd SI | 250 | 249
Fomm e m - oo B
|cur SI | 249 | 248
- Fommm oo O —
[Gen SI | 250 | 251
Fomme oo Fomme o S —

RSP1 Reverse -
Nunber of hops: 5

Reverse Starting | ndex

Forward Starting |ndex:
Fomm oo - Fomm e - - Fomm - - -
| SF | SF1 | NOP
Fom oo - Hom e e oo - Homm - - -
| Rev SI | 251 | 252
Fom e e o m e e oo Fom e e
[CQur SI | 250 | 251
Fomm oo - Fomm e - - Fomm - - -
[Gen SI | 249 | NA
Fom oo - Hom e e oo - Homm - - -

| ndex
| ndex

250
255
e
| NOP
N
| 248
e
| 247
e
| NA
N
255
250
e
| SF3
e
| 253
N
| 252
e
| 247
e

Service I ndex for Generated packets

oo oo
| SF4
Fom oo oo
| 247
o e e e oo
| 246
oo oo
| 253
Fom oo oo
o e e e e - -
| SF4
e e e oo -
| 254
o e oo
| 253
o e e e e - -
| 246
e e e oo -

Expi res Cctober 31, 2016
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This symmetrization of asymetric paths could be perforned by a
controller during path creation.

7. Metadata

A crucial consideration when generating a packet is which netadata
shoul d be included in the context headers. |In some scenarios if the
met adata i s not present the packet will not reach its intended
destination. Al though one could think of many different ways to
convey this information, we believe the solution should be sinple and
require little or no new Service Function functionality.

We assune that a Service Function nornmally needs to know the
semantics of the context headers in order to performits functions.
But clearly knowi ng the semantics of the nmetadata is not enough. The
issue is that although the SF knows the semantics of the netadata
when it receives a packet, it mght not be able to generate or
retrieve the correct netadata values to insert in the context headers
when generating a packet. It is usually the classifier that inserts
the metadata in the context headers.

7.1. Service-Path-Invariant Mt adata

In order to solve this probl emwe propose the notion of service-path-
invariant metadata. This is netadata that is the same for al

packets traversing a certain path. For exanple, if all packets
exiting a service-path need to be routed to a certain VPN, the VPN id
woul d be a path-invariant netadata.

To inplenent this, the controller needs to configure appropriate
fixed values of the nmetadata present in the context headers for each
path identifier in each Service Function that needs to inject
packets. The Service Function nmust store this information so that
when the Service Function generates a packet it can insert the

m ni mum required netadata for a packet to reach its destination

A di sadvantage to path-invariant nmetadata is that it is a type of

nmet adata that adds no information beyond the information available in
the path identifier itself. The corollary is that if different
nmetadata is required, a different service paths nust be created

7.2. Service-Path-Default Mtadata

We al so propose the notion of service-path-default metadata. This is
met adata that could vary for different packets on a path but has a
default value acceptable for any packet injected onto a certain path.
For exanple, netadata nmight indicate a quality-of-service (QS)
treatment, and an operator considers it acceptable for injected

Penno, et al. Expi res Cctober 31, 2016 [ Page 21]



Internet-Draft SFC packet reverse April 2016

7

7

3.

4.

packets to have a default QoS treatnent. It night also be considered
acceptable to not send a particul ar type of netadata.

To inplenent this, the controller configures appropriate default

met adat a val ues for each path identifier in Service Functions that
need to inject packets. The controller may also indicate a
particular type may be onmitted. The Service Function nust store this
information so that it can insert the mnimumrequired netadata for a
packet to reach its destination.

The di sadvantage of this approach is that it relies on the assunption
that there is a meaningful default mnetadata val ue, which nmay not
exi st.

Bi di recti onal C onabl e Metadata

Sone types of nmetadata nay use val ues applicable to both directions
of traffic. An exanple is routing domain, for which an identifier

i ndicates a private network such that the value is the sanme for both
directions of traffic and may be copied fromone packet to another.

To inmplenent this, the controller nust indicate to each Service
Function that a particular netadata type is bidirectional-clonable.
The Service Function can therefore clone the netadata val ue from one
packet to a new packet that it creates, even in the reverse
direction. For this type, it is also considered safe to save a copy
of nmetadata for the transport flow (E g., to retransmt a TCP
packet using netadata cloned from another TCP packet of the sane
connection.)

Note that the Service Function need not know the nmeani ng of the
metadata; it just needs to know it is safe to clone in this manner.

Uni di rectional C onabl e Met adat a

Sone types of netadata nay use val ues applicable to only one
direction of traffic, but a value rmay be cloned from one packet to
another in the sane direction. An exanple is a destination
identifier, in which nmeatadata indicates a network egress point.
Anot her exanple is netadata indicating a property of either the
source or destination end-point of the packet.

To inplement this, the controller nust indicate to each Service
Function that a particular metadata type is unidirectional-clonable.
A transport-layer-stateful Service Function can therefore save away
met adata values that it has witnessed. An injected packet can
therefore be assigned a clone of netadata taken froman earlier
packet going in the same direction. For exanple, a Service Function
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can send a TCP packet using metadata cloned from another TCP packet
of the same connection and direction

Note that the Service Function need not know the neani ng of the
metadata; it just needs to know it is safe to clone in this manner.

A di sadvant age of unidirectional clonable netadata is that a device
cannot respond to a packet unless it has previously w tnessed a
packet for the sane connection in the opposite direction. For
exanple, a firewall cannot respond to the first packet of a
connection (since both directions have not been wi tnessed). However,
havi ng seen a full hand-shake, a cache or optim zing proxy can inject
or retransmit packets.

7.5. Service-Function-Mastered Mt adata

The easiest case to reason about is a type of netadata for which the
Servi ce Function can provide the appropriate values: specifically the
met adata that it would be responsible for inserting for all packets
as part of packet processing. W can assune this is configured by
Servi ce- Functi on- Speci fi ¢ met hods.

7.6. Metadata from Recl assification

Finally if the packet needs crucial netadata val ues that cannot be
supplied by the methods above then a reclassification is needed.
This reclassification would need to be done by the classifier that
woul d normal |y process packets in the reverse path or a SFF that had
the sane rules and capabilities. Ideally the first SFF that
processes the generated packet.

If a packet needs to be sent to classifier then it should be carried
i nside a NSH OAM packet that in turn is tunneled with a protocol such
as VXLAN-GPE with the classifier as its tunnel endpoint.

8. Oher solutions

We explored other solution that we deemed too conpl ex or that woul d
bring a severe performance penalty:

0 An out-of-band request-response protocol between SF-SFF. G ven
that sone service functions need to be able to generate packets
quite often this will would create a consi derabl e performance
penalty. Specially given the fact that path-ids (and their
symretric counterpart) m ght change and SF would not be notified,
therefore caching benefits will be linted
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9.

10.

11.

12.

13.

14.

14.

0 An out-of-band request-response protocol between SF-Controller.
G ven that admn or network conditions can trigger service path
creation, update or deletions a SF would not be aware of new path
attributes. The controller should be able to push new infornmation
as it becones available to the interested parti es.

0 SF (or SFF) punts the packet back to the controller. This
sol ution obviously has severe scaling limtations.

| mpl enent ati on
The solutions "Flip Path-1d and I ndex High Oder bits" and "SF
recei ves Reverse Forwarding Information" were inplenented in
Opendayl i ght .
| ANA Consi derati ons
TBD

Security Considerations

Service Functions nust be trusted entities, being permitted to
rewite service path headers.
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