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Abstract

Hi erarchical Service Function Chaining (hSFC) is a network
architecture all owing an organi zation to conpartnentalize a |arge-
scale network into nultiple domains of administration.

The goals of hSFC are to make a | arge-scale network easier to reason
about, sinpler to control and to able support independent functional
groups within | arge operators.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Decenber 29, 2016.
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1.

I nt roducti on

Servi ce Function Chaining (SFC) is a technique for prescribing
differentiated traffic forwarding policies within an SFC enabl ed
domain. SFCis described in detail in the SFC architecture docunent
[ RFC7665], and is not repeated here.

In this document we consider the difficult problemof inplenmenting
SFC across a | arge, geographically dispersed network conprised of

m | lions of hosts and thousands of network forwardi ng el enents,
involving nultiple operational teanms (with varying functiona
responsibilities). W expect asymetrical routing is inherent in the
networ k, while recogni zing that some Service Functions (SFs) require
bidirectional traffic for transport-Ilayer sessions (e.g., NATs,
firewalls). W assume that some Service Function Paths (SFPs) need
to be selected on the basis of application-specific data visible to
the network, with transport-layer coordinate (typically, 5-tuple)
stickiness to specific SF instances.

Note: in this docunent, the notion of the "path" of a packet is the
series of SF instances traversed by a packet. The neans of
delivering packets between SFs (the forwarding nechani snms enforced in
the underlying network) is not relevant to the discussion

Difficult problens are often nade easier by deconposing themin a

hi erarchi cal (nested) manner. So instead of considering an

ommi sci ent SFC Control Plane that can nanage (create, w thdraw,
supervi se, etc.) conplete SFPs fromone end of the network to the
other, we deconpose the network into snmall er sub-domains. Each sub-
domai n may support a subset of the network applications or a subset
of the users. The criteria for determ ning deconposition into SFC
enabl ed sub-donmai ns are beyond the scope of this docunent.

Not e that deconposing a network into nultiple SFC enabl ed donai ns
shoul d pernit end-to-end visibility of SFs and SFPs. Deconposition
shoul d al so be inplemented with special care to ease nonitoring and
troubl eshooti ng of the network and services as a whol e.

An exanpl e of sinplifying a network by using nultiple SF domains is
further discussed in [I-D.ietf-sfc-dc-use-cases].

We assune the SFC-aware nodes use NSH [I-D.ietf-sfc-nsh] or a similar
| abel i ng mechani sm

The "domai ns" discussed in this docunent are assumed to be under
control of a single organization, such that there is a strong trust
rel ati onshi p between the domains. The intention of creating multiple
domains is to inprove the ability to operate a network. It is
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out side of the scope of the docunent to consider domains operated by
di fferent organi zations.

2. Hierarchical Service Function Chaining (hSFC

A hierarchy has multiple levels. The top-nost |evel enconpasses the
entire network domain to be managed, and | ower |evels enconpass
portions of the network.

2.1. Top Level

Consi dering the exanple depicted in Figure 1, a top-level network
domai n i ncl udes SFC data plane conponents distributed over a wi de
area, including:

0o (Cassifiers (CFs),
0 Service Function Forwarders (SFFs) and
0 Sub-donai ns.

For the sake of clarity, conponents of the underlay network are not
shown; an underlay network is assunmed to provide connectivity between
SFC dat a pl ane conponents.

Top-1evel SFPs carry packets fromclassifiers through a series of
SFFs and sub-domains, with the operations wthin sub-domai ns being
opaque to the higher |evels.

We expect the systemto include a top-1level control-plane having
responsibility for configuring forwarding and cl assification (see
[I-D.ietf-sfc-control-plane]). The top-1level Service Chaining
control - pl ane nmanages end-to-end service chains and associ at ed
service function paths from network edge points to sub-domains and
configuring top-level classifiers at a coarse level (e.g., based on
source or destination host) to forward traffic along paths that wll
transit appropriate sub-domains. Figure 1 shows one possible service
chai n passing from edge, through two sub-domains, to network egress.
The top-level control plane does not configure classification or
forwardi ng within the sub-donains.

At this network-w de |evel, the nunber of SFPs required is a linear
function of the nunmber of ways in which a packet is required to
traverse different sub-domains and egress the network. Note that the
various paths which may be taken within a sub-domain are not
represented by distinct network-wi de SFPs; specific policies at the

i ngress nodes of each sub-donmain bind flows to sub-donai n paths.
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Packets are classified at the edge of the network to select the paths
by which sub-donains are to be traversed. At the ingress of each
sub-domain, paths are reclassified to select the paths by which SFs
in the sub-domain are to be traversed. At the egress of each sub-
domai n, packets are returned to the top-level paths. Contrast this
with an approach requiring the top-level classifier to select paths
to specify all of the SFs in each sub-domain

It should be assunmed that some SFs require bidirectional symetry of

paths (see nore in Section 4). Therefore the classifiers at the top

| evel nmust be configured with policies ensuring outgoing packets take
the reverse path of incom ng packets through sub-domai ns

e oo +
| Sub- domai n#1|
| in DC1 [
L ST +
I
---- SFF1 ------ . +--+
+- -+ / I \--| CF
--->|CF|--/----> | \ +--+
+-+/ SC#l [ \
I I I
| V- > --->
I / / I
\ | / /
+--4+ \ |/ [ +--+
| CF| ---\ | / /---|CF
+- -+ "---- SFF2 ------ ’ +- -+
+----L ------- +
| Sub- domai n#2|
| in DC2 |
Foem oo +

One path is shown fromedge classifier to SFF1 to Sub-donai n#l
(residing in data-centerl) to SFF1 to SFF2 (residing in data-center
2) to Sub-domai n#2 to SFF2 to network egress.
Figure 1: Network-wi de view of top |level of hierarchy
2.2. Lower Levels
Each of the sub-domains in Figure 1 is an SFC-enabl ed domai n.
Unlike the top level, data packets entering the sub-domain are

al ready SFC-encapsul ated. Figure 2 shows a sub-domain interfaced
with a higher-level domain by nmeans of an Internal Boundary Node
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(IBN). It is the purpose of the IBNto apply classification rules
and direct the packets to the selected local SFPs term nating at an
egress IBN. The egress IBN finally restores packets to the origina
SFC shi m and hands them of f to SFFs.

Each sub-domain intersects a subset of the total paths that are
possible in the higher-level domain. An IBNis concerned with

hi gher -1 evel paths, but only those traversing its sub-domain. A top-
| evel control elenment may configure the IBN as an SF (i.e., the IBN
pl ays the SF role in the top-level donmin).

Each sub-domain is likely to have a control -plane that can operate
i ndependently of the top-level control-plane. The sub-donmain
control -plane configures the classification and forwarding rules in
the sub-domain. The classification rules reside in the IBN, where
SFC encapsul ation of the top-level donmain is converted to/from SFC
encapsul ati on of the | ower-|evel donain.

oot e o I T + - +
| | | SFF | | IBN1 (in DC 1) | | SFF |
|| so# | ] s ] |
->| I >| SFF I >
| | H--mnn + e + H--mnn +
| CF | | ~o
I I | v (.
| | I +| Top domain
[ [ || CF, fwd/rev mapping |
| | * * * * *ll and "glue" || * * * * *
| | * R +| *
R |1 | 1] sub *
* +-0-0-------------- 0-0-+ dommin*
* SC#2 | | SCH#1 AN #1 *
f et | *
* I v || *
* | -t Foe-a-- + | | *
* | | SFF| - >| SF#1. 1] - -+ | *
* | T e + | *
* V | *
I S + -t H------ + *
* | SFF| - >| SF#2. 1| - >| SFF| - >| SF#2. 2| *
L e L P Sk T e + *
* * % % *x * * % *x * * % *x *x * * % *x * * * *
*** Sub-domai n boundary; === top-level chain; --- |lowlevel chain.

Figure 2: Sub-domain within a higher-level domain
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3.

3.

1.

1.

If desired, the pattern can be applied recursively. For exanple,
SF#1.1 in Figure 2 could be a sub-domain of the sub-domain.

I nternal Boundary Node (1BN)

A network el enent terned "Internal Boundary Node" (1BN) bridges
packets between domains. |t behaves as an SF to the higher |evel
and | ooks like a classifier and end-of-chain to the | ower |evel

To achieve the benefits of hierarchy, the I BN should be applying nore
granular traffic classification rules at the |ower |evel than the
traffic passed to it. This neans that the nunber of SFPs within the
| ower level is greater than the nunber of SFPs arriving to the |IBN

The IBN is also the termnation of |ower-level SFPs. This is because
the packets exiting |lower-level SF paths nust be returned to the

hi gher-1 evel SF paths and forwarded to the next hop in the higher-

| evel donmai n.

I BN Pat h Confi guration

An operator of a |ower-level domain may be aware of which high-1leve
paths transit their domain, or they nay wi sh to accept any paths.

When packets enter the sub-domain, the Service Path Identifier (SPI)
and Service Index (SI) are re-marked according to the path sel ected
by the classifier

After exiting a path in the sub-domain, packets can be restored to an
ori gi nal upper-level SFP by these nethods:

1. Saving SPI and Sl in transport-layer flow state,
2. Pushing SPI and S| into netadata,
3. Using unique |ower-1evel paths per upper-I|evel path coordinates,

4. Nesting NSH headers, encapsul ating the higher-level NSH headers
within the | ower-level NSH headers,

5. Saving upper-level by a flow ID and placing an hSFC flow ID into
nmet adat a,

1. Flow Stateful |BN
An I BN can be flow aware, returning packets to the correct higher-

| evel SFP on the basis of the transport-layer coordinates (typically,
a 5-tuple) of packets exiting the |ower-I|evel SFPs.
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When packets are received by the IBN on a higher-level path, the
encapsul at ed packets are parsed for |IP and transport-layer (TCP, UDP
etc.) coordinates. State is created, indexed by these coordi nates
({source-1P, destination-IP, source-port, destination-port and
transport protocol} typically). The state contains at |east critica
fields of the encapsul ating SFC header (or perhaps the entire
header) .

The sinpl est approach has the packets return to the same IBN at the
end of the chain that classified the packet at the start of the
chain. This is because the required transport-coordi nates state is
rapidly changing and nost efficiently kept locally. |f the packet is
returned to a different IBN for egress, transport-coordi nates state
must be synchroni zed between the | BNs.

When a packet returns to the IBN at the end of a chain, the SFC
header is renoved, the packet is parsed for IP and transport-|ayer
coordi nates, and state is retrieved fromthem The state contains
the information required to forward the packet w thin the higher-

| evel service chain.

State cannot be created by packets arriving fromthe | ower-|eve
chai n; when state cannot be found for such packets, they nust be
dr opped.

This stateful approach is limted to use with SFs that retain the
transport coordi nates of the packet. This approach cannot be used
with SFs that nodify those coordinates (e.g., NATs) or otherw se
create packets for new coordi nates other than those received (e.g.
as an HTTP cache night do to retrieve content on behal f of the
original flow). |In both cases, the fundamental problemis the
inability to forward packets when state cannot be found for the
packet transport-|ayer coordinates.

In the stateful approach, there are issues caused by having state,
such as how long the state should be maintained (it nmust tine out
eventual ly), as well as whether the state needs to be replicated to
other devices to create a highly avail abl e network.

It is valid to consider the state to be disposable after failure,
since it can be re-created by each new packet arriving fromthe

hi gher-1evel domain. For exanple, if an IBN loses all flow state,
the state is re-created by an end-point retransnmitting a TCP packet.

If an SFC dormain handles multiple network regions (e.g., multiple
private networks), the coordinates may be augnented with additiona
paraneters, perhaps using sone netadata to identify the network
regi on.

Dol son, et al. Expi res Decenber 29, 2016 [ Page 8]



Internet-DraftHierarchical Service Function Chaining (hSFC June 2016

In this stateful approach, it is not necessary for the sub-domain's
control -plane to nodify paths when hi gher-1evel paths are changed.
The conplexity of the higher-level domain does not cause complexity
in the I ower-|evel domain.

Since it doesn’t depend on NSH in the |ower donmain, this flow
stateful approach can be applied to translation nethods of converting
NSH to ot her forwardi ng techniques. (Refer to Section 6.)

3.1.2. Encoding Upper-Level Paths in Mtadata

An | BN can push the upper-level Service Path Identifier (SPl) and
Service Index (SI) (or encoding thereof) into a netadata field of the
| ower-1evel encapsulation (e.g., placing upper-level path information
into a netadata field of NSH). Wen packets exit the |ower-I|eve
pat h, the upper-level SPI and SI can be restored fromthe netadata
retrieved fromthe packet.

Thi s approach requires the SFs in the path to be capabl e of
forwardi ng the nmetadata and appropriately attaching nmetadata to any
packets injected for a flow

Usi ng new netadata may inflate packet size when variable-length
met adata (type 2 fromNSH [I-D.ietf-sfc-nsh]) is used.

It is conceivable that the MD-type 1 Mandatory Context Header fields
of NSH [I-D.ietf-sfc-nsh] are not all relevant to the | ower-I|eve
domain. In this case, one of the netadata slots of the Mandatory
Cont ext Header coul d be repurposed within the | ower-Ievel domain, and
restored when | eavi ng.

In this netadata approach, it is not necessary for the sub-domain’s
control elenent to nodify paths when higher-1evel paths are changed
The conplexity of the higher-level domain does not cause conplexity
in the [ ower-|evel domain.

3.1.3. Using Unique Paths per Upper-Level Path

In this approach, paths within the sub-domain are constrai ned so that
a SPI (of the sub-domain) unanbi guously indicates the egress SPI and
SI (of the upper donmain). This allows the original path infornation
to be restored at sub-donmain egress froma | ook-up table using the
sub-domain SPI .

Whenever the upper-Ilevel domain provisions a path via the | ower-I|eve

domai n, the lower-1level donain controller nust provision
correspondi ng paths to traverse the | ower-1evel donain.

Dol son, et al. Expi res Decenber 29, 2016 [ Page 9]



Internet-DraftHierarchical Service Function Chaining (hSFC June 2016

A down-side of this approach is that the nunber of paths in the

|l ower-level domain is multiplied by the nunmber of paths in the

hi gher-1 evel domain that traverse the |ower-level domain. I|.e., a
sub-path nust be created for each conbinati on of upper SPI/SI and
| ower chain.

3.1.4. Nesting Upper-Level NSH within Lower-Level NSH

In this approach, when packets arrive at the IBNin the top-Ieve
domain, the classifier in the BN deternmnes the path for the | ower-
| evel domai n and pushes the new NSH header in front of the origina
NSH header .

As shown in Figure 3 the Lower-NSH Header used to forward packets in
the | ower-1level domain precedes the Upper-NSH Header fromthe top-
| evel donain.

| Oiginal Packet |

Fi gure 3: Encapsul ation of NSH within NSH

The traffic with the above stack of two-layer-NSH header is to be
forwarded according to the Lower-NSH header in the | ower-level SFC
domai n. The Upper-NSH header is preserved in the packets but not
used for forwarding. At the last SFF of the chain of the |ower-I|eve
domai n (which resides in the IBN), the Lower-NSH header is renoved
fromthe packet, and then the packet is forwarded by the IBN to an
SFF of the upper-1level donmain, which will be forwarded according to
t he Upper-NSH header.

Wth such encapsul ati on, Upper-NSH infornmation is carried along the
extent of the |lower-level chain without nodification

A benefit of this approach is that it does not require state in the
I BN or configuration to encode fields in neta-data.

However, the down-side is it does require SFs in the | ower-1leve
domain to be able to parse nultiple layers of NSH. |If the SF injects
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packets, it nust also be able to deal with adding appropriate
multiple layers of headers to injected packets.

3.1.5. Stateful / Mtadata Hybrid

The basic idea of this approach is for the BN to save upper domain
encapsul ati on i nformation such that it can be retrieved by a uni que
identifier, terned an "hSFC Flow ID'. An exanple IDis shown in
Tabl e 1.

R +--- o= +--- o= [ SR [ SR [ SR [ SR +
| hSFC Flow | SPI | SI | Contextl | Context2 | Context3 | Context4 |
| ID I I I I I I I
B +----- +----- Fomm e e e o - Fomm e e e o - Fomm e e e o - Fomm e e e o - +
| 1 | 45 | 254 | 100 | 2112 | 12345 | 7 |
[ S +-- - - - +-- - - - Fom e o - Fom e o - Fom e o - Fom e o - +

Tabl e 1: Exanpl e Mapping of an hSFC Flow | D to Upper-Level Header

The IDis placed in the netadata i n NSH headers of the packet in the
| ower dommin, as shown in Figure 4. Wen packets exit the | ower
domain, the IBN uses the IDto retrieve the appropriate NSH

encapsul ation for returning the packet to the upper donain.

01234567890123456789012345678901
B T S o T ST S e S i < S S S S SIS S S S S S

|[Ver| QC RRRRRRRR Length | MD-type=0x1 | Next Protocol
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Service Path ldentifer | Service | ndex

B E e r e s i s i o T T s S S S S 2
[ hSFC Fl ow I D |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Mandat ory Cont ext Header |
B T i S S i S T h T i S S S S e
| Mandat ory Cont ext Header |
B E e r e s i s i o T T s S S S S 2
[ Mandat ory Context Header |
B i s T T S T et S S T S I T s sl s ol ST S S S

Figure 4: Storing hSFC Flow ID in | ower-Ilevel netadata
Advant ages of this approach include:
o Does not require state based on 5-tuple, so it works with

functions that change the | P addresses or ports of a packet such
as NATs,
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o Does not require all domains to have the sane netadata schene,

0 Can be used to restore any upper-domain information, not just
service path,

0 The lower domain only requires a single itemof netadata
regardl ess of the nunber of itens of netadata used in the upper
domain. (For MD-Type 1, this leaves 3 slots for use in the | ower
domai n.)

0 No special functionality is required of the SF, other than the
usual ability to preserve netadata and to apply netadata to
i nj ected packets.

D sadvant ages i nclude those of other stateful approaches, including
state tinmeout and replication nentioned in Section 3.1.1

There may be a | arge nunber of unique NSH encapsul ations to be
stored, given that the hSFC Flow I D nust represent all of the bits in
t he upper-1level encapsulation. This m ght consune a |ot of menory or
create out-of-nenory situations in which IDs cannot be created or old
IDs are discarded while still in use.

d uing Level s Toget her

The SPI or netadata on a packet received by the I BN may be used as
input to reclassification and path selection within the | ower-|eve
donai n.

In sone cases the neanings of the various path | Ds and netadata nust
be coordi nated bet ween domai ns.

One approach is to use well-known identifier values in netadata,
conmmuni cated by sone organi zational registry.

Anot her approach is to use well-known | abels for chain identifiers or
nmet adata, as an indirection to the actual identifiers. The actua
identifiers can be assigned by control -plane systems. For exanple, a
sub-domain classifier could have a policy, "if pathlD=classA then
chai n packet to path 1234"; the higher-level controller would be
expected to configure the concrete higher-level pathlD for classA.

Decrenenting Service |ndex
Because the IBN acts as a Service Function to the higher-Ievel

domain, it nust decrenent the Service Index in the NSH headers of the
hi gher -1 evel path.
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A good strategy seens to be to do this when the packet is first
received by the I BN, before applying any of the strategies of
Section 3.1, imediately prior to classification

4., Sub-domain Classifier

Wthin the sub-domain (referring to Figure 2), after the IBN renoves
hi gher -1 evel encapsul ation frominconing packets, it sends the
packets to the classifier, which selects the encapsul ation for the
packet within the sub-donain.

One of the goals of the hierarchical approach is to make it easy to
have transport-fl ow aware service chaining with bidirectional paths.
For exanple, it is desired that for each TCP flow, the client-to-
server packets traverse the sane SFs as the server-to-client packets,
but in the opposite sequence. W call this bidirectional symetry.
If bidirectional symretry is required, it is the responsibility of
the control -plane to be aware of symetric paths and configure the
classifier to chain the traffic in a synmetric manner.

Anot her goal of the hierarchical approach is to sinplify the
mechani sns of scaling in and scaling out service functions. All of
the conpl exities of |oad-bal ancing anong nultiple SFs can be handl ed
within a sub-domain, under control of the classifier, allow ng the
hi gher-1evel domain to be oblivious to the existence of nultiple SF
i nst ances.

Consi dering the requirenents of bidirectional symetry and | oad-

bal ancing, it is useful to have all packets entering a sub-domain to
be received by the same classifier or a coordinated cluster of
classifiers. There are both stateful and statel ess approaches to
ensuring bidirectional synmetry.

5. Control Plane El enents

Al t hough control protocols have not yet been standardized, fromthe
poi nt of view of hierarchical service function chaining we have these
expect ati ons:

0 Each control -plane instance nmanages a single | evel of hierarchy of
a single donmain.

o Each control-plane is agnostic about other |evels of hierarchy.
This aspect allows humans to reason about the systemw thin a
singl e domain and all ows control -plane algorithms to use only
domai n-1ocal inputs. Top-level control does not need visibility
to sub-domain policies, nor does sub-domain control need
visibility to higher-level policies.
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0 Sub-donain control -planes are agnostic about control-planes of
ot her sub-domains. This allows both humans and nachines to
mani pul at e sub-domain policy w thout considering policies of other
donai ns.

Recall that the IBN acts as an SF in the higher-level donain
(receiving SF instructions fromthe higher-1level control-plane) and
as a classifier in the |l ower-level domain (receiving classification
rules fromthe sub-domain control-plane). In this view, it is the
I BN that glues the | ayers together.

The above expectations are not intended to prohibit network-w de
control. A control hierarchy can be envisaged to distribute
information and instructions to multiple domai ns and sub-domai ns.
Control hierarchy is outside the scope of this docunent.

6. Extension for Adopting to NSH Unaware Service Functions
The hi erarchi cal approach can be used for dividing networks into NSH
awar e and NSH- unaware domai ns by converting NSH encapsul ation to

ot her forwarding techniques (e.g., 5-tuple-based routing with
OpenFl ow), as shown in Figure 5.
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* +-0---0-+ +-0---0-+ *
* N | N | *
* e R ol el
* | | SFF| | | | SFF| | *
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* | | . *
* 4o 4 / | | \ *
-->| CF| -~ | | e >
* 4o -4 Vv | *
* +---0-----"-="===-- 0---+ *
PR A | BN | V[ *oro
+-0--0--------- 0--0-+
| | N N
|  +-+ ++
+-- -+ \ | +-o- -+
| +-0-----0-+ |
| | SF#2 | |
| R + |
+- -+ +- -+
| e +
v v
+-0---0-+ +-0---0-+
| SF#3 | | SF#4 |
Fomm oo + Fomm oo +

NSH- unawar e domai n

SF#1 and SF#5 are NSH aware and SF#2, SF#3 and SF#4 are NSH- unaware.
In the NSH unaware donain, packets are conveyed in a format supported
by SFs which are depl oyed there.
Fi gure 5: Dividing NSH aware and NSH- unawar e domai ns

6.1. Purpose
This approach is expected to facilitate service chaining in networks
i n which NSH aware and NSH unaware SFs coexist. Sone exanpl es of
such situations are:

0 In a period of transition fromlegacy SFs to NSH aware SFs and

0 Supporting nulti-tenancy.
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6

2

Requi renments for |BN

In this usage, an IBN classifier is required to have an NSH
conversion table for applying packets to appropriate |ower-I|eve
pat hs and returni ng packets to the correct higher-level paths. For
exanpl e, the followi ng nethods woul d be used for saving/restoring
upper-1level path information:

o Saving SPI and SI in transport-layer flow state (refer to
Section 3.1.1) and

0 Using unique |ower-level paths per upper-1level NSH coordinates
(refer to Section 3.1.3).

Especi ally, the use of unique paths approach woul d be good for
translating NSH to a different forwarding technique in the | ower
level. A single path in the upper level nay be branched to nultiple
paths in the | ower level such that any | ower-level path is only used
by one upper-level path. This allows unanbi guous restoration to the
upper -1 evel path.

In addition, an IBN might be required to convert netadata contained
in NSH to the format appropriate to the packet in the |ower-I|eve
path. For exanple, sone |egacy SFs identify subscriber based on

i nformati on of network topol ogy, such as VID, and | BN woul d be
required to create VLAN to packets frommetadata if subscriber
identifier is conveyed as netadata in higher-1level domains.

O her fundanental functions required as IBN (e.g., naintaining

met adat a of upper |evel or decrenenting Service |Index) are sanme as
nor mal usage.
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8.

10.

10.

Jie Cao
I ANA Consi derati ons
This meno includes no request to | ANA
Security Considerations

Hi erarchical service function chai ning nakes use of service chai ning
architecture, and hence inherits the security considerations
described in the architecture docunent.

Furt hernmore, hierarchical service function chaining inherits security
consi derations of the data-plane protocols (e.g., NSH) and control -
pl ane protocols used to realize the solution

The systens described in this docunent bear responsibility for
forwarding internet traffic. |In some cases the systens are
responsi bl e for maintaining separation of traffic in private
net wor ks.

Thi s docunent describes systens within different domains of

adm ni stration that nust have consistent configurations in order to
properly forward traffic and to maintain private network separation
Any protocol designed to distribute the configurations nust be secure
from tanpering.

Al'l of the systens and protocols nust be secure from nodification by
untrusted agents.

Security considerations related to the control plane are discussed in
[I-D.ietf-sfc-control-pl ane].
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Appendi x A. Exanpl es of Hierarchical Service Function Chaining

A 1.

The advantage of hierarchical service function chaining conpared with
normal or flat service function chaining is that it can reduce the
management conplexity significantly. This section discusses exanpl es
t hat show t hose advant ages.

Reduci ng the Nunber of Service Function Paths

In this case, hierarchical service function chaining is used to
simplify service function chai ni ng managenent by reduci ng the nunber
of Service Function Paths.

As shown in Figure 6, there are two domains, each with different
concerns: a Security Donmmin that selects Service Functions based on
network conditions and an Optim zation Domain that selects Service
Functions based on traffic protocol

In this exanple there are five security functions deployed in the
Security Dormain. The Security Domain operator wants to enforce the
five different security policies, and the Optim zati on Donai n
operator wants to apply different optinizations (either cache or
video optim zation) to each of these two types of traffic. |If we use
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flat SFC (normal branching), 10 SFPs are needed in each donmain. In
contrast, if we use hierarchical SFC, only 5 SFPs in Security Domain
and 2 SFPs in Optimzation Domain will be required, as shown in

Fi gure 7.

In the flat nodel, the nunber of SFPs is the product of the nunmber of
functions in all of the domains. |In the hSFC nodel, the nunber of
SFPs is the sum of the nunber of functions. For exanple, adding a
"bypass" path in the Optinization Domain woul d cause the flat nodel
to require 15 paths (5 nore), but cause the hSFC nodel to require one
nmore path in the Optimzation Donain.

Security Domain . . Optinization Domain
+-1---[ ]————.————.— ———————— >[ Cache ]—————.——>
| [ WAF ] . . )
+-2--3>[ ]------------eee-- >[Video Opt.]---->
[ . . .
+-3---[Anti J----------------- >[ Cache ]------- >
| [ Vi rus] . . .
+-4-->] ]------------- - >[Video Opt.]---->
I S :

. +-5--> ] - >[ Cache ]------- >

[DPI]--->[CF]---]| [ IPS] . . .

. +-6-->[ ]------mmmee - >[Video Opt.]---->
[ . . .
+-7-->[ ]------------- - >[ Cache ]------- >
| [ IDS ] . . .
+-8-->[ ]------------eee-- >[Video Opt.]---->
[ . . .
+-9-->[Traffic]l--------------- >[ Cache ]------- >
| [ Moni t or] . .
+-10->[ ]--------------- >[Video Opt.]---->

The cl assifier nmust select paths that determnine the conbination of
Security and Optinization concerns. 1: WAF+Cache, 2: WAF+Vi deoOpt,

3: Anti Virus+Cache, 4:AntiVirus+VideoOpt, 5: |PS+Cache,

6: | PS+Vi deoOpt, 7:1DS+Cache, 8:1DS+VideoOpt, 9: Traffi cMnitor+Cache,
10: Traffi cMonitor+Vi deoOpt

Figure 6: Flat SFC (normal branching)
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Security Domain . . Optinization Domain
[CF]---->[ [CF | BN ]A---'-----'-->[ [CF]  IBN ]A--'.->
s we e B T T +
|+-->[Anti-\ﬁrus]---+ : . +-->[Video Qpt]------- |

i S[ IPS ]----- oL
L ----- > IDS ]----- L
L-->[ Traffic ]----L

[ Monitor ]
Figure 7: Sinplified path managenent with Hi erarchi cal SFC

A.2. Managing a Distributed Data-Center Network

Hi erarchical service function chaining can be used to sinplify inter-
dat a-center SFC managenent. |In the exanple of Figure 8, shown bel ow,
there is a central data center (Central DC) and multiple local data
centers (Local DC#H1, #2, #3) that are deployed in a geographically
distributed manner. All of the data centers are under a single

adm ni strative domain.

The central DC nay have sone service functions that the | ocal DC
needs, such that the local DC needs to chain traffic via the centra
DC. This could be because:

0 Some service functions are depl oyed as dedi cated hardware
appl i ances, and there is a desire to |ower the cost (both CAPEX
and OPEX) of deploying such service functions in all data centers.

0 Sone service functions are being trialed, introduced or otherw se
handle a relatively small anmount of traffic. It nay be cheaper to
manage these service functions in a single central data center and
steer packets to the central data center than to nanage these
service functions in all data centers.
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Fommemeeeas +
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[
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/ / [ [ \
/ / [ \ \
+---- + / [ \ \ +---- +
| Local | | / [ \ [ | Local
| DC#L | --] - | ----|----|DC#3 |
e + | | e +
\ [ /
\ [ /
\ [ /
I
emmn- +
| Local |
| DC#2 |
H-- - - - +

Figure 8 Sinplify inter-DC SFC nanagenent

For large data center operators, one |local DC rmay have tens of

t housands of servers and hundred of thousands of virtual machines.
SFC can be used to nmanage user traffic. For exanple, SFC can be used
to classify user traffic based on service type, DDoS state etc.

In such large scale data center, using flat SFC is very conpl ex,
requiring a super-controller to configure all data centers. For
exanpl e, any changes to Service Functions or Service Function Paths
in the central DC (e.g., deploying a new SF) would require updates to
all of the Service Function Paths in the | ocal DCs accordingly.
Furthernmore, requirenments for symretric paths add additiona
complexity when flat SFC is used in this scenario.

Conversely, if using hierarchical SFC, each data center can be
managed i ndependently to significantly reduce nmanagenent conplexity.
Servi ce Function Paths between data centers can represent abstract
notions without regard to details within data centers. |ndependent
controllers can be used for the top level (getting packets to pass
the correct data centers) and |l ocal levels (getting packets to

speci fic SF instances).
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