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Abst ract

Dual -Stack Lite is a solution to offer both I Pv4 and | Pv6
connectivity to custonmers that are addressed only with an | Pv6
prefix. This docunment provide a redundancy mechani sm for Dual - Stack
Lite.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 1, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of

Xu, et al. Expires March 1, 2018 [ Page 1]



I nt

ernet-Draft draft - xu-véops-dslite-redundancy-01 August 2017

the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

Xu,

I ntroduction .

Requi renment s Language .

Reliability Cbn5|derat|ons of AFTR
The Redundancy Machani sm Overvi ew .
The di fference between the software process of the BRAS
New requi renments for the AFTR device
Security Considerations

I ANA Consi derations .
Acknowl edgenent s
0. References . .

10.1. Nornmative References

10.2. Informative References
Aut hors’ Addresses

HSOFDTJQ’P‘PF”PJP
O OW©WOWO©WOO©®UTHWWN

B

I nt roducti on

Dual -Stack Lite [RFC6333] is a solution to offer both IPv4 and | Pv6
connectivity to custoners crossing an IPv6 only infrastructure. The
i nternet service provider no |longer to provide publice |IPv4 address
but an I Pv6 prefix to the custoners as the issue of the IPv4 public
address shortage. One of its key components is an |Pv4-over-I|Pv6
tunnel, which is used to provide |IPv4 connectivity across a service
provider’'s | Pv6 network. Another key conponent is a carrier-grade

| Pv4-1 Pv4 Network Address Translation (NAT) to share service provider
| Pv4 addresses anobng custoners. As the exhaustion of the public |Pv4
address, service providers have deployed DS-Lite in their network

wi dely in nowadays, where a |arge nunber of custoners are |ocated
These custoners within a network which is served by a single CGN
function enbedded in AFTR el enent may experience service degradation
due to the presence of the single point of failure or loss of state
informati on. Therefore, redundancy capabilities of the AFTR devices
are strongly desired in order to deliver highly available services to
custonmers. Failure detection and repair tine should be therefore
short ened.

Thi s docunent describes a redundancy nechanismfor DS-Lite. Sone

depl oynent consi deration and recomendati ons for network el ements are
al so provi ded.
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Requi rement s Language

The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] when they appear in ALL CAPS. Wen these words are not in
ALL CAPS (such as "shoul d" or "Should"), they have their usua
Engli sh neanings, and are not to be interpreted as [ RFC2119] key

wor ds.

Reliability Considerations of AFTR

As described in [ RFC6908], for the robustness, reliability, and | oad
di stribution purposes, operators may deploy multiple AFTRs in their
network. There are nmany depl oynent nechanismfor the AFTR in ISP
networ k, the nobst comon type are distribution node and
centralization node.

For the distribution node, the CGN card is integrated into the free
slot of the BRAS in a netro network. As the BRAS integrates the AFTR
function of DS-lite, it provides DS-Lite connection service for a
smal | area custoners in this nmetro network. The service providers

al ways integrated two CGN cards in the BRAS for reduncdancy
consideration as the primary AFTR and backup AFTR. The capital cost of
this nmode is expensive because it always need two CGN cards for every
BRAS. But 50 percent of these cards are idle nost of time so that it
is a big waste of noney. There are various types and versions of
BRAS have been deployed in the service provider’s network . Sone of

t hem have been used for over ten years and nmay not support the card
insertion. Sonme of themmay al so don't have free slot for the CGN
card. It is not operational to replace all of themin a short period
which result that it could deploy DS-Lite in sone area and others can
not in the same metro network.

For the centralization node, a stand-al one AFTR device is depl oyed
nearby the core router device at the exit of a nmetro network. It
provides the DS-Lite connection service for the whole custoners in
this metro network. Service providers always depl oy two stand-al one
AFTR devi ces nearby the two core router device for the | oad

di stribution and redundancy purpose. The capital cost of this node
is nore less than the distribution node. |t does not consune the
slot resource of the BRAS. But it takes a big chanllenge for AFTR
device for this node in the large scale netro network because it
takes performance requirements for the speed of the session creation
and t he maxi mum nunber of session mai ntenance. On the other side, it
will create exta traffic when the users belong to the sanme BRAS are
conmuni cating with eath other because it will connect to the AFTR
device in the centralization node first. It is a waste of bandw dth
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As descri bed above, whether to use distribution node or
centralization node depends on the trade-off between the investnent
and operational efficiency requirenment of the service providers.

The Redundancy Machani sm Overvi ew

The fundanental principle of redundacncy machanismis to nake the
centralization node to backup for the distribution node. The
architecture of the redundancy nmechanismis illustrated as Figure 1.
It depl oys one AFTR card into every BRAS which surport card insertion
in metro network, as to provide bassic distributed DS-Lite connection
service. Mreover, it deploy two stand-al one AFTR device near the
core router at the exit of the metro network. So it could provide
the DS-lite connection service for the users of the BRAS which don’t
surpport card insertion and don’'t have free slot for the AFTR card.
One advantage of this nechanismis that the stand-al one AFTR device
is not only a redundancy device but also can provide DS-Lite
conection service for the BRAS wi thout AFTR card slot. Then the IGP
routi ng woul d be configured on the BRAS whi ch has the AFTR card

i nsertion.
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Figure 1: The architecture of the redunancy nechani sm

It is made that the routing prior selected to the AFTR card on the
BRAS and then sel ected the AFTR stand-al one device near the core
router through the Metric value configuration.As the nmetric val ues of
the two stand-al one AFTR device in centralization node are the sane,
it ensure that the traffic of the sane session would be forwarded to
the sane centralized AFTR device by the random sel ection of the hash
al gorithm This mechanismis based on the IPv6 anycast function: when
the AFTR card in distribution node is breakdown,the AFTR address in

router advertise nmessage will

di sappear in the I GP routing table. The

| P address of AFTR device in centralization node is becom ng the

optimal routing.

the traffic for DS-Lite will

be directed to the

AFTR decive in the centralization node as to keep the application

alive.

5. The difference between the software process of the BRAS

The software process of the BRAS for distribution node is described

as Figure 2
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Figure 2: The software process of the BRAS for distribution node

And the software process of the BRAS for the new machanismis
described as Figure 3:
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Figure 3: The software process of the BRAS for new mechani sm

As conpared between Figure 2 and Figure 3, the main difference for
the new mechanismis that if the local AFTR card breakdown, the DS-
Lite service can be maintained as the backup AFTR will take over the
function to keep the application alive.

New requirements for the AFTR device

For this DS-Lite redundancy nechanism there are sone new
requi renents for the AFTR device as bel ow

1. If the ditribution AFTR card breakdown, the AFTR devi ce SHOULD
ensure that the traffic will not direct to the other distribution
AFTR card.

2. It should use FQDN to decribe the AFTR in the DHCPv6 option as
described in [ RFC6334].

3. How many ditribution AFTR device could be covered by one
centralization AFTR device will be different depends on the
depl oynent by different |SPs.

4. The speed of the session creation for the centralized AFTR device
could be cal culated by a fornul a.
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Security Considerations

The AFTR device of centralization node will accept the tunnel request
fromthe all DS-Lite users in the metro network. |t needs aditional
requirenents to prevent fromthe spoofing attack.

1. Only the user passed the authentication could be assigned | Pv6
prefix fromthe BRAS.

2. After assigned the IPv6 prefix to the authorized user, the BRAS
will report this address to the AAA sever for recording.

3. Create a local database in the AFTR device of he centralized node
to record the IPv6 prefix of the authorized user.

4, Create an interface of the AAA sever for the AFTR device to
synchrionize the 1 Pv6 prefix of the authorized user between the
AAA sever to the | ocal database of the AFTR

5. Wen the BRAS receive a new request for a new tunnel, it wll
conmpare with the source IPv6 prefix with the |ocal database of
the AFTR. If it is match, it will accept the request for tunnel.
If not, it will ignore the request regarding it is froma illegal
user and report the illegal address to the network nmanagenent
system

6. If the authorized user offline, BRAS will ask the AAA server to

delete this user fromthe database.
I ANA Consi derations
This draft does not request any | ANA acti on.
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