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1. Introduction

The Internet is |oosely based on the | SO seven |ayer stack, in which
data units traverse the stack by being wapped inside data units one
| ayer down. A tunnel is a nmechanismfor transmtting data units

bet ween endpoi nts by wapping themas data units of the sane or

hi gher |ayers, e.g., IPin |IP (Figure 1) or IPin UDP (Figure 2).

oo oo e oo oo +
| 1P| IP| Dat a |
e +

Figure 1 IPinside IP
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Figure 2 IPin UDP in IP in Ethernet

Thi s docunment focuses on tunnels that transit |P packets, i.e., in
whi ch an I P packet is the payl oad of another protocol. Tunnels
provide a virtual link that can hel p decoupl e the network topol ogy

seen by transiting packets fromthe underlying physical network

[ To98] [ RFC2473] . For exanple, tunnels were critical in the

devel opnent of nulticast because not all routers were capabl e of
processing multicast packets [Er94]. Tunnels allowed multicast
packets to transit between mnulticast-capable routers over paths that
did not support multicast. Simlar techniques have been used to
support other protocols, such as |IPv6 [ RFC2460].

Use of tunnels is common in the Internet. The word "tunnel" occurs in
over 100 RFCs, and is supported w thin nunerous protocols, including:

0 Ceneric UDP Encapsulation (GUE) - IP in UDP (in |IP)[Hel5a][Hel5b]

0 GCeneric |Pv6 tunneling [ RFC2473]

0 Ceneric Router Encapsulation (GRE) - an encapsul ati on framework
allowing different nessages to tunnel over a variety of tunnels,
e.g., IPin GRE in |P [RFC2473] [ RFC2784] [ RFC7588] [ Pi 15]

o IPinIP/ nobile |IP [RFC2003] [ RFC2473] [ RFC5944]

0 IPsec - hides the original traffic destination [ RFC4301]

0 L2TP - Tunnels PPP over IP, used largely in DSL/FTTH access
networks to extend a subscriber’s connection froman access |ine

provider to an | SP [ RFC3931]

0 L2VPNs - provides a link topology different fromthat provided by
physi cal 1inks [ RFC4664]

0 L3VPNs - provides a network topology different fromthat provided
by | SPs [ RFC4176]

0 LISP - reduces routing table load within an enclave of routers
[ RFC6830]
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0 MPLS - tunnels IP over a circuit-like path in which identifiers
are rewitten on each hop, often used for traffic provisioning
[ RFC3031]

0 NV@B - tunnels for data center network sharing (which includes use
of GUE, above) [RFC7364]

0 PWE3 - tunnels to enulate wire-like services over packet-sw tched
servi ces [ RFC3985]

0 SEAL/AERO - a generic nmechanismfor IPin IP tunneling designed to
overcone the limtations of RFC2003 [ RFC5320][ Tel5]

0o TRILL - enables L3 routing (typically 1S-1S) in an encl ave of
Et hernet bridges [ RFC5556] [ RFC6325]

The variety of tunnel mechani sns raises the question of the role of
tunnels in the Internet architecture and the potential need for these
nmechani snms to have sinilar and predictable behavior. In particular
the ways in which packet sizes (i.e., Maxinmum Transm ssion Unit or
MIU) m smatch and error signals (e.g., ICW) are handl ed may benefit
froma coordi nated approach

It is useful to note that, regardless of the layer in which
encapsul ation occurs, tunnels enulate a link. As links, they are
subject to link issues, e.g., MIU discovery, signaling, and the
potential utility of native support for broadcast and nulticast

[ RFC2460] [ RFC3819] . They have advantages over native |inks, being
potentially easier to reconfigure and control

The remai nder of this document describes the general principles of IP
tunnel i ng and di scusses the key considerations in the design of a
protocol that tunnels IP datagrans. It derives its conclusions from
the equival ence of tunnels and links. Note that all considerations
are in the context of existing standards and requirenents.

2. Conventions used in this docunent
2.1. Key Wirds
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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2. 2. Term nol ogy

Thi s docunment uses the follow ng term nology. These definitions are
given in the nost general terns, but will be used primarily to

di scuss | P tunnels in this docunent. They are presented in order from
nmost fundanental to those derived on earlier definitions:

0 Messages: variable length data | abeled with gl obally-unique
endpoi nt | Ds [ RFC791]

o0 Endpoint: a network device that sources or sinks nessages | abel ed
fromto its IDs, also known as a host [RFCl1122].

o0 Forwarder: a network device that relays | P nmessages using | ongest-
prefix match of destination IDs and | ocal context, when possible,
al so known as a gateway or router [RFCL1812].

0 Network node (node): an endpoint or forwarder. For Internet
messages (I P datagrans), these are hosts or gateways/routers,
respectively.

0 Source: the origin host of a nessage.
o Destination: the receiving host of a nessage.

o Link: a comunication device that transfers nessages between
networ k devices, i.e., by which a nmessage can traverse between
devi ces wi thout being processed by a forwarder. Note that the
notion of forwarder is relative to the | ayer at which nessage
processing is considered [ RFC1122] [ RFC1812].

o Path: a comunications path by which a message can traverse
bet ween networ k nodes, which may or may not invol ve being
processed by a forwardi ng node.

0 Tunnel: a protocol nechanismthat transits nessages using
encapsul ation to allow a path to appear as a link. Note that a
protocol can be used to tunnel itself (1P over IP) and that this
i ncludes the conventional |ayering of the 1SO stack (i.e., by this
definition, Ethernet is a tunnel for IP)

0 |Ingress: a network node that receives nmessages, encapsul ates them

according to the tunnel protocol, and transmts theminto the
tunnel. Note that the ingress and source can be co-I| ocated.
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0 Egress: a network node that receives nessages that have finished
transiting a tunnel. The egress decapsul ates datagrans for further
transit to the destination. Note that the egress and destination
can be co-| ocat ed.

0 Tunnel transit packet: the packet arriving at a node connected to

a tunnel that enters the ingress and exits the egress, i.e., the
packet carried over the tunnel. This is sometines known as the
"tunnel ed packet”, i.e., the packet carried over the tunnel

0 Tunnel link packet: packets that traverse fromingress to egress,
in which resides all or part of a tunnel transit packet. This is
soneti nes known as the "tunnel packet"”, i.e., the packet of the

tunnel itself.

o Link MU (LMIU): the largest nessage that can transit a link. Note
that this need not be the native size of nessages on the |link

0 Reassenbly MIU (RMIU): the | argest nessage that can be reassenbl ed
by a receiver, and is not directly related to the link or path
MIU. Sonetinmes also referred to as "receiver MU

o Path MU (PMIU): the |largest nessage that can transit a path.
Typically, this is the mninmmof the link MUs of the |inks of
t he path.

0 Tunnel MIU (TMIU): the | argest nessage that can transit a tunnel
Typically, this is limted by the egress reassenbly MIU

3. The Tunnel Mbodel

A network architecture is an abstract description of a distributed
communi cati ons system its conponents and their relationships, the
requi site properties of those conponents and the energent properties
of the systemthat result [To03]. Such descriptions can help explain
behavi or, as when the OSI seven-layer nodel is used as a teaching
exanple [Zi80]. Architectures describe capabilities - and, just as

i mportantly, constraints.

A network can be defined as a system of endpoints and rel ays

i nterconnected by conmuni cation paths, abstracting away i ssues of
nanming in order to focus on nessage forwarding. To the extent that
the Internet has a single, coherent interpretation, its architecture
is defined by its core protocols (IP [RFC791], TCP [RFC793], UDP

[ RFC768]) and nessages, hosts, routers, and links [C 88][To03], as
shown in Figure 3:
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R — +  —e---- e R — +
/ \ / \

| HOST |--+ ROUTER +--+ ROUTER +--| HOST |

| |\ / \ I |

O — +  ee-e- oo O — +

Figure 3 Basic Internet architecture

As a network architecture, the Internet is a system of hosts and
routers interconnected by Iinks that exchange nessages when possi bl e.
"When possi ble" defines the Internet’s "best effort" principle. The
limted role of routers and |inks represents the End-to-End Principle
[ Sa84] and | ongest-prefix match enabl es hierarchical forwarding.

Al t hough the definitions of host, router, and |link seem absol ute,
they are often relative as viewed within the context of one OS

| ayer, each of which can be considered a distinct network
architecture. An Internet gateway is a Layer 3 router when it
transits | P datagrans but it acts as a Layer 2 host as it sources or
si nks Layer 2 nessages on attached links to acconplish this transit
capability. In this way, a single device (Internet gateway) behaves
as different conponents (router, host) at different |ayers.

Even though a single device nay have nmultiple roles - even
concurrently - at a given layer, each role is typically static and

| ocati on-i ndependent. An Internet gateway always acts as a Layer 2
host and that behavi or does not depend on where the gateway is viewed
fromwithin Layer 2. In the context of a single layer, a device's
behavi or is nodel ed as a single conmponent fromall viewpoints in that
| ayer.

3.1. What is a tunnel ?
A tunnel can be nodeled as a link in another network
[ To98] [ ToO1][To03]. In Figure 4, a source host (Hsrc) and destination

host (Hdst) comuni cating over a network Min which two routers (Ra
and Rd) are connected by a tunnel
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| Hsrc |--+ Ra +---- -- -- ----+ Rd +--| Hdst
+o----- + 0\ I\ I\ I\ I\ \ +o----- +
-- Il \--+ Rb +--+ Rc +--/E\ --
\ \ \ \
\/ -- -- \/
S Network N ------- >
R T T Network M------------------------- >

Figure 4 The big picture

The tunnel consists of two elements (ingress |, egress E), that lie
al ong a path connected by a (possibly different) network N

Regardl ess of how the ingress and egress are connected, the tunne
serves as a link to the devices it connects (here, Ra and Rb).

| P packets arriving at the ingress are encapsul ated to traverse
network N. We call these packets "tunnel transit packets" because
they will now transit the tunnel inside one or nore "tunnel |ink
packet s". Tunnel |ink packets use the source address of the ingress
and the destination address of the egress - using whatever address is
appropriate to the Layer at which the ingress and egress operate
(Layer 2, Layer 3, Layer 4, etc.). The egress decapsul ates those
nmessages, which then continue on network Mas if emerging froma
link. To tunnel transit packets, and to the routers the tunne
connects (Ra and Rb), the tunnel acts as a link

The nodel of each conponent (ingress, egress) and the entire system
(tunnel) depends on the layer fromwhich you view the tunnel. From
the perspective of the outernost hosts (Hsrc and Hdst), the tunne
appears as a link between two routers (Ra and Rd). For routers along
the tunnel (e.g., Rb and Rc), the ingress and egress appear as the
endpoi nt hosts and Hsrc and Hdst are invisible.

When the tunnel network (N) is inplenented using the sane protocol as
t he endpoint network (M, the picture |Iooks flatter (Figure 5), as if
it were running over a single network. However, note that this
appearance is incorrect - nothing has changed. Fromthe perspective
of the endpoints, Rb and Rc and network N don’t exist and aren’t
visible, and fromthe perspective of the tunnel, network M doesn’t

exi st. The fact that network N and M use the same protocol, and may
traverse the same links is irrelevant.
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+o----- + 1\ I\ I\ I\ I\ I\ +o----- +
| Hsrc [--+ Ra +--/1 \--+ Rb +--+ Rc +--/E \--+ Rd +--| Hdst |
+o----- + 0\ \ \ \ \ \ +o----- +
-- \/ -- -- \/ --
<------ Network N ------- >
SR e Network M--------mmmmmmmaiaa oo >

Figure 5 1P in IP network picture
3.2. View fromthe Qutside

From outside the tunnel, to network M the entire tunnel acts as a
link (Figure 6). It may be numbered or unnunbered and the addresses
associated with the ingress and egress are irrelevant from outside.

R + |\ I\ Aee--- +
| Hsrc |--+ Ra +-----------mmmmmmme oo - + Rd +--] Hdst |
RS + 0\ \' /A +
R e Network M--------mmmmmmmaaaae oo >

Figure 6 Tunnels as viewed fromthe outside

A tunnel is effectively invisible to the network in which it resides,
except that it behaves exactly as a link. Consequently [RFC3819]
requirenents for links supporting IP also apply to tunnels.

E.g., the I P datagram hop count (IlPv4 Tine-to-Live [RFC791] and | Pv6
Hop Linmit [RFC2460]) are decrenented when traversing a router, not by
traversing a link - or thus a tunnel. Tunnels have a tunnel MIU - the
| argest datagramthat can transit, just as |links have a correspondi ng
link MTU. A link MTU may not reflect the native |link nessage sizes
(ATM AAL5 48 byte nessages support a 9KB MIU) and the sanme is true
for a tunnel

3.3. View fromthe |nside

Wthin network N, i.e., frominside the tunnel itself, the ingress is
a source of tunnel l|ink packets and the egress is a sink - both are
hosts on network N (Figure 7). Consequently [RFC1122] Internet host
requi renents apply to ingress and egress nodes when Network N uses IP
(and thus the ingress/egress use |IP encapsul ation).
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I\ I\ I\ I\
Il \--+ Rb +--+ Rc +--/E\
\ \ \ \

\/ -- -- \/
<------ Network N ------- >

Figure 7 Tunnels, as viewed fromw thin the tunne

Viewed fromw thin the tunnel, the outer network (M doesn’t exist.
Tunnel link packets can be fragnmented by the source (ingress) and
reassenbl ed at the destination (egress), just as at any endpoint. The
pat h between ingress and egress nmay have a path MIU but the endpoints
can exchange nessages as large as can be reassenbled at the
destination (egress), i.e., an egress MU Information about the
network - i.e., regarding MU sizes, network reachability, etc. - are
rel ayed fromthe destination (egress) and internedi ate routers back
to the source (ingress), without regard for the external network (M.

3.4. Location of the Ingress and Egress

The ingress and egress are endpoints of the tunnel and the tunnel is
a link. The ingress and egress are thus |ink endpoints at the network
nodes the tunnel interconnects. Such |link endpoints are typically
described as "network interfaces".

Tunnel interfaces may be physical or virtual. The interface may be

i npl ement ed i nside the node where the tunnel attaches, e.g., inside a
host or router. The interface may al so be inplenmented as a "bunp in
the wire" (BITW, sonmewhere along a |ink between the two nodes the
link interconnects. IPin IP tunnels are often inplenented as
interfaces, where |IPsec tunnels are sonetines inplenmented as Bl TW
These i npl enentation variations determ ne only whether information
avail able at the link endpoints (ingress/egress) can be easily shared
with the connected network nodes.

3.5. Inplications of This Mde

Thi s approach highlights a few key features of a tunnel as a network
architecture construct:

0 To the tunnel transit packets, tunnels turn a network (Layer 3)
path into a (Layer 2) link

0 To devices the tunnel traverses, the tunnel ingress and egress act
as hosts that source and sink tunnel |ink packets
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The consequences of these features are as foll ow

o Like a link, a tunnel has an MIU defined by the reassenbly MIU of
the receiving interface (egress).

o Path MU discovery in the network layer (i.e., outer network M
has no direct relation to the MIU of the hops within the link
| ayer of the links (or thus tunnels) that connect its conponents.

0 Hops renmmin defined as the nunber of routers encountered on a path
or the tine spent at a router [RFC1812]. Hops are not decrenented
solely by the transit of a link, e.g., a packet with a hop count
of zero should successfully transit a link (and thus a tunnel)
that connects two hosts.

0 The addresses of a tunnel ingress and egress correspond to |ink
| ayer addresses to the tunnel transit packet and outer network M
Many poi nt-to-point tunnels are unnunbered in the network in which
they reside (even though they must have addresses in the network
they transit).

o Like network interfaces, the ingress and egress are never a direct
source of | CVP nessages but may provide information to their
attached host or router to generate those | CMP nessages.

These observations nmake it nuch easier to deternmine what a tunne
must do to transit |P packets, notably it nust satisfy al
requi renents expected of a link

4. | P Tunnel Requirenents

The requirenents of an | P tunnel are defined by the requirenments of
an | P link because both transit |IP packets. A tunnel nust transit the
IP MU, i.e., 68B for I Pv4 and 1280B for |IPv6, and a tunnel nust
support address resolution when there is nore than one egress.

The requirenents of the tunnel ingress and egress are defined by the
net wor k over which they exchange nessages (tunnel |ink packets). For
| P-over-1P, this nmeans that the ingress MJST NOT exceed the
(fragnment) ldentification field uni queness requirenents [ RFC6864].

These requirenents remai n even though tunnels have sone uni que

i ssues, including the need for additional space for encapsul ation
headers and the potential for tunnel path MIU variation
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4.1. Fragnentation

As with any link |ayer, the MIU of a tunnel is defined as the
receiving interface reassenbly MIU, and nust satisfy the requirenents
of the I P packets the tunnel transits.

Note that many of the issues with tunnel fragnmentation and MIuU
handl i ng were discussed in [ RFC4459], but that docunent described a
variety of alternatives as if they were independent. This docunent
expl ai ns the conbi ned approach that is necessary.

An | Pv4 tunnel nust transit 68 byte packets without further
fragmentation [ RFC791] [ RFC1122] and an | Pv6 tunnel nust transit 1280
byt e packets without further fragnentation [ RFC2460]. The tunnel MIU
interacts with routers or hosts it connects the same way as would a
link MIU. In the follow ng pseudocode, TTPsize is the size of the
tunnel transit packet, and egressRMIU is the receive MIU of the
egress. As with any link, the link MU is defined not by the native
path of the link (the path MU inside the tunnel) but by the egress
reassenbly MIU (egressRMIU). This is because the | CMP "packet too
bi g message indicates failure, not preference. There is no | CWP
message for "larger than I'd like, but | can still transit it".

These rules apply at the host/router where the tunnel is attached:

if (TTP > i nkMIU) then
if (TTP can be fragnented, e.g., |Pv4d DF=0) then
split TTP into fragnents of TunMIU si ze
and send each fragnent into the tunnel ingress

el se
drop TTP and send I CWP "too big" to TTP source
endi f
el se
send TTP into the tunnel "interface" (the ingress)
endi f
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These rules apply at the tunnel ingress:

if (sizeof (TTP) <= Tunnel Pat hMIU) t hen
encapsul ate TTP as received and enmt
el se
i f (Tunnel Pat hMIU < si zeof (TTP) <= egressRMIU) then
fragment TTP into TunMIU chunks
encapsul ate and enit each TTP
el se
{never happens; host/router already dropped by now}
endi f
endi f

For 1 Pv4 or 1 Pv6 over I Pv6, the tunnel path MU is a m ninum of 1280
m nus the encapsul ati on header (40 bytes) with its options (TOptSz)
and the egress reassenbly MU is 1500 ninus the sane anount:

if (sizeof (TTP) <= (1240 - TOptSz)) then
encapsul ate TTP as received and enit
el se
if ((1240 - TOptSz) < sizeof (TTP) <= (1460 - TOptSz)) then
fragment TTP into (1240 - TOpt Sz) chunks
encapsul ate and enit each TTP
el se
{never happens; host/router already dropped by now}
endi f
endi f

This tunnel supports IPv6 transit only if TOptSize is smaller than
180 bytes, and supports IPv4 transit if TOptSize is smaller than 884
bytes. IPv6 tunnel transit packets of 1280 bytes may be guaranteed
transit the outer network (M wthout needing fragnentation there but
they may require ongoing fragnentation and reassenbly if the tunne
MIU is not at |east 1320 bytes.

When using I P directly over I P, the mninumegress reassenbly MU for
IPv4 is 576 bytes and for IPv6 is 1500 bytes. This nmeans that tunnels
of | Pv4-over-1Pv4, |Pv4-over-1Pv6, and | Pv6-over-1Pv6 are possible

wi t hout additional requirenents, but this nmay involve ingress
fragmentation and egress reassenbly. | Pv6 cannot be tunneled directly
over | Pv4d without additional requirements, notably that the egress
reassenbly MIU or the link path MIU are at |east 1280 bytes.
Fragnment ati on and reassenbly cannot be avoided for |Pv6-over-1Pv6

wi thout simlar requirenents.
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When ongoi ng ingress fragnentati on and egress reassenbly would be
prohi bitive or costly, larger MIUs can be supported by design and
confirnmed either out-of-band (by design) or in-band (e.g., using
PLMITUD [ RFC4821], as done in SEAL [ RFC5320] and AERO [ Tel5]).
Alternately, an ingress can encapsul ate packets that fit and shut
down once fragnentation is needed, but it nust not continue to
forward small er packets while dropping | arger packets that are stil
within required limts.

4.2. MU di scovery

MIU di scovery enabl es a network path to support a larger path MU and
egress MIU than it can assume fromthe protocol over which it
operates. There are two ways in which MIU di scovery interact with
tunnel s: the MIU of the path over the tunnel and the MIU of the
tunnel itself.

A tunnel has two different MIU val ues: the | argest payl oad that can
traverse fromingress to egress without further fragnmentation (the
tunnel path MIU) and the | argest payload that can traverse from
ingress to egress. The latter is defined by the egress reassenbly
MIU, not the tunnel path MU, and is the tunnel MIU

The path MIU over the tunnel is limted by the tunnel MIU (the egress
reassenbly MIU) but not the tunnel path MIU. There is tenptation to
optimize tunnel traversal so that packets are not fragmented between
ingress and egress, i.e., to tune the network path MU to the tunne
link MIU. This is hazardous for many reasons:

o The tunnel is capable of transiting packets as large as the egress
reassenbly MIU, which is always at |least as large as the tunne
path MIU and typically is |arger.

o |CW has only one type of error nessage regarding | arge packets -
"too big", i.e., too large to transit. There is no optim zation
message of "bigger than 1'd like, but |I can deal with if needed"

o I|P tunnels often involve sone | evel of recursion, i.e.
encapsul ati on over itself [RFC4459].

Recursive tunneling occurs whenever a protocol ends up encapsul ated
initself. This happens directly, as when IPv4 is encapsulated in

| Pv4, or indirectly, as when IP is encapsulated in UDP which then is
a payload inside IP. It can involve many | ayers of encapsul ation
because a tunnel provider isn't always aware of whether the packets
it transits are already tunnel ed.
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Recursion is inpossible when the tunnel transit packets are limted
to that of the native size of the tunnel path MIU. Arriving tunnel
transit packets have a m ni num supported size (1280 for 1Pv6) and the
tunnel path MIU has the sane size; there would be no roomfor the
addi ti onal encapsul ati on headers. The result would be an | Pv6 tunnel
that cannot satisfy IPv6 transit requirenments.

It is nmore appropriate to require the tunnel to satisfy IP transit
requirenents and enforce that requirenent at design tine or during
operation (the latter using PLMIUD [ RFC4821]). Conventional path Mru
di scovery (PMIUD) relies existing endpoint | CMP processing of
explicit negative feedback fromrouters along the path via "nmessage
to big" ICWP packets in the reverse direction of the tunne

[ RFC1191]. This technique is susceptible to the "black hole"
phenonmenon, in which the | CMP nessages never return to the source due
to policy-based filtering [ RFC2923]. PLMIUD requires a separate,
direct control channel fromthe egress to the ingress that provides
positive feedback; the direct channel is not bl ocked by policy
filters and the positive feedback ensures fail-safe operation if

f eedback nmessages are | ost [ RFC4821].

4.3. I P ID exhaustion

In IPv4, the IP Identification (ID) field is a 16-bit value that is
uni que for every packet for a given source address, destination
address, and protocol, such that it does not repeat within the

Maxi mum Segnent Lifetinme (MSL) [ RFC791] [ RFC1122]. Although the ID
field was originally intended for fragmentation and reassenbly, it
can al so be used to detect and di scard duplicate packets, e.g., at
congested routers (see Sec. 3.2.1.5 of [RFC1122]). For this reason
and because | Pv4 packets can be fragnented anywhere along a path, all
packets between a source and destination of a given protocol nust
have uni que I D val ues over a period of an MSL, which is typically
interpreted as two minutes (120 seconds). These requirenments have
recently been sonewhat relaxed in recognition of the primry use of
this field for reassenbly and the need to handle only fragnent

nmi sordering at the receiver [RFC6864].

The uni queness of the IP 1D is a known problemfor high speed

devi ces, because it linmts the speed of a single protocol between two
endpoi nts [ RFC4963]. Al though this suggests that the uni queness of
the IP 1D is noot, tunnels exacerbate this condition. A tunnel often
aggregates traffic froma nunber of different source and destination
addresses, of different protocols, and encapsul ates themin a header
with the sane ingress and egress addresses, all using a single
encapsul ati on protocol. The result is one of the foll ow ng:
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1. The IPIDrules are enforced, and the tunnel throughput is
severely limted.

2. The IP 1D rules are enforced, and the tunnel consunes |arge
nunbers of ingress/egress |IP addresses solely to ensure ID
uni queness.

3. The IP ID rules are ignored.

The | ast case is the nost obvious solution, because it corresponds to
how endpoi nts currently behave. Fortunately, fragnentation is
somewhat rare in the current Internet at large, but it can be conmon
along a tunnel. Fragments that repeat the IP ID risk being
reassenbl ed incorrectly, especially when fragments are reordered or

| ost. Reassenbly errors are not al ways detected by other protoco

| ayers (see Sec. 4.8), and even when detected they can result in
excessi ve overall packet |oss and can waste bandw dth between the
egress and ultimate packet destination

4. 4. Hop Count

This section considers the selection of the value of the hop count of
the tunnel |ink header, as well as the potential inpact on the tunne
transit header. The former is affected by the nunber of hops w thin
the tunnel. The latter determ nes whether the tunnel has visible
effect on the transit packet.

In general, the Internet hop count field is used to detect and avoid
forwardi ng | oops that cannot be corrected without a synchronized
reboot. The IPv4 Tinme-to-Live (TTL) and IPv6 Hop Limit field each
serve this purpose [ RFC791] [ RFC2460] .

The 1Pv4 TTL field was originally intended to indicate packet
expiration tine, neasured in seconds. Arouter is required to
decrenent the TTL by at |east one or the nunber of seconds the packet
i s del ayed, whichever is |arger [RFC1812]. Packets are rarely held
that long, and so the field has come to represent the count of the
nunber of routers traversed. |1 Pv6 makes this nmeaning nore explicit.

These hop count fields represent the nunber of network forwarding

el ements traversed by an I P datagram An |IP datagramwi th a hop count
of zero can traverse a |link between two hosts because it never visits
a router (where it would need to be decrenmented and woul d have been
dr opped) .

An | P datagramtraversing a tunnel thus need not have its hopcount
nmodi fied, i.e., the tunnel transit header need not be affected. A
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zero hop count datagram should be able to traverse a tunnel as easily
as it traverses a link. A router MAY be configured to decrenent
packets traversing a particular link (and thus a tunnel), which may
be useful in emulating a path as if it had traversed one or nore
routers, but this is strictly optional. The ability of the outer
network and tunnel network to avoid indefinitely | ooping packets does
not rely on the hop counts of the tunnel traversal packet and tunne
Iink packet being related in any way at all

The hop count field is also used by several protocols to determne
whet her endpoints are "local", i.e., connected to the same subnet
(l'ink-1ocal discovery and rel ated protocols [RFC4861]). A tunnel is a
way to nmake a renote address appear directly-connected, so it makes
sense that the other ends of the tunnel appear |ocal and that such

I ink-1ocal protocols operate over tunnels unless configured
explicitly otherwi se. Wen the interfaces of a tunnel are nunbered,
these can be interpreted the sane way as if they were on the sane

i nk subnet.

4.5. Signaling

In the current Internet architecture, signaling goes upstream either
fromrouters along a path or fromthe destination, back toward the
source. Such signals are typically contained in | CMP nessages, but
can invol ve other protocols such as RSVP, transport protocol signals
(e.g., TCP RSTs), or multicast control or transport protocols.

A tunnel behaves like a link and acts like a link interface at the
nodes where it is attached. As such, it can provide infornmation that
enhances | P signaling (e.g., ICW), but itself does not directly
generate | CMP nessages.

For tunnels, this neans that there are two separate signaling paths.
The outer network M devices can each signal the source of the tunne
transit packets, Hsrc (Figure 8). Inside the tunnel, the inner
network N devices can signal the source of the tunnel |ink packets,
the ingress | (Figure 9).
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Figure 8 Signals outside the tunne
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Figure 9 Signals inside the tunne

These two signal paths are inherently distinct except where
informati on i s exchanged between the network interface of the tunne
(the ingress) and its attached device (Ra, in both figures).

It is always possible for a network interface to provide hints to its
attached device (host or router), which can be used for optim zation.
In this case, when signals inside the tunnel indicate a change to the
tunnel, the ingress (i.e., the tunnel network interface) can provide
information to the router (Ra, in both figures), so that Ra can
generate the appropriate signal in return to Hsrc. This relaying may
be difficult, because signals inside the tunnel may not return enough
information to the ingress to support direct relaying to Hsrc.

In all cases, the tunnel ingress needs to deternine howto relay the
signals frominside the tunnel into signals back to the source. For
sone protocols this is either sinple or inpossible (such as for

ICVMP), for others, it can even be undefined (e.g., multicast). In
some cases, the individual signals relayed frominside the tunnel may
result in corresponding signals in the outside network, and in other
cases they may just change state of the tunnel interface. In the
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|atter case, the result may cause the router Ra to generate new | CMP
errors when | ater messages arrive fromHsrc or other sources in the
out er networ K.

The neaning of the relayed information nust be carefully transl ated.
In the case of soft or hard ICMP errors, the translation my be

obvi ous. | CWMP "packet too big" nmessages frominside the tunnel do not
necessarily have a direct inpact on Ra unless they arrive fromthe
egress (where they woul d update egressRMIU). Inside the tunnel, these
messages could be used to adjust the ingress fragnentation

In addition to | CMP, nessages typically considered for translation
i nclude Explicit Congestion Notification (ECN [ RFC6040]) and
mul ticast (1GW, e.g.).

4.6. Relationship of Header Fields

Sone tunnel specifications attenpt to relate the fields of the tunne
transit packet and tunnel |ink packet, i.e., the packet arriving at
the ingress and the encapsul ati on header. These two headers are
effectively independent and there is no utility in requiring their
contents to be rel ated.

In specific, the encapsul ati on header source and destination
addresses are network endpoints in the tunnel network N, but have no
meaning in the outer network M even when the tunnel ed packet
traverses the sane network. The addresses are effectively

i ndependent, and the tunnel endpoint addresses are |ink addresses to
the tunnel transit packet.

Because t he tunnel ed packet uses source and destination addresses
with a separate neaning, it is inappropriate to copy or reuse the

I Pv4 Identification or IPv6 Fragnment ID fields of the tunnel transit
packet. These fields need to be generated based on the context of the
encapsul ati on header, not the tunnel transit header

Simlarly, the DF field need not be copied fromthe tunnel transit
packet to the encapsul ati on header of the tunnel |ink packet
(presumng both are I Pv4). Path MIU di scovery inside the tunnel does
not directly correspond to path MIU di scovery outside the tunnel

The same is true for nost other fields. Wien a field value is
generated in the encapsul ati on header, its meani ng shoul d be derived
fromwhat is desired in the context of the tunnel as a |link. Wen
feedback is received fromthese fields, they should be presented to
the tunnel ingress and egress as if they were network interfaces. The
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behavi or of the node where these interfaces attach should be
identical to that of a conventional |ink.

There are exceptions to this rule that are explicitly intended to
relay signals frominside the tunnel to outside the tunnel. The
primary exanple is ECN [ RFC6040], which copies the ECN bits fromthe
tunnel transit header to the tunnel |ink header during encapsul ation
at the ingress and nodifies the tunnel transit header at egress based
on a conbination of the bits of the two headers. This is intended to
al | ow congestion notification within the tunnel to be interpreted as
if it were on the direct path. O her exanples may involve the DSCP
flags. In both cases, it is assuned that the intent of copying val ues
on encapsul ati on and mergi ng val ues on decapsul ati on has the effect
of allowing the tunnel to act as if it participates in the sane type
of network as outside the tunnel (network M.

4.7. Congestion

In general, tunnels carrying IP traffic need not react directly to
congestion any nmore than would any other link |ayer [RFC5405]. IP
traffic is not generally expected to be congestion reactive.

[text from David Black on ECN rel ayi ng?]
4.8. Checksuns

IPtraffic transiting a tunnel needs to expect a simlar |evel of
error detection and correction as it would expect from any ot her
link. In the case of IPv4, there are no such expectations, which is
partly why it includes a header checksum [ RFC791].

IPv6 omtted the header checksum because it already expects nost |ink
errors to be detected and dropped by the Iink | ayer and because it

al so assunes transport protection [RFC2460]. When transiting | Pv6
over | Pv6, the tunnel fails to provide the expected error detection
This is why IPv6 is often tunnel ed over layers that include separate
protection, such as GRE [ RFC2784].

The fragnentation created by the tunnel ingress can increase the need
for stronger error detection and correction, especially at the tunne
egress to avoid reassenbly errors. The Internet checksumis known to
be susceptible to reassenbly errors that could be comon [ RFC4963],
and should not be relied upon for this purpose. This is why SEAL and
AERO i ncl ude a separate checksum [ RFC5320] [ Tel5]. This requirenent
can be undern ned when using UDP as a tunnel with no UDP checksum (as
per [ RFC6935] [ RFC6936]) when fragnentation occurs because the egress
has no checksumw th which to validate reassenbly. For this reason
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it is safe to use UDP with a zero checksum for atomic (non-
fragment ed, non-fragmentable) tunnel |ink packets only; when used on
fragments, whether generated at the ingress or en-route inside the
tunnel, om ssion of such a checksumcan result in reassenbly errors
that can cause additional work (capacity, forwardi ng processing,
recei ver processing) downstream of the egress.

4.9. Numbering

Tunnel ingresses and egresses have addresses associated with the
encapsul ati on protocol. These addresses are the source and
destination (respectively) of the encapsul ated packet while
traversing the tunnel network.

Tunnel s may or may not have addresses in the network whose traffic
they transit (e.g., network Min Figure 4). In sone cases, the tunne
is an unnunbered interface to a point-to-point virtual |ink. Wen the
tunnel has nultiple egresses, tunnel interfaces require separate
addresses in network M

To see the effect of tunnel interface addresses, consider traffic
sourced at router Ra in Figure 4. Even before being encapsul ated by
the ingress, that traffic needs a source | P network address that
bel ongs to the router. One option is to use an address associ ated
with one of the other interfaces of the router [RFC1122]. Another
option is to assign a nunber to the tunnel interface itself.
Regardl ess of which address is used, the resulting I P packet is then
encapsul ated by the tunnel ingress using the ingress address as a
separat e operation.

4.10. Multicast
[ To be addressed]

Note that PMIU for multicast is difficult. PIMcarries an option that
may help in the Popul ati on Count Extensions to PIM[RFC6807].

I MO, again, this is no different than any other multicast |ink
4.11. NAT / Load Bal anci ng

[ To be addressed]
4.12. Recursive tunnels.

The rules described in this docunent already support tunnels over

tunnel s, sonetines known as "recursive" tunnels, in which IPis
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transited over |IP either directly or via intermediate encapsul ation
(1 P-UDP-1P).

There are known hazards to recursive tunneling, notably that the

i ndependence of the tunnel transit header and tunnel |ink header hop
counts can result in a tunneling | oop. Such | ooping can be avoi ded
when using direct encapsulation (IP in IP) by use of a header option
to track the encapsulation count and to limt that count [RFC2473].
Thi s | oopi ng cannot be avoi ded when other protocols are used for
tunneling, e.g., IPin UDP in IP, because the encapsul ati on count may
not be visible where the recursion occurs.

5. Cbservations (inplications)
[Leave this as a shopping list for now
5.1. Tunnel protocol designers
Account for egress MIU path Mru differences.
I nclude a stronger checksum
Ensure the egress MIU is always | arger than the path MIU

Ensure that the egress reassenbly can keep up with line rate OR
design PLMIUD into the tunneling protocol

5.2. Tunnel inplenenters
Det ect when the egress MIU i s exceeded.

Det ect when the egress MIU drops bel ow the required m ni mum and shut
down the tunnel if that happens - configuring the tunnel down and
issuing a hard error may be the only way to detect this anomaly, and
it’s sufficiently inportant that the tunnel SHOULD be di sabl ed.

Do NOT decrenment the TTL as part of being a tunnel. It’s always
already OK for a router to decrenent the TTL based on different next-
hop routers, but TTL is a property of a router not a link

5.3. Tunnel operators

Keep the difference between "enforced by operators" vs. "enforced by
active protocol mechanism in nmind. It’'s fine to assune sonething the
tunnel cannot or does not test, as |long as you KNOVNyou can assume
it. When the assunption is wong, it will NOT be signaled by the
tunnel. Do NOT decrenent the TTL as part of being a tunnel. It’'s
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al ways already OK for a router to decrement the TTL based on
different next-hop routers, but TTL is a property of a router not a
l'ink.
Do NOT decrenent the TTL as part of being a tunnel. It’'s always
already K for a router to decrenent the TTL based on different next-
hop routers, but TTL is a property of a router not a link

5.4. For existing standards

5.4.1. Generic UDP Encapsulation (GUE - IPin UDP in IP)
[ Hel5a] [ He15b]

5.4.2. Generic Packet Tunneling in |IPv6
[ RFC2473]
Consistent with this doc

Consi ders the endpoints of the tunnel as virtual interfaces.

Considers the tunnel a virtual |ink

Requires source fragnentation at the ingress and reassenbly at the
egr ess.

Includes a recursion Iimt to prevent unlimted re-encapsul ation

Sets tunnel transit header hop linmt independently.

Sends | CMPs back at the ingress based on the arriving tunne
transit packet and its relation to the tunnel MIU (though it uses the

i ncorrect value of the tunnel MIU; see bel ow).

Allows for ingress relaying of internal tunnel errors (but see
below, it does not discuss retaining state about these).

Inconsistent with this doc:

Decrenents the tunnel transit header by 1, i.e., incorrectly
assuning that tunnel endpoints occur at routers only and that the
tunnel, rather than the router, is responsible for this decrenent.

This doc goes to pains to describe the decapsul ati on process as if

it were distinct fromconventional protocol processing by the
receiver (when it should not be).

Touch, Townsl ey Expi res January 20, 2016 [ Page 24]



Internet-Draft Tunnels in the Internet July 2015
Copies traffic class fromtunnel link to tunnel transit header (as
one vari ant).

Treats the tunnel MIU as the tunnel path MIU, rather than the
tunnel egress MIuU

Incorrectly fragnents | Pv4 DF=0 tunnel transit packets that arrive
| arger than the tunnel MIU at the 1 Pv6 | ayer; the relationship
between 1 Pv4 and the tunnel is nore conplex (as noted in this doc).

Fails to retain state fromthe tunnel based on ingress receiving
| CMP nessages frominside the tunnel, e.g., such as m ght cause
future tunnel transit packets arriving at the ingress to be discarded
with an ICVMP error response rather than allowing themto proceed into
the tunnel

5.4.3. Geneve (NvQB)
[ RFC7364] [ Gr 15]
Consistent with this doc

Generation of the Iink header fields is not discussed and presuned
i ndependent of transit packet.

I nconsistent with this doc:
Tries to match transit to tunnel path MIU rather than egress MIU
5.4.4. GRE (IPin GREin IP)
| Pv4 [ RFC2784] [ RFC7588] [ Pi 15] :
Consistent with this doc
Does not address |ink header generation

Non- def ault behavior allows fragmentation of |ink packet to match
tunnel path MU up to the limt of the egress MIU

Def aul t behavi or sets |ink DF independently.
Shuts the tunnel down if the tunnel path MU isn't => 1280.
Inconsistent with this doc:

Based on tunnel path MIU, not egress MIU
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Clains that the tunnel (GRE) mechanismis responsible for
generating | CMP error nessages.

Def aul t behavior fragnents transit packet (where possible) based
on tunnel path MIU (it should fragnent based on egress MrU)

Def aul t behavi or does not support the mini nrum MU of | Pv6 when run
over | Pv6.

Non-default behavior allows copying DF for IPvd in | Pv4.
5.4.5. IPinIP/ nmobile IP

| Pv4 [ RFC2003] [ RFC5944] :

Consistent with this doc
Generate link I D independently
Generate |link DF independently when transit DF=0
Generate ECN update ECN based on sharing info [ RFC6040]
Set link TTL to transit to egress only (independently)
Do not decrenment TTL on entry except when part of forwarding
Do not decrenment TTL on exit except when part of forwarding
Options not copied, but used as a hint to desired services.
Generally treat tunnel as a link, e.g., for Iink-Iocal

I nconsistent with this doc
Set link DF when transit DF=1 (won’t work unless |-E runs PLMIUD)
Drop at egress if transit TTL=0 (wong TTL for host-host tunnels)
Drop when transit source is router’s IP (prevents tun fromrouter)
Drop when transit source matches egress (prevents tun to router)
Use tunnel 1CWPs to generate upper | CMPs, copying context (ICMPs

are now conming frominside a link!); these should be handl ed by

setting errors as a "network interface" and letting the attached
host/router figure out what to send.
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Usi ng tunnel MIU discovery to tune the transit packet to the
tunnel path MIU rather than egress MIU
| Pv6 [ RFC2473]:
Consistent with this doc

Doesn’t discuss lots of header fields, but inplies they re set
i ndependent | y.

Sets link TTL independently.
I nconsistent with this doc:
Tunnel issues | CMP PTBs.

|CVMP PTB issued if larger then 1280 - header, rather than egress
reassenbly Mru.

Fragments | Pv6 over IPv6 fragnents only if transit is <= 1280
(i.e., forces all tunnels to have a max MIU of 1280).

Fragnents | Pv4 over |Pv6 fragnments only if |Pv4 DF=0
(msinterpreting the "can fragnent the | Pv4 packet" as permission to
fragment at the I Pv6 |ink header)

Consi ders encapsul ation a forwardi ng operation and decrenents the
transit TTL.

5.4.6. |IPsec tunnel node (IPin IPsec in IP)
[ RFC4301]
Consistent with this doc
Most of the rules, except as noted bel ow
I nconsistent with this doc:

Wites its own header copying rules (Sec 5.1.2), rather than
referring to existing standards.

Uses policy to set, clear, or copy DF (policy isn't the issue)
Intertwines tunneling with forwarding rather than presenting the

tunnel as a network interface; this can be corrected by using | Psec
transport nmode with an I P-in-1P tunnel [RFC3884].
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5.4.7. L2TP
[ RFC3931]
Consistent with this doc
Does not address nost |ink headers, which are thus independent.
I nconsistent with this doc:

Manages tunnel access based on tunnel path MIU, instead of egress
MTU.

Refers to RFC2473 (1 Pv6 in I Pv6), which is inconsistent with this
doc as noted above.

5.4.8. L2VPN
[ RFC4664]
5.4.9. L3VPN
[ RFC4176]
5.4.10. LISP
[ RFC6830]
5.4.11. MPLS
[ RFC3031]
5.4.12. PWE
[ RFC3985]
5.4.13. SEAL/ AERO
[ RFC5320] [ Tel5]
5.4.14. TRILL
[ RFC5556] [ RFC6325]
Consistent with this doc

Puts IP in Ethernet, so nost of the issues don’t cone up.
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Et hernet doesn’t have TTL or fragment.
Roridge (trill) TTL header is independent of transit packet.
5.5. For future standards
Larger |Pv4 MIU (2K? or just 2x path MIu?) for reassenbly

Al ways include frag support for at least two frags; do NOT try to
deprecate fragnentation.

Limt encapsul ati on option use/ space.

Augnent | CWMP to have two separate nessages: PTB vs P-bigger-than-
opti mal

I nclude MU as part of BGP as a hint - SB
Hazards of nulti-MrU draft-van-beijnumnulti-ntu-04
6. Security Considerations

Tunnel s may introduce vulnerabilities or add to the potential for
receiver overload and thus DOS attacks. These issues are primarily
related to the fact that a tunnel is a link that traverses a network
path and to fragmentation and reassenbly. | CWP signal translation

i ntroduces a new security issue and nust be done with care. |CW
generation at the router or host attached to a tunnel is already
covered by existing requirenents (e.g., should be throttled).

Tunnel s traverse nultiple hops of a network path fromingress to
egress. Traffic along such tunnels nmay be susceptible to on-path and
of f-path attacks, including fragnent injection, reassenbly buffer
overload, and ICWP attacks. Sone of these attacks may not be as
visible to the endpoints of the architecture into which tunnels are
depl oyed and these attacks may thus be nore difficult to detect.

Fragnmentation at routers or hosts attached to tunnels may place an
undue burden on receivers where traffic is not sufficiently diffuse,
because tunnels may i nduce source fragnentation at hosts and path
fragmentation (for | Pv4 DF=0) nore for tunnels than for other |inks.
Care should be taken to avoid this situation, notably by ensuring
that tunnel MIUs are not significantly different fromother link
MTUs.

Tunnel ingresses emitting | P datagrams MJUST obey all existing IP
requi renents, such as the uniqueness of the IPIDfield. Failure to
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either Iimt encapsulation traffic, or use additional ingress/egress
| P addresses, can result in high speed traffic fragnments being
incorrectly reassenbl ed.
[ managenent ?]
[ Access control ?]
describe relationship to [RFC6169] - JT (as per | NTAREA neeting
notes, don't cover Teredo-specific issues in RFC6169, but include
generic issues here)

7. 1 ANA Consi derations
Thi s docunment has no | ANA consi derati ons.
The RFC Editor should renbve this section prior to publication
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Appendi x A Fragnent ati on

There are two places where fragnmentation can occur in a tunnel
called Quter Fragnentation and | nner Fragnentation.

A.1. CQuter Fragnentation

The sinplest case is Quter Fragnmentation, as shown in Figure 10. The
bottom of the figure shows the network topol ogy, where packets start
at the source, enter the tunnel at the encapsulator, exit the tunne
at the decapsul ator, and arrive finally at the destination. The
packet traffic is shown above the topol ogy, where the end-to-end
packets are shown at the top. The packets are conposed of an inner
header (iH) and inner data (iD); the term"inner") is relative to the
tunnel, as will become apparent. Wen the packet (iH iD) arrives at
the encapsulator, it is placed inside the tunnel packet structure,
here shown as adding just an outer header, oH, in step (a).

When t he encapsul at ed packet exceeds the MIU of the tunnel, the
packet needs to be fragnented. In this case we fragnent the packet at
the outer header, with the fragments shown as (bl) and (b2). Note
that the outer header indicates fragnentation (as ' and "),the inner
header occurs only in the first fragnent, and the inner data is
broken across the two packets. These fragnents are reassenbl ed at the
encapsul ator in step (c), and the resulting packet is decapsul ated
and sent on to the destination.
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Figure 10 Fragnentation of the outer packet

Quter fragnmentation isolates Source and Destination fromtunne
encapsul ati on duties. This can be considered a benefit in clean

| ayered network design, but also may result in conpl ex decapsul at or
design, especially where tunnels aggregate |arge amounts of traffic,
such as IP ID overload (see Sec. 4.3). CQuter fragnentation is valid
for any tunnel encapsul ati on protocol that supports fragnmentation
(e.g., IPv4 or IPv6), where the tunnel endpoints act as the host
endpoi nts of that protocol

Al ong the tunnel, the inner header is contained only in the first
fragment, which can interfere with mechani sns that 'peek’ into | ower
| ayer headers, e.g., as for ICMP, as discussed in Sec. 4.5.

A. 2. Inner Fragnentation

I nner Fragnentation distributes the inpact of tunneling across both

t he decapsul ator and destination, and is shown in Figure 11. Again,
the network topology is shown at the bottom of the figure, and the
original packets show at the top. Packets arrive at the encapsul ator
and are fragnented there based on the inner header into (al) and
(a2). The fragnments arrive at the decapsul ator, which renoves the

out er header and forwards the resulting fragments on to the
destination. The destination is then responsible for reassenbling the
fragments into the original packet.
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Figure 11 Fragnmentation of the inner packet
As noted, inner fragnentation distributes the effort of tunneling

across the decapsul ator and destinati ons;

this can be especially

i mportant when the tunnel aggregates |large amounts of traffic. Note
that this mechanismis thus valid only when the original source
packets can be fragnmented on-path, e.g., as in |Pv4.

Al ong t he tunnel

and so are available to mechani sns that
| VWP, as discussed in Sec. 4.5).
i nner header, the inpact of
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the inner headers are copied into each fragnent,
" peek’
Because fragnentati on happens on the
IP IDis reduced.

i nto headers (e.gqg.
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APPENDI X B: Fragnmentation efficiency
B.1. Selecting fragment sizes

There are different ways to fragnent a packet. Consider a network
with an MU as shown in Figure 12, where packets are encapsul ated
over the same network |ayer as they arrive on (e.g., IPinIP). If a
packet as large as the MIU arrives, it nust be fragmented to
acconmodat e t he additional header

X X (MTU)
T +
| iH | DDDDDDDDDDDDDDDDDDDD |
i +
|
| X X (Mry)
T e L L L L L I yspspepspspipep +
(a) +-> H| iH | DDbDDDDDDDDDDDDDD |
R L L L ap—— +
I I
| | X X (MryY)
[ B LT T (S +
| (al) +-> nH| H| iH | DDDDDDDDDDD
| | T +
I I
| | B S Sy +
| (a2) +->| nH'| DDDDD |
[ B +
I
| B +
(b) +->| H'| DDDD |
[ S S +
|
[ B e +
(bl) +->| nH| H'| DDDD |
R L +

Fi gure 12Fragnenting via maxi numfit

Figure 12 shows this process, using Quter Fragnentation as an exanple
(the situation is the sane for Inner Fragnentation, but the headers
that are affected differ). The arriving packet is first split into
(a) and (b), where (a) is of the MIU of the network. However, this
tunnel then traverses over another tunnel, whose inpact the first
tunnel ingress has not accommodated. The packet (a) arrives at the
second tunnel ingress, and needs to be encapsul ated again, but
because it is already at the MIU, it needs to be fragnented as well,
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into (al) and (a2). In this case, packet (b) arrives at the second
tunnel ingress and is encapsulated into (bl) wi thout fragnmentation
because it is already bel ow the MIU size.

In Figure 13, the fragnentation is done evenly, i.e., by splitting
the original packet into two roughly equal -sized conponents, (c) and
(d). Note that (d) contains nore packet data, because (c) includes
the original packet header because this is an exanple of CQuter
Fragnment ati on. The packets (c) and (d) arrive at the second tunne
encapsul ator, and are encapsul ated again; this tinme, neither packet
exceeds the MIU, and neither requires further fragnentation

X X (MrU)
o e e e o - +
| iH | DDDDDDDDDDDDDDDDDDDD |
dmm e e e e eeee e +
I
| X X (M)
B T +
(c) +-> H| iH | DDDDDDDD |
B e ppepp—— +
I I
I | X X (M)
| E T T SRy —— +
| (c1) +-> nH| H| iH | DDDDDDDD |
| B LT +
I
| Fomm e e e e e +
(d) +> H'| DDDDDDDDDDDD |
B TSI +
I
| E T T J +
(dl1) +->| nH | H'| DDDDDDDDDDDD |
T U +

Fi gure 13 Fragnmenting evenly
B. 2. Packing

Encapsul ating i ndi vi dual packets to traverse a tunnel can be
inefficient, especially where headers are large relative to the
packets being carried. In that case, it can be nore efficient to
encapsul ate many small packets in a single, |arger tunnel payl oad.
This technique, simlar to the effect of packet bursting in G gabit
Et hernet (regardl ess of whether they' re encoded using L2 synbols as
delineators), reduces the overhead of the encapsul ati on headers
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(Figure 14). It reduces the work of header addition and renoval at
the tunnel endpoints, but increases other work involving the packing
and unpacki ng of the conmponent packets carri ed.

+--a +--a +
| iHa | iDa |
+----- +----- +
I
| +----- +----- +
[ | iHb | iDb |
| H--mnn H--mnn +
I I
| | [ [ +
I I | iHe | iDc |
| | +----- +----- +
I I I
\' \' \'
L R +----- +----- +----- +----- +----- +
| oH| iHa| iHa | iHb | iDb | iHc | iDc |
[ R S +--- - - +--- - - +--- - - +--- - - +--- - - +

Fi gure 14 Packi ng packets into a tunne

[ NOTE: PPP choppi ng and coal esci ng?]
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