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Abst r act

Thi s docunent explains what is nmeant by the term "network transport
Circuit Breaker" (CB). It describes the need for circuit breakers
for network tunnels and applications when using non-congestion-
controlled traffic, and explains where circuit breakers are, and are
not, needed. It also defines requirenents for building a circuit
breaker and the expected outcones of using a circuit breaker within
the Internet.
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The term"Circuit Breaker" originates in electricity supply, and has

nothing to do with network circuits or virtual circuits. In
electricity supply, a Grcuit Breaker is intended as a protection
mechani sm of last resort. Under normal circunstances, a Circuit
Breaker ought not to be triggered; it is designed to protect the
supply network and attached equi pnrent when there is overload. Peop
do not expect an electrical circuit-breaker (or fuse) in their hone
to be triggered, except when there is a wiring fault or a problem
with an el ectrical appliance.
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In networking, the Crcuit Breaker (CB) principle can be used as a
protection mechani smof last resort to avoi d persistent excessive
congestion inpacting other flows that share network capacity.

Persi stent congestion was a feature of the early Internet of the
1980s. This resulted in excess traffic starving other connections
fromaccess to the Internet. It was countered by the requirenent to
use congestion control (CC) in the Transm ssion Control Protoco

(TCP) [Jacobsen88]. These nmechani snms operate in Internet hosts to
cause TCP connections to "back of f" during congestion. The addition
of a congestion control to TCP (currently docunented in [ RFC5681]
ensured the stability of the Internet, because it was able to detect
congestion and pronptly react. This was effective in an Internet
where nost TCP flows were long-lived (ensuring that they could detect
and respond to congestion before the flows term nated). Although TCP
was by far the dom nant traffic, this is no |longer the always the
case, and non-congestion-controlled traffic, including nmany
applications using the User Datagram Protocol (UDP), can forma
significant proportion of the total traffic traversing a link. The
current Internet therefore requires that non-congestion-controlled
traffic is considered to avoid persistent excessive congestion

A network transport Circuit Breaker is an autonmatic nechanismthat is
used to continuously nonitor a flow or aggregate set of flows. The
mechani sm seeks to detect when the flow(s) experience persistent
excessi ve congestion. Wen this is detected, a Circuit Breaker
term nates (or significantly reduce the rate of) the flowms). This
is a safety neasure to prevent starvation of network resources
denying other flows fromaccess to the Internet. Such neasures are
essential for an Internet that is heterogeneous and for traffic that
is hard to predict in advance. Avoiding persistent excessive
congestion is inmportant to reduce the potential for "Congestion
Col | apse"” [ RFC2914].

There are inportant differences between a transport Circuit Breaker
and a congestion control nmethod. Congestion control (as inplenented
in TCP, SCTP, and DCCP) operates on a timescale on the order of a
packet round-trip-tine (RTT), the tine from sender to destination and
return. Congestion at a network link can al so be detected using
Explicit Congestion Notification (ECN) [ RFC3168], which allows the
network to signal congestion by narking ECN-capabl e packets with a
Congestion Experienced (CE) mark. Both |loss and reception of CE-
mar ked packets are treated as congestion events. Congestion contro
nmet hods are able to react to a congestion event by continuously
adapting to reduce their transm ssion rate. The goal is usually to
limt the transmssion rate to a maximumrate that reflects a fair
use of the available capacity across a network path. These nethods
typically operate on individual traffic flows (e.g., a 5-tuple that

i ncludes the | P addresses, protocol, and ports).
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In contrast, Circuit Breakers are recommended for non-congestion-
controlled Internet flows and for traffic aggregates, e.g., traffic
sent using a network tunnel. They operate on tinescal es much | onger
than the packet RTT, and trigger under situations of abnornal
(excessive) congestion. People have been inplenenting what this
docunment characterizes as circuit breakers on an ad hoc basis to
protect Internet traffic. This docunent therefore provides guidance
on how to depl oy and use these mechani sns. Later sections provide
exanpl es of cases where circuit-breakers may or nmay not be desirable.

A Crcuit Breaker needs to neasure (neter) sone portion of the
traffic to determine if the network is experiencing congestion and
needs to be designed to trigger robustly when there is persistent
excessi ve congestion

A Crcuit Breaker trigger will often utilize a series of successive
sanpl e measurenents netered at an ingress point and an egress point
(either of which could be a transport endpoint). The trigger needs
to operate on a timescale nmuch |longer than the path round trip tine
(e.g., seconds to possibly many tens of seconds). This |onger period
is needed to provide sufficient time for transport congestion contro
(or applications) to adjust their rate follow ng congestion, and for
the network |load to stabilize after any adjustnent. Congestion
events can be commobn when a congestion-controlled transport is used
over a network |ink operating near capacity. Each event results in
reduction in the rate of the transport flow experiencing congestion
The | onger period seeks to ensure that a Circuit Breaker does not
accidentally trigger following a single (or even successive)
congestion events.

Once triggered, the Circuit Breaker needs to provide a contro
function (called the "reaction"). This renoves traffic fromthe
network, either by disabling the flow or by significantly reducing
the level of traffic. This reaction provides the required protection
to prevent persistent excessive congestion being experienced by other
flows that share the congested part of the network path.

Section 4 defines requirenents for building a Circuit Breaker.

The operational conditions that cause a Circuit Breaker to trigger
ought to be regarded as abnormal. Exanples of situations that could
trigger a Circuit Breaker include:

o anonmalous traffic that exceeds the provisioned capacity (or whose

traffic characteristics exceed the threshold configured for the
Circuit Breaker);
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o traffic generated by an application at a tine when the provisioned
network capacity is being utilised for other purposes;

0 routing changes that cause additional traffic to start using the
path nonitored by the G rcuit Breaker

o msconfiguration of a service/network device where the capacity
available is insufficient to support the current traffic
aggr egat e;

o msconfiguration of an adm ssion controller or traffic policer
that allows nore traffic than expected across the path nonitored
by the Crcuit Breaker

O her nechani sns could al so be available to network operators to
det ect excessive congestion (e.g., an observation of excessive
utilisation for a port on a network device). Utilising such

i nformation, operational mechanisns could react to reduce network
| oad over a shorter timescale than those of a network transport
Circuit Breaker. The role of the Crcuit Breaker over such paths
remains as a nethod of last resort. Because it acts over a |onger
tinmescale, the Crcuit Breaker ought to trigger only when other
reactions did not succeed in reducing persistent excessive
congesti on.

In many cases, the reason for triggering a Circuit Breaker will not
be evident to the source of the traffic (user, application, endpoint,
etc). A Crcuit Breaker can be used to limt traffic from
applications that are unable, or choose not, to use congestion
control, or where the congestion control properties of the traffic
cannot be relied upon (e.g., traffic carried over a network tunnel).
In such circunstances, it is all but inpossible for the Crcuit
Breaker to signal back to the inpacted applications. |In some cases
applications could therefore have difficulty in determning that a
Circuit Breaker has triggered, and where in the network this
happened.

Application devel opers are therefore advised, where possible, to
depl oy appropriate congestion control nechanisns. An application
that uses congestion control will be aware of congestion events in
the network. This allows it to regulate the network | oad under
congestion, and is expected to avoid triggering a network Circuit
Breaker. For applications that can generate elastic traffic, this
will often be a preferred sol ution.
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1.1. Types of Circuit Breaker

There are various forns of network transport circuit breaker. These
are differentiated mainly on the tinescal e over which they are
triggered, but also in the intended protection they offer

0o Fast-Trip Crcuit Breakers: The relatively short tinescal e used by
this formof circuit breaker is intended to provide protection for
network traffic froma single flow or related group of flows.

0 SlowTrip Crcuit Breakers: This circuit breaker utilizes a |onger
tinmescale and is designed to protect network traffic from
congestion by traffic aggregates.

o Managed Circuit Breakers: Utilize the operations and managenent
functions that mght be present in a nanaged service to inpl enent
a circuit breaker.

Exanpl es of each type of circuit breaker are provided in section 4.
2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Design of a Gircuit-Breaker (Wat makes a good circuit breaker?)

Al though circuit breakers have been tal ked about in the | ETF for nany
years, there has not yet been guidance on the cases where circuit
breakers are needed or upon the design of circuit breaker mechani sns.
Thi s docunment seeks to offer advice on these two topics.

Circuit Breakers are RECOVMENDED for | ETF protocols and tunnels that
carry non-congestion-controlled Internet flows and for traffic
aggregates. This includes traffic sent using a network tunnel

Desi gners of other protocols and tunnel encapsul ations al so ought to
consi der the use of these techniques as a last resort to protect
traffic that shares the network path being used.

This docunent defines the requirenents for design of a Crcuit
Breaker and provi des exanples of how a G rcuit Breaker can be
constructed. The specifications of individual protocols and tunne
encapsul ati ons need to detail the protocol nechani sns needed to

i mpl ement a Gircuit Breaker
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Section 3.1 describes the functional components of a circuit breaker
and section 3.2 defines requirements for inplenmenting a Crcuit
Br eaker .

3.1. Functional Conponents

The basic design of a Circuit Breaker involves conmunication between
an ingress point (a sender) and an egress point (a receiver) of a
network flow or set of flows. A sinple picture of operation is
provided in figure 1. This shows a set of routers (each labelled R)
connecting a set of endpoints.

A Crcuit Breaker is used to control traffic passing through a subset
of these routers, acting between the ingress and a egress point
networ k devices. The path between the ingress and egress could be
provi ded by a tunnel or other network-layer technique. One expected
use would be at the ingress and egress of a service, where all
traffic being considered terninates beyond the egress point, and
hence the ingress and egress carry the sane set of flows.

[ SR + [ SR +
| Endpoi nt | | Endpoi nt |
SR S + >>> circuit breaker traffic >>> SR S +

I B S e B S T S S SSpp + -+ -+
+- +R+- - +R+- >+ I ngress +--+R+--+R+--+R+--+ Egress | --+R+--+R+- +
+++ -+ - - - - - +--+ -+ -+ -+ A----- +--+  +++ -+
I n I I I
| | R + S R +- -+
| | | Ingress | | Egress | |
| | | Meter | | Meter | |
| | Fomm - - - -+ Fomm - - - -+
I I I I I
++ | [ Fom oo -+ [ [ +- +
| R#- -+ | | Measure +<---------------- + +--+R
+++ | + -+ Reported +++
| | | Egress |
| | -4+ Measur enent |

[ R S + | | Trigger + [ R S +

| Endpoi nt | | +----t----+ | Endpoi nt |

S NIy + | | S NIy +

Foma < - -+
Reacti on

Figure 1: A CB controlling the part of the end-to-end path between an
i ngress point and an egress point. (Note: In sone cases, the trigger
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and neasurenent functions could alternatively be | ocated at other
| ocations (e.g., at a network operations centre.)

In the context of a Circuit Breaker, the ingress and egress functions
could be inplenented in different places. For exanple, they could be
| ocated in network devices at a tunnel ingress and at the tunne
egress. In sone cases, they could be located at one or both network
endpoints (see figure 2), inplenmented as conponents within a
transport protocol

oo + oo +
| Ingress | +-+ +-+ +-+ | Egress |
| Endpoi nt +->+R+--+R+--+R+--+ Endpoint |
B T T S i N I SR U R +

~ | |

| +--4------ + Fom oo -+

| | I'ngress | | Egress |

| | Meter | | Meter |

| +----t----+ Foem oo -+

I I I

| +--- +----+ |

| | Measure +<----------------- +

| +----+----+ Report ed

| | Egr ess

| +----+----+ Measur ermrent

| | Trigger |

| B R

I I

P

Reacti on

Figure 2: An endpoint CB inplenented at the sender (ingress) and
recei ver (egress).

The set of conponents needed to inplenent a Circuit Breaker are:

1. An ingress neter (at the sender or tunnel ingress) that records
the nunber of packets/bytes sent in each nmeasurenent interval
This neasures the offered network load for a flow or set of
flows. For exanple, the neasurenent interval could be nmany
seconds (or every few tens of seconds or a series of successive
shorter measurenents that are conbined by the Circuit Breaker
Measur erment function).

2. An egress neter (at the receiver or tunnel egress) that records
t he nunber/bytes received in each neasurenent interval. This
measures the supported load for the flow or set of flows, and
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could utilize other signals to detect the effect of congestion
(e.g., loss/congestion marking [ RFC3168] experienced over the
path). The neasurenents at the egress could be synchronised
(including an offset for the tine of flight of the data, or
referencing the neasurenents to a particular packet) to ensure
any counters refer to the same span of packets.

3. A nethod that communi cates the neasured val ues at the ingress and
egress to the Grcuit Breaker Measurenment function. This could
use several nethods including: Sending return neasurenent packets
(or control nessages) froma receiver to a trigger function at
the sender; an inplenentation using Operations, Adninistration
and Managenment (QAM); or sending an in-band signalling datagram
to the trigger function. This could also be inplenented purely
as a control plane function, e.g., using a software-defined
network controller

4. A neasurenent function that conbines the ingress and egress
nmeasurenents to assess the present |evel of network congestion
(For example, the loss rate for each nmeasurenent interval could
be deduced fromcalculating the difference between ingress and
egress counter values.) Note the nethod does not require high
accuracy for the period of the neasurenent interval (or therefore
t he measured val ue, since isolated and/or infrequent |oss events
need to be disregarded.)

5. A trigger function that determ nes whether the neasurenents
i ndi cate persistent excessive congestion. This function defines
an appropriate threshold for deternmining that there is persistent
excessi ve congestion between the ingress and egress. This
preferably considers a rate or ratio, rather than an absol ute
value (e.g., nore than 10% I oss, but other methods could al so be
based on the rate of transmission as well as the loss rate). The
Circuit Breaker is triggered when the threshold is exceeded in
mul tiple measurenent intervals (e.g., 3 successive nmeasurenents).
Desi gns need to be robust so that single or spurious events do
not trigger a reaction

6. A reaction that is applied at the Ingress when the Crcuit
Breaker is triggered. This seeks to automatically renove the
traffic causing persistent excessive congestion

7. A feedback control nechanismthat triggers when either the
receive or ingress and egress neasurenents are not avail abl e,
since this also could indicate a | oss of control packets (also a
synpt om of heavy congestion or inability to control the |oad).
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3.2. Oher network topol ogies

A Circuit Breaker can be deployed in networks wth topol ogies
different to that presented in figures 1 and 2. This section

descri bes exanpl es of such usage, and possible places where functions
can be i npl enent ed.

3.2.1. Use with a nulticast control/routing protocol

Fom e o - + Hom e e oo - + - m- - +
| Ingress | ++ +-+ +-+ | Egress | | Egress
| Endpoint +->+R+--+R+--+R+--+ Router |--+ Endpoint +->+
R S R e S A S I S e N o +
N N N N | N | |
| | | | | | |
e e -+ - - - <= - - -+ e a -+ | Reported
| I'ngress | mul ti cast Prune | | Egress | | I'ngress
| Meter | | | Meter | | Measurenent
Fomm e e - + | Foem oo -+
I I I
| B |
[ | Measure +<--+
| o e - - -+
I I
| o e e - - -+
mul ticast | | Trigger |
Leave | e i S
Message [ [
B e

Figure 3: An exanple of a nulticast CB controlling the end-to-end
pat h between an ingress endpoint and an egress endpoint.

Fi gure 3 shows one exanple of how a nulticast Circuit Breaker could
be inplenmented at a pair of multicast endpoints (e.g., to inplenent a
Fast-Trip Crcuit Breaker, Section 5.1). The ingress endpoint (the
sender that sources the nulticast traffic) neters the ingress |oad,
generating an ingress neasurenent (e.g., recording tinestanped packet
counts), and sends this neasurenent to the nulticast group together
with the traffic it has measured.

Routers along a nulticast path forward the nmulticast traffic
(including the ingress neasurenent) to all active endpoint receivers.
Each | ast hop (egress) router forwards the traffic to one or nore
egress endpoint(s).
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In this figure, each endpoint includes a nmeter that perforns a | oca
egress | oad neasurenent. An endpoint also extracts the received

i ngress measurenent fromthe traffic, and conpares the ingress and
egress neasurenents to determne if the Crcuit Breaker ought to be
triggered. This nmeasurenent has to be robust to | oss (see previous
section). |If the Crcuit Breaker is triggered, it generates a

mul ticast | eave nessage for the egress (e.g., an I GW or MD nessage
sent to the last hop router), which causes the upstreamrouter to
cease forwarding traffic to the egress endpoint [RFC1112].

Any multicast router that has no active receivers for a particul ar

mul ticast group will prune traffic for that group, sending a prune
nmessage to its upstreamrouter. This starts the process of rel easing
the capacity used by the traffic and is a standard nulticast routing
function (e.g., using Protocol |ndependent Milticast Sparse Mde
(PIMSM routing protocol [RFC4601]). Each egress operates

aut ononously, and the Crcuit Breaker "reaction" is executed by the
mul ti cast control plane (e.g., by PIM requiring no explicit
signalling by the Grcuit Breaker along the conmunication path used
for the control nessages. Note: there is no direct comunication
with the Ingress, and hence a triggered Circuit Breaker only controls
traffic downstreamof the first hop nulticast router. It does not
stop traffic flowing fromthe sender to the first hop router; this is
conmmon practice for nulticast depl oynment.

The net hod could al so be used with a nulticast tunnel or subnetwork
(e.g., Section 5.2, Section 5.3), where a nmeter at the ingress
generates additional control nmessages to carry the neasurenent data
towards the egress where the egress netering is inplenented.

3.2.2. Use with control protocols supporting pre-provisioned capacity

Sone paths are provisioned using a control protocol, e.g., flows
provi sioned using the Miulti-Protocol Label Swi tching (MPLS) services,
pat hs provisioned using the resource reservation protocol (RSVP)
networks utilizing Software Defined Network (SDN) functions, or

admi ssion-controlled Differentiated Services. Figure 1 shows one
expected use case, where in this usage a separate device could be
used to performthe neasurenent and trigger functions. The reaction
generated by the trigger could take the formof a network contro
message sent to the ingress and/or other network el enents causing
these elenents to react to the Circuit Breaker. Exanples of this
type of use are provided in section Section 5. 3.
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3.2.3. Unidirectional Crcuit Breakers over Controlled Paths

A Circuit Breaker can be used to control uni-directional UDP traffic,
providing that there is a conmmunication path that can be used for
control nessages to connect the functional conponents at the Ingress
and Egress. This conmmunication path for the control nessages can

exi st in networks for which the traffic flowis purely
unidirectional. For exanple, a multicast streamthat sends packets
across an Internet path and can use nulticast routing to prune flows
to shed network | oad. Sone other types of subnetwork also utilize
control protocols that can be used to control traffic flows.

4. Requirements for a Network Transport G rcuit Breaker
The requirenents for inplenenting a Circuit Breaker are:

1. There needs to be a conmmunication path for control nessages to
carry neasurenent data fromthe ingress neter and fromthe
egress nmeter to the point of measurenent. (Requirements 16-18
relate to the transm ssion of control nessages.)

2. A CBis REQU RED to define a neasurenent period over which the
CB Measurenent function neasures the |evel of congestion or
| oss. This nethod does not have to detect individual packet
| oss, but MJST have a way to know that packets have been | ost/
marked fromthe traffic fl ow.

3. An egress neter can al so count ECN [ RFC3168] congestion marks as
a part of neasurenent of congestion, but in this case, |oss MJST
al so be neasured to provide a conplete view of the | evel of
congestion. For tunnels,
[IDietf-tsvwg-tunnel - congestion-feedback] describes a way to
measure both | oss and ECN-mar ki ng; these neasurenents could be
used on a relatively short tinmescale to drive a congestion
control response and/or aggregated over a longer tinescale with
a higher trigger threshold to drive a CB. Subsequent bull et
itens in this section discuss the necessity of using a |onger
timescal e and a higher trigger threshold.

4, The neasur enent period used by a CB Measurenent function MJST be
| onger than the tine that current Congestion Control algorithns
need to reduce their rate followi ng detection of congestion
This is inportant because end-to-end Congestion Contro
algorithnms require at |east one RTT to notify and adjust the
traffic when congestion is experienced, and congestion
bottl enecks can share traffic with a diverse range of RTTs. The
measurenent period is therefore expected to be significantly
| onger than the RTT experienced by the CB itself.
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10.

11.

12.

I f necessary, a CB MAY conbi ne successive individual neter
samples fromthe ingress and egress to ensure observation of an
average neasurenment over a sufficiently long interval. (Note
when neter sanples need to be conbined, the conbination needs to
reflect the sum of the individual sanple counts divided by the
total tine/volunme over which the sanpl es were neasured

I ndi vi dual sanpl es over different intervals can not be directly
combi ned to generate an average val ue.)

A CB MUST be constructed so that it does not trigger under |ight
or intermttent congestion (see requirenents 7-9).

A CBis REQURED to define a threshold to determ ne whether the
measur ed congestion is considered excessive.

A CBis REQURED to define the triggering interval, defining the
peri od over which the trigger uses the coll ected neasurenents.
CBs need to trigger over a sufficiently long period to avoid
additionally penalizing flows with a long path RTT (e.g., nmany
path RTTS).

A CB MJUST be robust to nmultiple congestion events. This usually
will define a nunber of neasured persistent congestion events
per triggering period. For exanple, a CB MAY conbi ne the
results of several neasurement periods to deternmine if the CBis
triggered (e.g., it is triggered when persistent excessive
congestion is detected in 3 of the neasurenents within the
triggering interval).

The normal reaction to a trigger SHOULD disable all traffic that
contributed to congestion (otherw se, see requirenments 11, 12).

The reacti on MIST be nuch nore severe than that of a Congestion
Control algorithm (such as TCP's congestion control [RFC5681] or
TCP-Friendly Rate Control, TFRC [ RFC5348]), because the CB
reacts to nore persistent congestion and operates over |onger
timescales (i.e., the overload condition will have persisted for
a longer tinme before the CBis triggered).

A reaction that results in a reduction SHOULD result in reducing
the traffic by at |least an order of magnitude. A response that
achi eves the reduction by terminating flows, rather than
random y droppi ng packets, will often be nore desirable to users
of the service. A CB that reduces the rate of a flow, MJST
continue to nonitor the |level of congestion and MJUST further
react to reduce the rate if the CB is again triggered.
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13.

14.

15.

The reaction to a triggered CB MJST continue for a period that
is at least the triggering interval. Operator intervention wll
usually be required to restore a flow |If an automated response
is needed to reset the trigger, then this needs to not be

i medi ate. The design of an autonated reset nechani smneeds to
be sufficiently conservative that it does not adversely interact
wi th ot her nechani sns (including other CB al gorithns that

control traffic over a common path). It SHOULD NOT perform an
aut omat ed reset when there is evidence of continued congestion.

A CB trigger SHOULD be regarded as an abnornmal network event.
As such, this event SHOULD be | ogged. The neasurenents that
lead to triggering of the CB SHOULD al so be | ogged.

The control conmunication needs to carry measurenents
(requirement 1) and, in sone uses, also needs to transmt
trigger nessages to the ingress. This control comunication nmay
be in-band or out-of-band. The use of in-band comrunication is
RECOMVENDED when either design would be possible. The preferred
CB design is one that triggers when it fails to receive

measur enent reports that indicate an absence of congestion, in
contrast to relying on the successful transm ssion of a
"congested" signal back to the sender. (The feedback signa
could itself be |l ost under congestion).

in-Band: An in-band control method SHOULD assune that | oss of
control messages is an indication of potential congestion on
the path, and repeated | oss ought to cause the CB to be
triggered. This design has the advantage that it provides
fate-sharing of the traffic flowms) and the contro
conmuni cations. This fate-sharing property is weaker when
some or all of the neasured traffic is sent using a path that
differs fromthe path taken by the control traffic (e.g.
where traffic and control nessages follow a different path
due to use of equal-cost nultipath routing, traffic
engi neering, or tunnels for specific types of traffic).

e

-of -Band: An out-of-band control method SHOULD NOT trigger
CB reaction when there is | oss of control messages (e.g., a
| oss of neasurenents). This avoids failure anplification/
propagati on when the neasurenent and data paths fai

i ndependently. A failure of an out-of-band comunication
pat h SHOULD be regarded as abnorrmal network event and be
handl ed as appropriate for the network, e.g., this event
SHOULD be | ogged, and additional network operator action

m ght be appropriate, depending on the network and the
traffic invol ved.
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5.

5.

16. The control communicati on MIUST be designed to be robust to
packet loss. A control nessage can be lost if there is a
failure of the communication path used for the control nessages,
loss is likely to al so be experienced during congestion/
overload. This does not inply that it is desirable to provide
reliable delivery (e.g., over TCP), since this can incur
additional delay in responding to congestion. Appropriate
mechani sms coul d be to duplicate control nessages to provide
i ncreased robustness to loss, or/and to regard a lack of contro
traffic as an indication that excessive congestion could be
bei ng experienced [IDietf-tsvwg-RFC5405.bis]. |If contro
messages traffic are sent over a shared path, it is RECOMENDED
that this control traffic is prioritized to reduce the
probability of |oss under congestion. Control traffic also
needs to be considered when provisioning a network that uses a
Circuit Breaker

17. There are security requirenents for the control comunication
bet ween endpoi nts and/ or network devices (Section 7). The
authenticity of the source and integrity of the control nessages
(measurements and triggers) MJST be protected fromoff-path
attacks. Wen there is a risk of on-path attack, a
crypt ographi ¢ authentication mechanismfor all control/
measur enent nessages i s RECOVMENDED.

Exanpl es of Circuit Breakers

There are multiple types of Crcuit Breaker that could be defined for
use in different deploynent cases. There could be cases where a flow
beconme controlled by nultiple Grcuit Breakers (e.g., when the
traffic of an end-to-end flowis carried in a tunnel within the
network). This section provides exanples of different types of
Crcuit Breaker

1. A Fast-Trip Circuit Breaker

[ RFC2309] discusses the dangers of congestion-unresponsive fl ows and
states that "all UDP-based stream ng applications should incorporate
ef fecti ve congestion avoi dance mechani sns”. Sone applications do not
use a full-featured transport (TCP, SCTP, DCCP). These applications
(e.g., using UDP and its UDP-Lite variant) need to provide
appropriate congestion avoi dance. Quidance for applications that do
not use congestion-controlled transports is provided in
[IDietf-tsvwy- RFC5405. bis]. Such mechani sms can be designed to
react on nmuch shorter tinmescales than a Circuit Breaker, that only
observes a traffic envel ope. Congestion control methods can al so
interact with an application to nore effectively control its sending
rate.
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A fast-trip Grcuit Breaker is the nost responsive formof Circuit
Breaker. It has a response tinme that is only slightly larger than
that of the traffic that it controls. It is suited to traffic with
wel | -under stood characteristics (and could include one or nore
trigger functions specifically tailored the type of traffic for which
it is designed). It is not suited to arbitrary network traffic and
could be unsuitable for traffic aggregates, since it could
prematurely trigger (e.g., when the conbined traffic frommultiple
congestion-controlled flows |eads to short-term overl oad).

Al t hough the nechani sns can be inplenmented in RTP-aware network

devi ces, these nmechanisns are also suitable for inplenmentation in
endpoints (e.g., as a part of the transport systen) where they can

al so conplinment end-to-end congestion control nethods. A shorter
response tinme enables these nechanisns to triggers before other forns
of Circuit Breaker (e.g., Crcuit Breakers operating on traffic
aggregates at a point along the network path).

5.1.1. A Fast-Trip Circuit Breaker for RTP

A set of fast-trip Circuit Breaker methods have been specified for
use together by a Real-tine Transport Protocol (RTP) flow using the
RTP/ AVP Profile [RTP-CB]. It is expected that, in the absence of
severe congestion, all RTP applications running on best-effort IP
networks will be able to run without triggering these Crcuit
Breakers. A fast-trip RTP Circuit Breaker is therefore inplenmented
as a fail-safe that when triggered will terminate RTP traffic.

The sendi ng endpoint nonitors reception of in-band RTP Contro

Prot ocol (RTCP) reception report blocks, as contained in SR or RR
packets, that convey reception quality feedback information. This is
used to measure (congestion) |oss, possibly in conbination with ECN

[ RFC6679] .

The Circuit Breaker action (shutdown of the flow) is triggered when
any of the following trigger conditions are true:

1. An RTP Circuit Breaker triggers on reported |ack of progress.

2. An RTP Circuit Breaker triggers when no receiver reports nessages
are received.

3. An RTP Circuit Breaker triggers when the |ong-term RTP t hroughput
(over many RTTs) exceeds a hard upper limt deternined by a
met hod that resenbles TCP-Friendly Rate Control (TFRC).

4, An RTP Circuit Breaker includes the notion of Media Usability.
This CGircuit Breaker is triggered when the quality of the
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transported nmedia falls bel ow sone required mini num accept abl e
quality.

5.2. A Slowtrip Crcuit Breaker

A slowtrip Crcuit Breaker could be inplenented in an endpoint or
network device. This type of CGrcuit Breaker is much slower at
responding to congestion than a fast-trip Crcuit Breaker. This is
expected to be nore conmon.

One exanple where a slowtrip Circuit Breaker is needed is where
flows or traffic-aggregates use a tunnel or encapsul ation and the
flows within the tunnel do not all support TCP-style congestion
control (e.g., TCP, SCTP, TFRC), see [ID-ietf-tsvwg- RFC5405. bi s]
section 3.1.3. A use case is where tunnels are deployed in the
general Internet (rather than "controlled environments" within an
Internet service provider or enterprise network), especially when the
tunnel could need to cross a custoner access router

5.3. A Managed Circuit Breaker

A managed Circuit Breaker is inplenented in the signalling protoco
or managenent plane that relates to the traffic aggregate being
controlled. This type of Circuit Breaker is typically applicable
when the deploynment is within a "controlled environment"”.

A Crcuit Breaker requires nore than the ability to determne that a
network path is forwarding data, or to neasure the rate of a path -
whi ch are often nornal network operational functions. There is an
additional need to deternine a metric for congestion on the path and
to trigger a reaction when a threshold is crossed that indicates
persi stent excessive congesti on.

The control nessages can use either in-band or out-of-band
conmuni cati ons.

5.3.1. A Managed G rcuit Breaker for SAToP Pseudo-Wres

[ RFCA553], SAToP Pseudo-Wres (PWE3), section 8 describes an exanple
of a managed Circuit Breaker for isochronous flows.

If such flows were to run over a pre-provisioned (e.g., Milti-
Protocol Label Switching, MPLS) infrastructure, then it could be
expected that the Pseudowire (PW woul d not experience congestion
because a flow is not expected to either increase (or decrease) their

rate. If, instead, PWtraffic is nmultiplexed with other traffic over
the general Internet, it could experience congestion. [RFC4553]
states: "If SAToP PWs run over a PSN providing best-effort service
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t hey SHOULD nonitor packet loss in order to detect "severe

congestion". The currently recomended neasurenent period is 1
second, and the trigger operates when there are nore than three
measured Severely Errored Seconds (SES) within a period. |If such a

condition is detected, a SAToP PWought to shut down bidirectionally
for sone period of tine...".

The concept was that when the packet |oss ratio (congestion) |eve
i ncreased above a threshold, the PWwas by default disabled. This
use case considered fixed-rate transm ssion, where the PWhad no
reasonabl e way to shed | oad.

The trigger needs to be set at the rate that the PWwas likely to
experience a serious problem possibly making the service non-
compliant. At this point, triggering the Crcuit Breaker would
renove the traffic preventing undue inpact on congestion-responsive
traffic (e.g., TCP). Part of the rationale, was that high |oss
ratios typically indicated that something was "broken" and ought to
have already resulted in operator intervention, and therefore need to
trigger this intervention.

An operator-based response to triggering of a Crcuit Breaker

provi des an opportunity for other action to restore the service
quality, e.g., by shedding other |oads or assigning additiona
capacity, or to consciously avoid reacting to the trigger while

engi neering a solution to the problem This could require the
trigger function to send a control nessage to a third | ocation (e.qg.
a network operations centre, NOC) that is responsible for operation
of the tunnel ingress, rather than the tunnel ingress itself.

5.3.2. A Managed Circuit Breaker for Pseudow res (PW)

Pseudowi res (PW) [ RFC3985] have beconme a conmon nechani sm f or
tunneling traffic, and could conpete for network resources both with
other PW and with non-PWtraffic, such as TCP/IP fl ows.

[IDietf-pal s-congcons] discusses congestion conditions that can

ari se when PW conpete with elastic (i.e., congestion responsive)
network traffic (e.g, TCP traffic). Elastic PW carrying IP traffic
(see [ RFC4488]) do not raise mmjor concerns because all of the
traffic invol ved responds, reducing the transnission rate when

net work congestion is detected.

In contrast, inelastic PW (e.g., a fixed bandwi dth Tine Division

Mul tiplex, TDM [RFC4553] [ RFC5086] [ RFC5087]) have the potential to
har m congestion responsive traffic or to contribute to excessive
congestion because inelastic PW do not adjust their transm ssion
rate in response to congestion. [ID-ietf-pals-congcons] anal yses TDM
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PW, with an initial conclusion that a TDM PWoperating with a degree
of loss that could result in congestion-related problens is al so
operating with a degree of loss that results in an unacceptabl e TDM
service. For that reason, the docunent suggests that a nanaged
Circuit Breaker that shuts down a PWwhen it persistently fails to
deliver acceptable TDM service is a useful means for addressing these
congestion concerns. (See Appendix A of [IDietf-pals-congcons] for
further discussion.)

6. Exanples where circuit breakers nay not be needed.

A Crcuit Breaker is not required for a single congestion-controlled
flow using TCP, SCTP, TFRC, etc. In these cases, the congestion
control methods are already designed to prevent persistent excessive
congesti on.

6.1. CBs over pre-provisioned Capacity

One conmmon question is whether a Circuit Breaker is needed when a
tunnel is deployed in a private network with pre-provisioned
capacity.

In this case, conpliant traffic that does not exceed the provisioned
capacity ought not to result in persistent congestion. A Circuit
Breaker will hence only be triggered when there is non-conpli ant
traffic. It could be argued that this event ought never to happen -
but it could also be argued that the Crcuit Breaker equally ought
never to be triggered. |If a Crcuit Breaker were to be inpl enented,
it will provide an appropriate response if persistent congestion
occurs in an operational network

Implenenting a Gircuit Breaker will not reduce the performance of the
flows, but in the event that persistent excessive congestion occurs
it protects network traffic that shares network capacity with these
flows. It also protects network traffic froma failure when Circuit
Breaker traffic is (re)routed to cause additional network | oad on a
non- pr e- provi si oned pat h.

6.2. CBs with tunnels carrying Congestion-Controlled Traffic

| P-based traffic is generally assuned to be congestion-controlled,
i.e., it is assunmed that the transport protocols generating |P-based
traffic at the sender already enpl oy nechanisns that are sufficient
to address congestion on the path. A question therefore arises when
peopl e deploy a tunnel that is thought to only carry an aggregate of
TCP traffic (or traffic using sone other congestion control mnethod):
Is there advantage in this case in using a Crcuit Breaker?
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TCP (and SCTP) traffic in a tunnel is expected to reduce the

transm ssion rate when network congestion is detected. O her
transports (e.g, using UDP) can enpl oy nechanisns that are sufficient
to address congestion on the path [IDietf-tsvwy- RFC5405. bi s].
However, even if the individual flows sharing a tunnel each inplenent
a congestion control mechanism and individually reduce their

transm ssion rate when network congestion is detected, the overal
traffic resulting fromthe aggregate of the fl ows does not
necessarily avoid persistent congestion. For instance, nost
congestion control nechanisns require long-lived flows to react to
reduce the rate of a flow. An aggregate of many short flows could
result in many flows ternminating before they experience congestion

It is also often inpossible for a tunnel service provider to know
that the tunnel only contains congestion-controlled traffic (e.qg.

I nspecti ng packet headers mi ght not be possible). Sone |P-based
applications mght not inplenment adequate nechani snms to address
congestion. The inportant thing to note is that if the aggregate of
the traffic does not result in persistent excessive congestion
(impacting other flows), then the Circuit Breaker will not trigger
This is the expected case in this context - so inplenenting a Grcuit
Br eaker ought not to reduce perfornmance of the tunnel, but in the
event that persistent excessive congestion occurs the Circuit Breaker
protects other network traffic that shares capacity with the tunne
traffic.

6.3. CBs with Uni-directional Traffic and no Control Path

A one-way forwarding path could have no associ ated conmuni cati on path
for sending control nessages, and therefore cannot be controlled
using a Circuit Breaker (conpare with Section 3.2.3).

A one-way service could be provided using a path with dedi cated pre-
provi sioned capacity that is not shared with other elastic Internet
flows (i.e., flows that vary their rate). A forwarding path could

al so be shared with other flows. One way to nmitigate the inpact of
traffic on the other flows is to nanage the traffic envel ope by using
i ngress policing. Supporting this type of traffic in the genera
Internet requires operator monitoring to detect and respond to

persi stent excessive congestion

7. Security Considerations

Al Circuit Breaker mechani snms rely upon coordi nati on between the

i ngress and egress neters and comunication with the trigger
function. This is usually achieved by passing network contro
informati on (or protocol nessages) across the network. Tinely
operation of a Circuit Breaker depends on the choi ce of neasurenent
period. |If the receiver has an interval that is overly long, then
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the responsiveness of the Circuit Breaker decreases. This inpacts
the ability of the Circuit Breaker to detect and react to congestion
If the interval is too short the Circuit Breaker could trigger
prematurely resulting in insufficient tine for other nechanisns to
act, potentially resulting in unnecessary disruption to the service.

A Circuit Breaker could potentially be exploited by an attacker to
mount a Denial of Service (DoS) attack against the traffic being
controlled by the Circuit Breaker. Mechanisns therefore need to be
i npl emented to prevent attacks on the network control information
that would result in DoS

The authenticity of the source and integrity of the control nessages
(measurements and triggers) MJST be protected from off-path attacks.
Wthout protection, it could be trivial for an attacker to inject
fake or nodified control/measurenent nessages (e.g., indicating high
packet |oss rates) causing a Circuit Breaker to trigger and to
therefore mount a DoS attack that disrupts a flow

Simpl e protection can be provided by using a random zed source port,
or equivalent field in the packet header (such as the RTP SSRC val ue
and the RTP sequence nunber) expected not to be known to an off-path
attacker. Stronger protection can be achieved using a secure

aut hentication protocol to mtigate this concern

An attack on the control messages is relatively easy for an attacker
on the control path when the nmessages are neither encrypted nor
authenticated. Use of a cryptographic authentication mechani sm for
all control/nmeasurenent nmessages is RECOWENDED to nmitigate this
concern, and would al so provide protection fromoff-path attacks
There is a design trade-off between the cost of introducing
cryptographic security for control nessages and the desire to protect
control communication. For sone depl oyment scenarios the val ue of
additional protection fromDoS attack will therefore lead to a
requirenent to authenticate all control nessages.

Transm ssion of network control nessages consumes network capacity.
This control traffic needs to be considered in the design of a
Crcuit Breaker and could potentially add to network congestion. If
this traffic is sent over a shared path, it is RECOWENDED that this
control traffic is prioritized to reduce the probability of |oss
under congestion. Control traffic also needs to be considered when
provisioning a network that uses a Grcuit Breaker

The Circuit Breaker MJST be designed to be robust to packet |oss that
can al so be experienced during congestion/overload. Loss of contro
messages could be a side-effect of a congested network, but also
could arise fromother causes Section 4.
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The security inplications depend on the design of the mechani snms, the
type of traffic being controlled and the intended depl oynent
scenario. FEach design of a Circuit Breaker MJST therefore eval uate
whet her the particular Crcuit Breaker nechani sm has new security
i mplications.
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