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Abst ract

We have identified the potential need for a UDP-based encapsul ation
protocol to allow explicit cooperation with niddl eboxes whil e using
new, encrypted transport protocols. This docunent proposes an
initial set of requirenments for such a protocol, and di scusses
tradeoffs to be nade in further refining these requirenents.
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1. Mbtivation

A nunmber of efforts to create new transport protocols or experinent
with new network behaviors in the Internet have been built on top of
UDP, as it traverses firewalls and other m ddl eboxes nore readily

t han new protocols do. Each such effort nust, however, either manage
its flows within comon ni ddl ebox assunptions for UDP or train the
m ddl eboxes on the new protocol (thus losing the benefit of using
UDP). A common Substrate Protocol for User Datagrans (SPUD) woul d
al |l ow each effort to re-use a set of shared nethods for notifying

m ddl eboxes of the flows’ senantics, thus avoiding both the
limtations of current flow semantics and the need to re-invent the
nmechani smfor notifying the niddl ebox of the new semanti cs.

As a concrete exanmple, it is comon for sone niddl eboxes to tear down
required state (such as NAT bindings) very rapidly for UDP flows. By
notifying the path that a particular transport using UDP naintains
session state and explicitly signals session start and stop using the
substrate, the using protocol nay reduce or avoid the need for
heartbeat traffic.

The intention of this work is to nake it possible to define and
depl oy new transport protocols that use encryption to protect their
own operation as well as the confidentiality, authenticity,
integrity, and linkability resistance of their payloads. The

accel erating depl oynent of encryption will render obsol ete network
operations techniques that rely on packet inspection and nodification
based upon assunptions about the protocols in use. This work will
all ow the replacenent the current regi me of niddl ebox inspection and
nmodi fi cation of transport and application-1layer headers and payl oad
with one that allows inspection only of information explicitly
exposed by the endpoints, and nodification of such information only
under endpoi nt control

Any sel ective exposure of traffic netadata outside a relatively
restricted trust domain nust be advisory, non-negotiated, and

decl arative rather than inperative. As with other signaling systens,
exposure of specific elenents nust be carefully assessed for privacy
risks and the total of exposed el ements nust be so assessed. Each
exposed paraneter should al so be independently verifiable, so that
each entity can assign its own trust to other entities. Basic
transport over the substrate nust continue working even if signaling
is ignored or stripped, to support increnmental deploynent. These
restrictions on vocabul ary are discussed further in
[I-D.trammel | - stackevo-explicit-coop]. This discussion includes
privacy and trust concerns as well as the need for strong incentives
for m ddl ebox cooperation based on the infornmation that are exposed.
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Wthin this docunent, requirenents are presented for a facility
i mpl enent abl e as an encapsul ati on protocol, atop which new transports
("superstrates”) can be built. Aternately, these could be viewed as
a set of requirenments for future transport protocol devel opnent
wi thout a |ayer separation between the transport and the superstrate.

Thi s docunent defines a specific set of requirenents for a SPUD
facility, based on analysis on a target set of applications. It is

i ntended as the basis for determi ning the next steps to make progress
in this space, including possibly chartering a working group for
speci fic protocol engineering work.

2. History

An outcone of the | AB workshop on Stack Evolution in a M ddl ebox
Internet (SEM) [RFC7663], held in Zurich in January 2015, was a

di scussion on the creation of a substrate protocol to support the
depl oynent of new transport protocols in the Internet. Assunming that
a way forward for transport evolution in user space would invol ve
encapsul ati on in UDP dat agranms, the workshop noted that it may be
useful to have a facility built atop UDP to provide minimal signaling
of the semantics of a flow that woul d otherw se be available in TCP
At the very least, indications of first and |ast packets in a flow
may assist firewalls and NATs in policy decision and state

mai nt enance. This facility could al so provide mininal application-
to- path and path-to-application signaling, though there was |ess
agreenment about what should or could be signaled here. Further
transport semantics woul d be used by the protocol running atop this
facility, but would only be visible to the endpoints, as the
transport protocol headers thensel ves would be encrypted, along with
the payload, to prevent inspection or nodification. This encryption
m ght be acconplished by using DILS [ RFC6347] as a subtransport

[1-D. huitema-tls-dtls-as-subtransport] or by other suitable nethods.

The Substrate Protocol for User Datagrans (SPUD) BoF was held at | ETF
92 in Dallas in March 2015 to devel op this concept further
Restrictions on vocabul ary assuned in these requirenments are derived
from di scussions during this BoF, based on experience with previous
endpoi nt-to-niddl e and m ddl e-to- endpoi nt signaling approaches as
wel | as concerns about the privacy inplications of endpoint-to-mddle
si gnal i ng.

3. Ternmninol ogy
Thi s docunment uses the follow ng terns:

0 Superstrate: The transport protocol or protocol stack "above"
SPUD, that uses SPUD for explicit path cooperation and path
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4.

traversal. The superstrate usually consists of a security |ayer
(e.g. TLS, DILS) and a transport protocol, or a transport

protocol with integrated security features, to protect headers and
payl oad above SPUD.

0 Endpoint: One end of a communication session, |located on a single
node that is a source or destination of packets in that session
In this docunent, this termmy refer to either the SPUD
i npl ementation at the endpoint, the superstrate inplenentation
runni ng over SPUD, or the applications running over that
superstrate.

o Path: The sequence of Internet Protocol nodes and |links that a
gi ven packet traverses from endpoint to endpoint.

0 Mddl ebox: As defined in [RFC3234], a m ddl ebox is any
i ntermedi ary device perform ng functions other than the nornmal,
standard functions of an IP router on the datagram path between a
source host and destination host; e.g. making decisions about
f orwar di ng behavi or based on other than addressing information
and/ or nodi fying a packet before forwarding.

Use Cases

Use cases are outlined in nore detail in
[I-D. kuehl ewi nd- spud-use-cases]. W summarize sone of the primary
use cases bel ow.

The prinmary use case for endpoint to path signaling in the Internet
maki ng use of packet grouping, as described in the use case docunent,
is the binding of Iimted related semantics (start, ack, and stop) to
a flow or a group of packets within a flow that are semantically
related in terms of the application or superstrate. By explicitly
signaling start and stop semantics, a flow allows m ddl eboxes to use
those signals for setting up and tearing down their relevant state
(NAT bi ndings, firewall pinholes), rather than requiring the

ni ddl ebox to infer this state fromcontinued traffic. At best, this
woul d all ow the application to reduce heartbeat traffic, which nght
result in reduced radio utilization and thus greater battery life on
nmobi | e pl atforns.

SPUD coul d al so be used to provide information relevant for network
treatnent for niddl eboxes as a replacenent for deep packet inspection
for traffic classification purposes, rendered ineffective by
superstrate encryption. 1In this application, properties would be
expressed in terms of network-rel evant paraneters (intended

bandwi dth, latency and | oss sensitivity, etc.) as opposed to
application-rel evant semantics. See
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[1-D.trammel | - stackevo-explicit-coop] for discussion on linmitations
in signaling in untrusted environnents.

SPUD may al so provide sone facility for SPUD-aware nodes on the path
to signal sone property of the path to the endpoints and other SPUD
aware nodes on the path. The prinmary use case for path to
application signaling is parallel to the use of ICWP [RFC0792] and

| CMPv6 [ RFC4443], in that it describes a set of conditions (including
errors) that applies to the datagrans as they traverse the path

Since the signals here would traverse NATs in the sane way as the
traffic related to them this use case would sidestep problens with

| CMP availability in the deployed |nternet.

Li nk-1 ayer characteristics of use to the transport |ayer (e.qg.

whet her a hi gh-transient-delay, highly-buffered Iink such as LTE is
present on the path) could also be signaled using this path-to-
endpoint facility.

5. Functional Requirenents

The follow ng requirenents detail the services that SPUD nust provide
to superstrates, endpoints, and m ddl eboxes usi ng SPUD.

5.1. G ouping of Packets (into "tubes")

Transport semantics and nany properties of conmunication that

endpoi nts may want to expose to m ddl eboxes are bound to flows or
groups of flows (5-tuples). SPUD nust therefore provide a basic
facility for associating packets together (into what we call a
"tube", for lack of a better tern) and associate information to these
groups of packets. Each packet in a SPUD "flow' (deternined by
5-tuple) belongs to exactly one tube. Notionally, a tube consists of
a set of packets with a set of common properties, that should
therefore receive equivalent treatnent fromthe network; these tubes
may or may not be related to separate semantic entities in the
superstrate (e.g. SCTP streans), at the superstrate’s discretion

The sinpl est nmechani sns for association involve the addition of an
identifier to each packet in a tube. Oher mechanisns that don’'t
directly encode the identifier in a packet header, but instead
provide it in a way that it is sinple to derive from other

i nformati on available in the packet at the endpoints and al ong the
path, are also possible. |In any cases, for the purposes of this
requirenent we treat this identifier as a sinple vector of N bits.
The properties of the tube identifier are subject to tradeoffs on the
requirenents for privacy, security, ease of inplenentation, and
header overhead efficiency.
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In determining the optimal size and scope for this tube identifier

we first assunme that the 5-tuple of source and destination IP
address, UDP port, and IP protocol identifier (17 for UDP) is used in
the Internet as an existing flow identifier, due to the w despread
depl oynent of network address and port translation. W conclude that
SPUD tube I Ds should be scoped to this 5-tuple.

Wil e a gl obally-unique identifier would all ow easier state
comparison and mgration for nobility use cases, it would have two
serious disadvantages. First, N would need to be sufficiently large
to mninize the probability of collision anong nmultiple tubes having
the same identifier along the same path during sone period of tine.
A 128-bit UUI D [RFC4122] or an identifier of equivalent size

gener ated using an equival ent al gorithm woul d probably be sufficient,
at the cost of 128 bits of header space in every packet. Second,

gl obal Iy uni que tube identifiers would also introduce new
possibilities for user and node tracking, with a serious negative

i npact on privacy. W note that global identifiers for mobility,
when necessary to expose to the path, can be supported separately
fromthe tube identification nechanism by using a generic tube-
groupi ng application-to-path signaling bound to the tube.

Even when tube IDs are scoped to 5-tuples, N nust still be
sufficiently large, and the bits in the identifier sufficiently
random that possession of a valid tube IDinplies that a node can
observe packets belonging to the tube. This reduces the chances of
success of blind packet injection attacks of packets wi th guessed
valid tube |Ds.

5.2. Bidirectionality of Tubes

When scoped to 5-tuples, the forward and backward directions of a
bi directi onal connection will have different tube 1Ds, since these
will necessarily take different paths and may interact with a
different set of niddl eboxes due to asymmetric routing. SPUD will
therefore require some facility to note that one tube is the
"reverse" direction of another, a general case of the tube grouping
si gnal above

5.3. Signaling of Per-Tube Properties
SPUD nust be able to provide informati on scoped to a tube fromthe
end- point(s) to all SPUD aware nodes on the path about the packets
in that tube.

We note that in-band signaling would neet this requirenent.
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5.4. Path to Receiver Signaling under Sender Contro

SPUD nust be able to provide information about from a SPUD awar e

m ddl ebox to the endpoint. This information is associated with a
tube, in terns of "the properties of the path(s) the packets in this
tube will traverse". This signaling nust happen only with explicit
sender perm ssion and be sent to the receiver of packets in the tube.

We note that in-band signaling would neet this requirenent, if the
sender created a "placeholder” in-band that could be filled in by the
m ddl ebox(es) on path. |n-band signaling has the advantage that it
does not require foreknow edge of the identity and addresses of

devi ces along the path by endpoints and vice versa, but does add

complexity to the signaling protocol. Piggybacked signaling uses
some nunber of bits in each packet generated by the overlying
transport. It requires either reducing the MIU available to the

encapsul ated transport and/or opportunistically using "headroont as
it is available: bits between the network-layer MIU and the bits
actually used by the transport. For use cases that accunul ate

i nformati on from devices on path in the SPUD header, piggybacked
signaling al so requires a nmechanismfor endpoints to create "scratch
space" for potential use of the on-path devices.

In contrast, interleaved signaling uses signaling packets on the sane
5-tuple and tube ID, which don’t carry any superstrate data. These

i nterl eaved packets could al so contain scratch space for on-path
device use. This reduces complexity and sidesteps MIU probl ens, at
the cost of sending nore packets per flow

5.5. Receiver to Sender Feedback

SPUD nust be abl e send information collected from SPUD awar e
m ddl eboxes along the path to a receiver back to the sender that gave
perm ssion; see Section 6.4 for restrictions on this facility.

5.6. Direct Path to Sender Signaling

SPUD nust provide a facility for a m ddl ebox to send a packet
directly in response to a sending endpoint, primarily to signal error
conditions (e.g. "packet adm nistratively prohibited" or "no route
to destination", as in present |CW).

In this case, the direct return packet generated by the ni ddl ebox
uses the reversed end-to-end 5-tuple in order to receive equival ent
NAT treatnment, though the reverse path mi ght not be the same as the
forward path. Endpoints have control over this feature: A SPUD aware
m ddl ebox nust not emt a direct return packet unless it is in direct
response to a packet froma sending endpoint, and nust not forward a
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packet for which it has sent a direct return packet; see Section 6.6
and Section 7.9.

5.7. Tube Start and End Signaling

SPUD nust provide a facility for endpoints to signal that a tube has
started, that the start of the tube has been acknow edged and
accepted by the renote endpoint(s), and that a tube has ended and its
state can be forgotten by the path. Gven unreliable signaling (see
Section 7.10), both endpoints and devices on the path nust be
resilient to the loss of any of these signals. Specifically,
tinmeouts are still necessary to clean up stale state.

5.8. Transport Semantic Signaling

Simlar to tube start and end signaling, SPUD nust provide a facility
for endpoints to signal that a superstrate transport session has been
requested, set up, and/or torn down. This facility provides an
explicit replacenent for the common practice in TCP-aware niddl eboxes
of nmodeling TCP state of flows by inspecting the TCP flags byte.

G ven the fact that a superstrate transport session may consist of
mul tiple tubes, this signaling nust be separate fromthat for tube
start and end.

5.9. Declarative signaling

Al'l information signaled via SPUD is defined to be declarative (as
opposed to inperative). A SPUD endpoint must function correctly even
no mni ddl ebox al ong the path understands the signals it sends, or if
sent signals from m ddl eboxes it does not understand. It nust also
function correctly if the path (and thereby the set of m ddl eboxes
traversed) changes during the lifetinme of a tube; endpoints cannot
rely on the creation or nmintenance of state even on cooperative

nm ddl eboxes. Li kewi se, a SPUD aware ni ddl ebox nust function
correctly if sent signals fromendpoints it does not understand, or
in the absence of expected signals from endpoints.

The declarative nature of this signaling renmoves any requirenent that
SPUD provide reliability for its signals.

5.10. Extensibility
SPUD nust enable nultiple new transport semantics and application/

pat h decl arati ons w thout requiring updates to SPUD i npl enent ati ons
in m ddl eboxes.
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5.

5.

6

The use of SPUD for experimental signaling nust be possible either
wi thout the registration of codepoints or namespaces with | ANA, or
with trivially easy (First Cone, First Served [ RFC5226] registration
of such codepoints.

11. Common Vocabul ary

For the interoperability of SPUD endpoints and m ddl eboxes with each
other, the use of SPUD for standard signaling nust use a conmon
vocabulary with registered codepoints allocated under relatively
restrictive policy. This restrictive policy serves primarily
security and privacy goals (i.e., reducing the risk of nisuse of the
extensibility provided by the protocol).

We note that an | ANA registry requiring Standards Action {RFC5226}}
to nodify would neet this requirenent.

12. Additional Per-Packet Signaling

SPUD may provide a facility for signaling semantically sinple
information (simlar to tube start and end) on a per-packet as
opposed to a per-tube basis. Properties signaled per packet reduce
state requirenents at m ddl eboxes, but al so i ncrease per-packet
overhead. Small signal size (in bits of entropy) and encodi ng
efficiency (in bits on the wire) is therefore nore inportant for per-
packet signaling that per-tube signaling. |I|f per-packet signals need
to be used by nultiple hops along a path, these will need to be
encoded in an efficiently-inplenentable way (i.e., using fixed-

| ength, constant-offset data structures).

G ven these constraints, per-packet signaling is necessary for
certain use cases, it is likely that SPUD will provide a very linited
set of per-packet signals using flags in a SPUD header, and require
all nore conplex properties to be bound per-tube.

Security Requirements

.1.  Privacy

SPUD nust al |l ow endpoints to control the anmount of information
exposed to m ddl eboxes, with the default being the m ni mum necessary
for correct functioning. This includes the cryptographic protection
of transport |ayer headers frominspection by devices on path, in
order to prevent ossification of these headers.
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6.2. Authentication

The basic SPUD protocol nust not require any authentication or a
priori trust relationship between endpoints and m ddl eboxes to
function. However, SPUD should interoperate with the presentation/
exchange of authentication information in environments where a trust
rel ati onship already exists, or can be easily established, either in-
band or out-of-band, and use this information where possible and
appropri at e.

G ven the advisory nature of the signaling it supports, SPUD may al so
support eventual authentication: authentication of a signal after the
reception of a packet after that containing the signal

6.3. Integrity

SPUD nust be able to provide integrity protection of information
exposed by endpoints in SPUD encapsul at ed packets, though the details
of this integrity protection are still open

Endpoi nts should be able to detect changes to headers SPUD uses for
its own signaling (whether due to error, accidental nodification, or
mal i ci ous nodification), as well as the injection of packets into a
SPUD flow (defined by 5-tuple) or tube by nodes other than the renote
endpoints. Errors and accidental nodifications can be detected using
a sinple checksum over the SPUD header, while detecting malicious
nmodi fications requires cryptographic integrity protection. Simlar
to Section 6.2, cryptographic integrity protection may al so be

event ual

Integrity protection of the superstrate is left up to the
superstrate.

6.4. Encrypted Feedback

As feedback froma receiver to a sender (see Section 5.5) does not
need to be exposed to the path, this feedback channel should be
encrypted for confidentiality and authenticity, when avail able (see
Section 6.2). This facility will rely on cooperation with the
superstrate or sone other out-of-band nechanismto provide these
guar ant ees.

6.5. Preservation of Security Properties
The use of SPUD nust not weaken the essential security properties of
the superstrate: confidentiality, integrity, authenticity, and

defense against linkability. |If the superstrate includes payl oad
encryption for confidentiality, for exanmple, the use of SPUD nust not

Tramrel | & Kuehl ewi nd Expi res Novenber 11, 2016 [ Page 11]



Internet-Draft SPUD requi renents May 2016

al | ow deep packet inspection systens to have access to the plaintext.
Li kewi se, the use of SPUD nust not create additional opportunities
for linkability not already existing in the superstrate.

6.6. Protection against trivial abuse

Mal i ci ous background traffic is a serious problemfor UDP-based
protocol s due to the ease of forging source addresses in UDP together
with only limted depl oynent of network egress filtering [ RFC2827].
Trivial abuse includes flooding and state exhaustion attacks, as well
as reflection and anplification attacks. SPUD nust provide mninal
protection against this trivial abuse. This inplies that SPUD should
provi de:

o0 a proof of return routability, that the endpoint identified by a
packet’s source address receives packets sent to that address;

o a feedback channel between endpoints;

0 a nmethod to probabilistically discrinmniate |legitimte SPUD
traffic fromreflected malicious traffic;

0 a nethod to probabilistically discrinmnate SPUD traffic from on-
path devices from devices of f-path; and

o the ability to depl oy nechanisns to protect against state
exhaustion and ot her deni al -of -service attacks agai nst SPUD
itself.

We note that using a "magi ¢ nunber" or other pattern of bits in an
encapsul ati on-layer header not used in any w dely depl oyed protocol
has the nice property that no existing node in the Internet can be

i nduced to reflect traffic containing it. This allows the nagic
nunber to provide probabilistic assurance that a given packet is not
reflected, assisting in neeting this requirenent.

If SPUD is inplenmented over UDP, see [I-D.ietf-tsvwg-rfc5405bis] for
gui delines on the safe usage of UDP in the Internet, which addresses
sone of these issues.

6.7. Continuum of trust anong endpoints and ni ddl eboxes

There are different security considerations for different security
contexts. The end-to-end context is one; anything that only needs to
be seen by the path shouldn’t be exposed in SPUD, but rather by the
superstrate. There are nmultiple different types of end-to-niddle
context based on levels of trust between end and nmiddle - is the

m ddl ebox on the sanme network as the endpoint, under control of the
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same owner? |s there sone contract between the application user and
the m ddl ebox operator? SPUD should support different |evels of
trust than the default ("untrusted, but presuned honest due to
limtations on the signaling vocabul ary") and fully-authenticated;
how t hese points along the continuumare to be inpl enented and how
they relate to each other needs to be explored further

In the Internet, it is not in the general case possible for the
endpoint to authenticate every m ddl ebox that m ght see packets it
sends and receives. |In this case infornmation produced by m ddl eboxes
may enjoy less integrity protection than that produced by endpoints.
In addition, endpoint authentication of m ddl eboxes and vi ce-versa
may be better conducted out-of- band (treating the m ddl ebox as an
endpoint for the authentication protocol) than in-band (treating the
m ddl ebox as a participant in a 3+ party comuni cation).

7. Technical Requirenents

The followi ng requirenents detail the constraints on how the SPUD
facility must neet its functional requirements

7.1. M ddl ebox Traversa

SPUD, including all path-to-endpoint and endpoint-to-path signaling
as well as superstrate and superstrate payload, should be able to
traverse existing mddl eboxes and firewalls, including those that are
not SPUD- aware. Therefore SPUD nust be encapsulated in a transport
protocol that is known to be accepted on a large fraction of paths in
the Internet, or inplenment sone formof probing to determne in
advance whi ch transport protocols will be accepted on a certain path.
This encapsulation will require port numbers to support endpoints
connected via network address and port translation (NAPT). W note
that UDP encapsul ati on woul d neet these requirenents.

7.2. Low Overhead in Network Processing

SPUD nust be desgined to have | ow overhead, specifically requiring
very little effort to recognize that a packet is a SPUD packet and to
determine the tube it is associated with. W note that a magic
nunmber as in

Section 6.6 would al so have a | ow probability of colliding with any
non-SPUD traffic, therefore nmeeting the recognition requirenent.

Tube identifiers appearing directly in the encapsul ation-1ayer header
woul d neet the tube association requirenent.
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7.3. Inplenmentability in User-Space

To enabl e fast depl oynent SPUD and superstrates nust be inpl enentabl e
wi t hout requiring kernel replacenents or nodul es on the endpoints,
and wi thout having special privilege (such as is required for raw
packet transnmission, i.e. root or "jailbreak") on the endpoints.

We note here that UDP woul d neet this requirenent, as nearly al
operating systens and application devel opnment platforns allow a
userspace application to open UDP sockets.

We additionally note that while TCP APIs are also widely available to
userspace applications, they are bound to TCP transport semantics,
and generally do not provide enough control over segmentation and
transm ssion to successfully inplenent superstrate transports.

7.4. Increnental Deployability

SPUD nust be designed to operate in the present Internet, and nust be
designed to encourage increnental deploynent.

As endpoi nt inplenmentations can change nore quickly than m ddl eboxes
can be desi gned and depl oyed, a SPUD facility that was be usefu

bet ween endpoi nts even before the depl oynent of ni ddl eboxes that
understand it would stinulate deploynent. The information exposed
over SPUD must provide incentives for adoption by both endpoints and
m ddl eboxes.

SPUD nust not be designed in such a way that precludes its
deployability in nultipath, multicast, and/or endpoint multi-hom ng
envi ronment s.

7.5. No unnecessary restrictions on the superstrate

Beyond those restrictions deened necessary as conmon features of any
secure, responsible transport protocol (see Section 6.6), SPUD nust

i npose only minimal restrictions on the transport protocols it
encapsul ates. However, to serve as a substrate, it is necessary to
factor out the information that nm ddl eboxes commonly rely on and
endpoints are commonly willing to expose. This information should be
included in SPUD, and might itself inpose additional restrictions to
t he superstrate.

7.6. Mnimal additional start-up |atency
SPUD shoul d not introduce additional start-up |atency for

superstrates. Specifically, superstrates which can send data on an
initial packet nust be able to do so when encapsul ated within SPUD.
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7.7. Mniml header overhead

To avoid reduci ng network performance, the information and codi ng
used in SPUD shoul d be designed to use the m ni mum necessary anount
of additional space in encapsul ation headers.

7.8. Mnimal non-productive traffic

SPUD shoul d m nim ze additional non-productive traffic (e.g.
keepal i ves), and shoul d provide nechanisns to allow its superstrates
to mninize their reliance on non-productive traffic.

7.9. Endpoint Contro

Bot h endpoi nt-to-path and pat h-to-endpoi nt signaling happen
conpl etely under endpoint control

7.10. On Reliability, Fragnentation, MIU, and Duplication

As any information provided by SPUD i s anyway opportunistic, SPUD
need not provide reliable signaling for the information associ ated
with a tube. Signals nust be idenpotent; all m ddl eboxes and

endpoi nts nmust gracefully handl e receiving duplicate signa

i nformati on. SPUD nust continue working in the presence of |Pv4d
fragmentation on path, but in order to reduce the inpact of requiring
fragments reassenbly at m ddl eboxes for signals to be intelligible,
endpoi nts using SPUD should attenpt to fit all signals into single
MIU- si zed packets.

G ven the inportance of good path MU information to SPUD s own
signaling, SPUD should inplenment packetization |layer path MU
di scovery [ RFC4821].

Any facilities requiring nore than an MU s worth of data in a single
signal should use an out-of-band net hod whi ch does provide
reliability - this nmethod may be an existing transport or
superstrate/ SPUD conbi nation, or a "mniml transport” defined by
SPUD for its own use

7.11. SPUD Support Discovery

If SPUD is not usable on a path to an endpoint, a SPUD sender needs
to be able to fall back to sone other approach to achieve the goals
of the superstrate; a SPUD endpoi nt nmust be able to easily determ ne
whet her a renpote endpoint with which it wants to communi cate using
SPUD as a substrate can support SPUD, and whether path to the renote
endpoint as well as the return path fromthe renote endpoint will
pass SPUD packets.
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10.

11.

12.

It is not clear whether this is a requirement of SPUD, or a
requi renent of the superstrate / application over SPUD.

Security Considerations

The security-relevant requirenents for SPUD are outlined in
Section 6. These will be further addressed in protocol definition
work follow ng fromthese requirements.
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