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Abst ract

The | ETF Routing Area director has chartered a design teamto | ook at
common issues for the different data plane encapsul ati ons bei ng

di scussed in the NVO3 and SFC working groups and also in the BIER
BoF, and also to look at the rel ationship between such encapsul ati ons
in the case that they might be used at the sane tine. The purpose of
this design teamis to discover, discuss and docunent considerations
across the different encapsulations in the different Wss/BoFs so that
we can reduce the nunmber of wheels that need to be reinvented in the
future.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Design Team Charter

There have been nultiple efforts over the years that have resulted in
new or nodified data plane behaviors involving encapsul ati ons. That
includes | ETF efforts |like MPLS, LISP, and TRILL but also industry
efforts |like VXLAN and NVGRE. These collectively can be seen as a
source of insight into the properties that data planes need to neet.
The IETF is currently working on potentially new encapsul ations in
NVCG3 and SFC and considering working on BIER In addition there is
work on tunneling in the INT area.

This is a short termdesign teamchartered to collect and construct
useful advice to parties working on new or nodified data plane
behavi ors that include additional encapsul ations. The goal is for
the group to document useful advice gathered frominteracting with
ongoing efforts. An Internet Draft will be produced for I ETF92 to
capture that advice, which will be discussed in RTGAG

Dat a pl ane encapsul ations face a set of conmon issues such as:

How to provide entropy for ECWP

| ssues around packet size and fragnentation/reassenbly

OAM - what support is needed in an encapsul ation format?

Security and privacy.

QS

Congesti on Consi derations

| Pv6 header protection (zero UDP checksum over |Pv6 issue)
Extensibility - e.g., for evolving OQAM security, and/or
congestion contro

o Layering of multiple encapsulations e.g., SFC over NVO3 over BIER

OO0OO0OO0OO0OO0OO0Oo

The design teamw ||l provide advice on those issues. The intention
is that even where we have different encapsul ations for different
pur poses carrying different information, each such encapsul ation
doesn’t have to reinvent the wheel for the above conmon i ssues.

The design teamwi |l |ook across the routing area in particul ar at
SFC, NVO3 and BIER. It will not be involved in conparing or

anal yzing any particul ar encapsul ati on formats proposed in those Wss
and BoFs but instead focus on comon advice.
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2. Overview

The references provide background informati on on NVG3, SFC, and BIER
In particular, NVQB is introduced in [RFC7364], [RFC7365], and
[I-D.ietf-nvo3-arch]. SFCis introduced in
[I-D.ietf-sfc-architecture] and [I-D.ietf-sfc-probl emstatenent].
Finally, the information on BIER is in

[I-D. shepherd-bier-probl emstatenment],
[1-D.wijnands-bier-architecture], and
[1-D.wijnands-npl s-bi er-encapsul ation]. W assune the reader has
sonme basic famliarity with those proposed encapsul ations. The
Rel ated Work section points at sone prior work that relates to the
encapsul ation considerations in this docunent.

Encapsul ati on protocols typically have sonme unique information that
they need to carry. In sone cases that information m ght be nodified
along the path and in other cases it is constant. The in-flight

nodi fications has inpacts on what it nmeans to provide security for

t he encapsul ati on headers.

0 NVOB carries a VNI Identifier edge to edge which is not nodified.
There has been OAM di scussions in the Ws and it isn't clear
whet her sonme of the OAMinformation might be nodified in flight.

0 SFC carries Service Function Path identification and service neta-
data. The neta-data might be nodified as the packets follow the
service path. SFC tal ks of sone | oop avoi dance nechani smwhich is
likely to result in nodifications for for each hop in the service
chain even if the neta-data is unnodified

0 BIER carries a bitmap of egress ports to which a packet should be
delivered, and as the packet is forwarded down different paths
different bits are cleared in that bitnmap.

Even if information isn’t nodified in flight there m ght be devices
that wish to inspect that information. For instance, one can
envision future NVQ3 security devices which filter based on the
virtual network identifier.

The need for extensibility is different across the protocols

o0 NV@B m ght need sone extensions for OAM and security.

0 SFC consists of Service Function Path identification plus carrying
service neta-data along a path, and different services mnight need
different types and anount of neta-data.

0 BIER might need variable nunber of bits in their bitmaps, or other
future schenes to scale up to | arger network

The extensibility needs and constraints mght be different when
consi dering hardware vs. software inplenentations of the
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encapsul ati on headers. N C hardware night have different constraints
than switch hardware

As the | ETF designs these encapsul ations the different Wss solve the
i ssues for their own encapsulation. But there are likely to be
future cases when the different encapsul ations are conbined in the
sane header. For instance, NVO3 might be a "transport" used to carry
SFC between the different hops in the service chain.

Most of the issues discussed in this docunent are not new. The | ETF
and industry as specified and depl oyed nmany different encapsul ation
or tunneling protocols over tine, ranging fromsinple IP-in-1P and
GRE encapsul ation, |Psec, pseudo-w res, session-based approached |ike
L2TP, and the use of MPLS control and data planes. |EEE 802 has al so
defined | ayered encapsul ation for Provider Backbone Bridges (PBB) and
| EEE 802.1Qbp (ECMP). This docunment tries to | everage what we
collectively have |l earned fromthat experience and sumari ze what
woul d be rel evant for new encapsul ations |ike NVG3, SFC, and Bl ER

3. Common | ssues

[This section is nostly a repeat of the charter but with a few
nmodi fi cati ons and additions. ]

Any new encapsul ati on protocol would need to address a | arge set of
i ssues that are not central to the new information that this protoco
intends to carry. The conmon issues explored in this docunent are:

0 How to provide entropy for Equal Cost MultiPath (ECVP) routing
0 |ssues around packet size and fragnmentation/reassenbly

0 Next header indication - each encapsul ation might be able to carry
di fferent payl oads

o OAM - what support is needed in an encapsul ation format?

0 Security and privacy

o QS

o Congestion Considerations

0 Header protection

0o Extensibility - e.g., for evolving OAM security, and/or
congestion contro

o Layering of multiple encapsulations e.g., SFC over NVO3 over BIER

0 |Inportance of being friendly to hardware and software

i mpl emrent ati ons

The degree to which these comon issues apply to a particul ar
encapsul ati on can di ffer based on the intended purpose of the
encapsul ation. But it is useful to understand all of them before
det ermi ni ng whi ch ones apply.
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4.

Scope

It is inmportant to keep in mnd what we are trying to cover and not
cover in this document and effort. This is

0 A look across the three new encapsul ations, while taking lots of
previous work into account

o Focus on the class of encapsul ations that would run over | P/ UDP
That was done to avoid being distracted by the data-plane and
control -plane interaction, which is nore significant for protocols
that are designed to run over "transports" that maintain session
or path state.

0o We |ater expanded the scope sonewhat to consider how the
encapsul ati ons would play with MPLS "transport", which is
i mportant because SFC and Bl ER seemto target being independent of
the underlying "transport"”

However, this docunent and effort is NOT intended to:

Desi gn some new encapsul ati on header to rule them al
Desi gn yet another new NVO3 encapsul ati on header
Try to select the best encapsul ati on header

Eval uate any existing and proposed encapsul ati ons

O O0OO0Oo

While the origin and focus of this docunment is the routing area and
in particular NVOG3, SFC, and BIER, the considerations apply to other
encapsul ati ons that are being defined in the | ETF and el sewhere.
There seens to be an increase in the nunber of encapsul ati ons being
defined to run over UDP, where there mght already exist an

encapsul ation over |IP or Ethernet. Feedback on how these
considerations apply in those contexts is wel cone.

Assunpt i ons

The design center for the new encapsul ations is a well-nanaged
network. That network can be a datacenter network (plus datacenter

i nterconnect) or a service provider network. Based on the existing
and proposed encapsul ations in those environment it is reasonable to
make t hese assunpti ons:

o The MU is carefully managed and configured. Hence an
encapsul ati on protocol can nake the packets bigger without
resulting in a requirement for fragnentati on and reassenbly
bet ween ingress and egress. (However, it mght be useful to
detecting MIU m sconfigurations.)

o |In general an encapsul ati on needs sone approach for congestion
managenent. But the assunptions are different than for arbitrary
Internet paths in that the underlay m ght be well-provisioned and
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better policed at the edge, and due to nulti-tenancy, the
congestion control in the endpoints mght be even | ess trusted
than on the Internet at |arge.

The goal is to inplenent these encapsul ations in hardware and

sof tware hence we can’t assunme that the needs of either

i mpl enent ati on approach can trunp the needs of the other. In
particul ar, around extensibility the needs and constraints m ght be
quite different.

6. Term nol ogy

The capitalized keyword MUST is used as defined in
http://en.w ki pedi a. or g/ wi ki / Jul nmust

TBD: Refer to existing docunents for at |east NVGB and SFC
term nology. W use at least the VNI IDin this docunent.

7. Entropy

In many cases the encapsul ation format needs to enable ECMP in

unnodi fied routers. Those routers might use different fields in TCP/
UDP packets to do ECMP without a risk of reordering a flow. Note
that the sane entropy might also be used at layer 2 e.g. for Link
Aggregati on (LAG.

The conmmon way to do ECMP- enabl ed encapsul ation over IP today is to
add a UDP header and to use UDP with the UDP source port carrying
entropy fromthe inner/original packet headers as in LISP [ RFC6830].
The total entropy consists of 14 bits in the UDP source port (using
the epheneral port range) plus the outer | P addresses which seens to
be sufficient for entropy; using outer |IPv6 headers woul d give the
option for nmore entropy should it be needed in the future.

In sone environnents it mght be fine to use all 16 bits of the port
range. However, m ddl eboxes mi ght make assunpti ons about the system
ports or user ports. But they should not make any assunptions about
the ports in the Dynam c and/or Private Port range, which have the
two MSBs set to 11b

The UDP source port night change over the lifetinme of an encapsul at ed
flow, for instance for DoS nitigation or re-bal ancing | oad across
ECMP. Such changes need to consider reordering if there are packets
in flight for the flow.

There is sone interaction between entropy and OAM and extensibility

mechanism It is desirable to be able to send OAM packets to fol | ow
the sane path as network packets. Hence OAM packets shoul d use the
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same entropy mechani sm as data packets. Wile routers mght use
information in addition the entropy field and outer |IP header, they
can not use arbitrary parts of the encapsul ati on header since that
mght result in OAMfranes taking a different path. Likew se if
routers | ook past the encapsul ati on header they need to be aware of
the extensibility mechanism(s) in the encapsulation format to be able
to find the inner headers in the presence of extensions; OAM franes
m ght use sone extensions e.g. for tinestanps

Architecturally the entropy and the next header field are really part
of enclosing delivery header. UDP with entropy goes hand-i n-hand
with the outer I P header. Thus the UDP entropy is present for the
underlay IP routers the sanme way that an MPLS entropy | abel is
present for LSRs. The entropy above is all about providing entropy
for the outer delivery of the encapsul ated packets.

It has been suggested that when IPv6 is used it would not be
necessary to add a UDP header for entropy, since the |Pv6 flow | abe
can be used for entropy. (This assunmes that there is an I P protoco
nunber for the encapsulation in addition to a UDP destination port
nunber since UDP would be used with I Pv4 underlay. And any use of
UDP checksuns woul d need to be replaced by an encaps-specific
checksum or secure hash.) While such an approach would save 8 bytes
of headers when the underlay is IPv6, it does assune that the
underlay routers use the flow | abel for ECMP, and it al so woul d make
the 1 Pv6 approach different than the | Pv4 approach. Currently the

| eaning is towards reconmendi ng using the UDP encapsul ation for both
I Pv4 and | Pv6 underlay. The IPv6 flow | abel can be used for
additional entropy if need be. There is nore detail ed discussion for
using the I1Pv6 flow | abel for tunnels in [ RFC6438].

Note that in the proposed Bl ER encapsul ati on

[1-D.wijnands-npl s-bier-encapsul ation], there is an an 8-bit field
whi ch specifies an entropy value that can be used for | oad bal ancing
purposes. This entropy is for the BIER forwardi ng decisions, which

i s independent of any outer delivery ECMP between BIER routers. Thus
it is not part of the delivery ECMP discussed in this section

[Note: For any given bit in BIER (that identifies an exit fromthe
Bl ER domain) there m ght be nultiple i mediate next hops. The
BIER entropy field is used to select that next hop as part of BIER
processing. The BIER forwardi ng process nmay do equal cost | oad

bal anci ng, but the |oad bal anci ng procedure MJST choose the sane
path for any two packets that have the sane entropy val ue.]

In summary:
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8.

0 The entropy is associated with the transport, that is an outer IP
header or MPLS.

0 In the case of IP transport use 14 or 16 bits of UDP source port,
plus outer IPv6 flowid for entropy.

Next - prot ocol indication

Next - prot ocol indications appear in three different contexts for
encapsul ati ons.

Firstly, the transport delivery nmechanismfor the encapsul ati ons we
discuss in this docunent need sone way to indicate which
encapsul ati on header (or other payl oad) conmes next in the packet.
Some encapsul ati ons might be identified by a UDP port; others m ght
be identified by an Ethernet type or |IP protocol nunmber. Which
approach is used is a function of the precedi ng header the sane way
as IPv4d is identified by both an Ethernet type and an | P protoco
number (for IP-in-1P). 1In sonme cases the header type is inplicit in
some session (L2TP) or path (MPLS) setup. But this is largely beyond
the control of the encapsul ation protocol. For instance, if there is
a requirenent to carry the encapsul ation after an Ethernet header,
then an Ethernet type is needed. |If required to be carried after an
| P/ UDP header, then a UDP port nunber is needed. For UDP port
nunbers there are considerations for port nunber conservation
described in [I-D.ietf-tsvwg-port-use].

It is worth nmentioning that in the MPLS case of no inplicit protoco
type many forwardi ng devices peek at the first nibble of the payl oad
to determ ne whether to apply IPv4 or I Pv6 L3/L4 hashes for | oad

bal anci ng [ RFC7325]. That behavi or pl aces sonme constraints on other
payl oads carried over MPLS and sone protocol define an initial
control word in the payload with a value of zero in its first nibble
[ RFCA385] to avoid confusion with IPv4 and | Pv6 payl oad headers.

Secondly, the encapsul ation needs to indicate the type of its

payl oad, which is in scope for the design of the encapsulation. W
have existing protocols which use Ethernet types (such as GRE). Here
each encapsul ati on header can potentially makes its own choices

bet ween:

0 Use the Ethernet type space - nakes it easy to carry existing L2
and L3 protocols including | Pv4, 1Pv6, and Ethernet.
D sadvantages are that it is a 16 bit number and we probably need
far |l ess than 100 val ues, and the nunmber space is controlled by
the 1EEE 802 RAC with its own allocation policies.

0 Use the IP protocol nunber space - nakes it easy to carry e.qg.
ESP in addition to I P and Ethernet but brings in all existing
protocol nunbers many of which would never be used directly on top
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of the encapsul ation protocol. |ANA managed ei ght bit val ues,
presumably nore difficult to get an assigned number than to get a
transport port assignnent.

o Define their own next-protocol nunber space, which can use fewer
bits than an Ethernet type and give nore flexibility, but at the
cost of administering that numbering space (presumably by the
| ANA) .

Thirdly, if the | ETF ends up defining multiple encapsul ati ons at
about the sane tine, and there is some chance that nultiple such
encapsul ati ons can be conbined in the sane packet, there is a
guestion whether it nmakes sense to use a common approach and
nunmberi ng space for the encapsul ation across the different protocols.
A common approach m ght not be beneficial as long as there is only
one way to indicate e.g., SFC inside NVCS.

Many I nternet protocols use fixed values (typically nanaged by the

I ANA function) for their next-protocol field. That facilitates
interpretation of packets by m ddl eboxes and e.g., for debugging

pur poses, but m ght nake the protocol evolution inflexible. CQur
col l ective experience with MPLS shows an alternative where the | abe
can be viewed as an index to a table containing processing
instructions and the table content can be nmanaged in different ways.
Encapsul ati ons mi ght want to consider the tradeoffs between such nore
flexible versus nore fixed approaches.

In summary:

o Wuld it be useful for the | ETF come up with a common schene for
encapsul ation protocols? |If not each encapsulation can define its
own schene.

9. MIU and Fragnentati on

A common approach today is to assune that the underlay have
sufficient MTU to carry the encapsul ated packets wi thout any
fragmentation and reassenbly at the tunnel endpoints. That is
sufficient when the operator of the ingress and egress have ful
control of the paths between those endpoints. And it makes for
simpler (hardware) inplenentations if fragnentation and reassenbly
can be avoi ded.

However, even under that assunption it would be beneficial to be able
to detect when there is some m sconfiguration causing packets to be
dropped due to MIU i ssues. One way to do this is to have the
encapsul ator set the don’t-fragnent (DF) flag in the outer |Pv4
header and receive and | og any received | CMP "packet too big" (PTB)
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10.

errors. Note that no flag needs to be set in an outer |Pv6 header
[ RFC2460] .

Encapsul ations coul d al so define an optional tunnel fragnentation and
reassenbly nmechani sm whi ch woul d be useful in the case when the
operator doesn’t have full control of the path, or when the protoco
gets depl oyed outside of its original intended context. Such a
mechani sm woul d be required if the underlay night have a path MU
whi ch makes it inpossible to carry at |east 1518 bytes (if offering
Et hernet service), or at least 1280 (if offering | Pv6 service). The
use of such a protocol nechani smcould be triggered by receiving a
PTB. But such a nechani sm ni ght not be inplenmented by al

encapsul ators and decapsulators. [Aerolink is one exanple of such a
pr ot ocol . ]

Dependi ng on the payload carried by the encapsul ation there are sone
addi ti onal possibilities:

o If payload is IPv4/6 then the underlay path MIU could be used to
report end-to-end path MIu

o |If the payload service is Ethernet/L2, then there is no such per
destination reporting nechanism However, there is a LLDP TLV for
reporting nmax frane size; mght be useful to report mninumto end
stations, but unnodified end stations would do nothing with that
TLV since they assune that the MU is at |east 1518.

In summary:

0 |In sone deploynents an encapsul ati on can assune wel | - nanaged MIuU
hence no need for fragnentation and reassenbly related to the
encapsul ati on.

o Even so, it makes sense for ingress to track any | CWP packet too
big addressed to ingress to be able to | og any MIu
m sconfi gurati ons.

0 Should an encapsul ati on protocol be depl oyed outside of the
original context it might very well need support for fragmentation
and reassenbly.

OAM
The OAM area i s seeing active developnent in the |ETF with
di scussions (at least) in NVG3 and SFC worki ng groups, plus the new
LI ME WG | ooking at architecture and YANG nodel s.

The design team has take a narrow view of QAMto explore the
potential OAMinplications on the encapsul ation format.
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In terms of what we have heard fromthe various working groups there
seemto be needs to:

0 Be able to send out-of-band OAM nessages - that potentially should
follow the sane path through the network as sone flow of data
packets.

* Such OAM nmessages shoul d not accidentally be decapsul ated and
forwarded to the end stations.
0 Be able to add OAMinformation to data packets that are
encapsul ated. Discussions have been around:

* Using a bit in the OAMto synchroni ze sanpling of counters
bet ween the encapsul at or and decapsul at or.
* Optional tinmestanps, sequence nunbers, etc for nore detail ed
measur enent s bet ween encapsul at or and decapsul at or
0 Usable for both proactive nonitoring (akin to BFD) and reactive
checks (akin to traceroute to pin-point a failure)

To ensure that the OAM nessages can follow the sanme path the OAM
messages need to get the same ECMP (and LAG hashing) results as a
given data flow. An encapsul ator can choose between one of:

o Limt ECWMP hashing to not | ook past the UDP header i.e. the
entropy needs to be in the source/destination |IP and UDP ports

o Make OAM packets | ook the sane as data packets i.e. the initial
part of the OAM payl oad has the inner Ethernet, |P, TCP/ UDP
headers as a payload. (This approach was taken in TRILL out of
necessity since there is no UDP header.) Any OAMbit in the
encapsul ati on header nust in any case be excluded fromthe
ent ropy.

There can be several ways to prevent OAM packets from accidentally
bei ng forwarded to the end station using:

o ADbit inthe frame (as in TRILL) indicating OAM
0 A next-protocol indication with a designated value for "none" or
"oant .

This assunes that the bit or next protocol, respectively, would not
af fect entropy/ ECVP in the underlay. However, the next-protoco
field mght be used to provide differentiated treatnment of packets
based on their payload; for instance a TCP vs. |Psec ESP payl oad

m ght be handled differently. Based on that observation it mght be
undesirable to overload the next protocol with the OAM drop behavi or
resulting in a preference for having a bit to indicate that the
packet should be forwarded to the end station after decapsul ation
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11.

There has been suggestions that one (or nore) marker bits in the
encaps header woul d be useful in order to delineate measurenent
epochs on the encapsul ator and decapsul ator and use that to conpare
counters to deternine packet |oss.

A result of the above is that OAMis likely to evol ve and needs sone
degree of extensibility fromthe encapsulation format; a bit or two
plus the ability to define additional |arger extensions.

An open question is how to handl e error nessages or other reports
relating to OAM One can think if such reporting as bei ng associ ated
with the encapsul ation the sane way ICMP is associated with IP

Wuld it nmake sense for the | ETF to devel op a conmon Encapsul ati on
Error Reporting Protocol as part of OQAM which can be used for

di fferent encapsulations? And if so, what are the technica
chal l enges. For instance, howto avoid it being filtered as | CW
often is?

A potential additional consideration for OAMis the possible future
exi stence of gateways that "stitch" together different dataplane
encapsul ati ons and m ght want to carry OAM end-to-end across the

di fferent encapsul ati ons.

I'n summary:

o It makes sense to reserve a bit for "drop after decapsul ation” for
QOAM out - of - band.

0 An encapsul ation needs sufficient extensibility for OAM (such as
bits, timestanps, sequence nunbers). That mi ght be notivated by
i n-band OAM but it woul d nake sense to | everage the sane
extensions for out-of band OAM

o QOAM pl aces sonme constraints on use of entropy in forwarding
devi ces.

0 Should IETF | ook into error reporting that is independent of the
speci fic encapsul ati on?

Security Considerations

Di fferent encapsul ation use cases will have different requirenments
around security. For instance, when encapsulation is used to build
overlay networks for network virtualization, isolation between
virtual networks may be paranount. BIER support of multicast may
entail different security requirenents than encapsul ation for

uni cast.

In real deploynent, the security of the underlying network nay be
considered for determ ning the level of security needed in the
encapsul ation | ayer. However for the purposes of this discussion, we
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assume that network security is out of scope and that the underlying
networ k does not itself provide adequate or as |east uniformsecurity
mechani sms for encapsul ati on

There are at |east three considerations for security:

0 Anti-spoofing/virtual network isolation
0 Interaction with packet |evel security such as |Psec or DTLS
o Privacy (e.g., VNI ID confidentially for NVOB)

This section uses a VNI IDin NVO3 as an exanple. A SFC or BIER
encapsulation is likely to have fields with sinilar security and
privacy requirenents.

1. Encapsul ati on-specific considerations

Sone of these considerations appear for a new encapsul ation, and
others are nore specific to network virtualization in datacenters.

o New attack vectors:

* DDOS on specific queued/ paths by attenpting to reproduce the
5-tupl e hash for targeted connections.
Entropy in outer 5-tuple may be too little or predictable.
Leakage of identifying information in the encapsul ati on header
for an encrypted payl oad.
* Mulnerabilities of using global values in fields like VNI 1D.
0 Trusted versus untrusted tenants in network virtualization

* The criticality of virtual network isolation depends on whet her

tenants are trusted or untrusted. |In the nbst extrene cases,
tenants m ght not only be untrusted but may be consi dered
hosti | e.

* For a trusted set of users (e.g. a private cloud) it may be
sufficient to have just a virtual network identifier to provide
i solation. Packets inadvertently crossing virtual networks
shoul d be dropped sinmilar to a TCP packet with a corrupted port
bei ng received on the wong connection

* In the presence of untrusted users (e.g. a public cloud) the
virtual network identifier nust be adequately protected agai nst
corruption and verified for integrity. This case may warrant
keyed integrity.

o Different forms of isolation

* |solation could be blocking all traffic between tenants (or
except as allowed by sone firewall)

* Could al so be about perfornance isolation i.e. one tenant can
overload the network in a way that affects other tenants
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* Physical isolation of traffic for different tenants in network
may be required, as well as required restrictions that tenants
may have on where their packets may be routed.

0 New attack vectors fromuntrusted tenants:

* Third party VMs with untrusted tenants allows internally borne
attacks within data centers

Hostile VMs inside the systemmay exist (e.g. public cloud)
Internally | aunched DDCS

Passi ve snooping for m s-delivered packets

M tigate damage and detection in event that a VMis able to
circunmvent isol ation mechani sms

0 Tenant-provider relationship:

* Ok Sk *

Tenant m ght not trust provider, hypervisors, network
Provider likely will need to provide SLA or a |least a statenent
on security
*  Tenant may inplenent their own additional |ayers of security
* Regul ation and certification considerations
0 Trend towards tighter security:

*  Tenants' data in network increases in volune and val ue, attacks
becone nore sophisticated
Large DCs al ready encrypt everything on disk
DCs likely to encrypt inter-DC traffic at this point, use TLS
to Internet.

* Encryption within DC is becom ng nore commonpl ace, becones
ubi qui t ous when cost is | ow enough

* Cost/perfornmance considerations. Cost of support for strong
security has made strong network security in DCs prohibitive.

* Are there lessons from MacSec?

2. Virtual network isolation

The first requirenment is isolation between virtual networks. Packets
sent in one virtual network should never be illegitimtely received
by a node in another virtual network. Isolation should be protected

in the presence of malicious attacks or inadvertent packet
corruption.

The second requirenent is sender authentication. Sender identity is
aut henticated to prevent anti-spoofing. Even if an attacker has
access to the packets in the network, they cannot send packets into a
virtual network. This may have two possibilities:

0 Pairw se sender authentication. Any two conmunicating hosts
negoti ate a shared key.
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0 Goup authentication. A group of hosts share a key (this may be
nmore appropriate for multicast of encapsul ation).

Possi bl e security sol utions:

0 Security cookie: This is simlar to L2TP cooki e nechani sm
[ RFC3931]. A shared plain text cookie is shared between
encapsul ator and decapsul ator. A receiver validates a packet by
evaluating if the cookie is correct for the virtual network and
address of a sender. Validation function is F(cookie, VN 1D,
source address). |f cookie matches, accept packet, el se drop.
Since cookie is plain text this nmethod does not protect against an
eavesdroppi ng. Cookies are set and may be rotated out of band.

0 Secure hash: This is a stronger nechani smthan sinple cookies that
borrows from | Psec and PPP authentication methods. 1In this node
security field contains a secure hash of sone fields in the packet
usi ng a shared key. Hash function may be sonething Iike H(key,

VNI I D, address, salt). The salt ensures the hash is not the sane
for every packet, and if it includes a sequence nunber may al so
protect against replay attacks.

In any use of a shared key, periodic re-keying should be all owed.
This could include use of techniques |ike generation nunbers, key
wi ndows, etc. See [I-D.farrelll-npls-opportunistic-encrypt] for an
exanpl e application

We mght see firewalls that are aware of the encapsul ati on and can
provi de sone defense in depth conbined with the above exanple anti -
spoofi ng approaches. An exanple would be an NVG3-aware firewall
being able to check the VNI ID.

Separately and in addition to such filtering, there mght be a desire
to conpletely block an encapsul ati on protocol at certain places in
the network, e.g., at the edge of a datacenter. Using a fixed
standard UDP destination port nunber for each encapsul ati on protoco
woul d facilitate such bl ocking.

3. Packet level security

An encapsul ated packet may itself be encapsulated in |IPsec (e.qg.

ESP). This should be straightforward and in fact is what woul d
happen today in security gateways. In this case, there is no special
consideration for the fact that packet is encapsul ated, however since
the encapsul ation | ayer headers are included (part of encrypted data
for instance) we lose visibility in the network of the encapsul ation

The nore interesting case is when security is applied to the
encapsul ati on payload. This will keep the encapsul ation headers in
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the outer header visible to the network (for instance in nvo3 we may
way to firewall based on VNI ID even if the payload is encrypted).
One possibility is to apply DILS to the encapsul ation payload. In
this nodel the protocol stack may be sonething |ike

| P| UDP| Encap| DTLS| encrypt ed_payl oad. The encapsul ati on and security
shoul d be done together at an encapsul ator and resolved at the
decapsul ator. Since the encapsul ati on header is outside of the
security coverage, this may itself require security (like described
above) .

In both of the above the security associations (SAs) may be between
physi cal hosts, so for instance in nvo3 we can have packets of
different virtual networks using the same SA-- this should not be an
issue since it is the VNI ID that ensures isolation (which needs to
be secured al so).

4. |In sunmary:

0 Encapsul ations need extensibility mechanisns to be able to add
security features |ike cookies and secure hashes protecting the
encapsul ati on header

0 NV@B probably has specific higher requirenments relating to
isolation for network virtualization, which is in scope for the
NGB WG

0 CQur collective | ETF experience is that successful protocols get
depl oyed outside of the original intended context, hence the
initial assunptions about the threat nodel m ght becone invalid.
That needs to be considered in the standardi zati on of new
encapsul ati ons.

QS

In the Internet architecture we support QoS using the Differentiated
Servi ces Code Points (DSCP) in the fornerly naned Type-of-Service
field in the I Pv4 header, and in the Traffic-Class field in the |IPv6
header. The ToS and TC fields al so contain the two ECN bits, which
are di scussed in Section 13.

We have existing specifications howto process those bits. See

[ RFC2983] for diffserv handling, which specifies how the received
DSCP value is used to set the DSCP value in an outer |P header when
encapsul ating. (There are al so existing specifications how DSCP can
be mapped to layer2 priorities.)

Those specifications apply whether or not there is sone intervening
headers (e.g., for NVG3 or SFC) between the inner and outer IP
headers. Thus the encapsul ati on considerations in this area are
mai nl y about applying the framework in [ RFC2983].
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Note that the DSCP and ECN bits are not the only part of an inner
packet that m ght potentially affect the outer packet. For exanple,
[ RFC2473] specifies handling of inner |IPv6 hop-by-hop options that
effectively result in copying sone options to the outer header. It
is sinmpler to not have future encapsul ati ons depend on such copying
behavi or.

There are some other considerations specific to doing OAM for

encapsul ations. |If OAM nessages are used to nmeasure |atency, it
woul d nake sense to treat themthe sane as data payl oads. Thus they
need to have the sane outer DSCP val ue as the data packets which they
wi sh to measure

Due to CAMthere are constraints on m ddl eboxes in general. |If

m ddl eboxes i nspect the packet past the outer |P+UDP and
encapsul ati on header and | ook for inner |IP and TCP/ UDP headers, that
m ght violate the assunption that OAM packets will be handl ed the
same as regul ar data packets. That issue is broader than just QS -
applies to firewall filters etc.

In summary:
0 Leverage the existing approach in [ RFC2983] for DSCP handli ng.
Congesti on Consi derations

Addi tional encapsul ati on headers does not introduce anything new for
Explicit Congestion Notification. It is just like IP-in-1P and |IPsec
tunnels which is specified in [ RFC6040] in terns of how the ECN bits
in the inner and outer header are handl ed when encapsul ati ng and
decapsul ati ng packets. Thus new encapsul ati ons can nore or |ess

i nclude that by reference.

There are additional considerations around carrying non-congestion
controlled traffic. These details have been worked out in
[I-D.ietf-npls-in-udp]. As specified in [ RFC5405]: "I|P-based traffic
is generally assuned to be congestion-controlled, i.e., it is assuned
that the transport protocols generating | P-based traffic at the
sender already enpl oy nechani sns that are sufficient to address
congestion on the path. Consequently, a tunnel carrying |P-based
traffic should already interact appropriately with other traffic
sharing the path, and specific congestion control nechanisns for the
tunnel are not necessary". Those considerations are being captured
in[l-Dietf-tsvwg-rfc5405bis].

For this reason, where an encapsul ation nethod is used to carry IP
traffic that is known to be congestion controlled, the UDP tunnels
does not create an additional need for congestion control. |Internet
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IPtraffic is generally assuned to be congestion-controll ed.
Simlarly, in general Layer 3 VPNs are carrying IP traffic that is
simlarly assuned to be congestion controll ed.

However, sonme of the encapsulations (at |east NVGB) will be able to
carry arbitrary Layer 2 packets to provide an L2 service, in which
case one can not assume that the traffic is congestion controll ed.

One coul d handl e this by addi ng sonme congestion control support to

t he encapsul ati on header (one instance of which would end up | ooking
like DCCP). However, if the underlay is well-provisioned and nanaged
as opposed to being arbitrary Internet path, it mght be sufficient
to have a slower reaction to congestion induced by that traffic.
There is work underway on a notion of "circuit breakers” for this
purpose. See See [I-D.ietf-tsvwg-circuit-breaker]. Encapsul ations
which carry arbitrary Layer 2 packets want to consider that ongoing
wor k.

If the underlay is provisioned in such a way that it can guarantee
sufficient capacity for non-congestion controlled Layer 2 traffic,
then such circuit breakers nmight not be needed.

Two ot her considerations appear in the context of these
encapsul ati ons as applied to overlay networks:

o Protect against malicious end stations
o Ensure fairness and/or mneasure resource usage across nultiple
tenants

Those issues are really orthogonal to the encapsulation, in that they
are present even when no new encapsul ati on header is in use.

However, the application of the new encapsul ations are likely to be
in environnents where those i ssues are becomi ng nore inportant.

Hence it nakes sense to consider them

One coul d make the encapsul ati on header be extensible to that it can
carry sufficient information to be able to neasure resource usage,

del ays, and congestion. The suggestions in the OAM section about a
single bit for counter synchronization, and optional timestanps and/
or sequence nunbers, could be part of such an approach. There m ght
al so be additional congestion-control extensions to be carried in the
encapsul ation. Overall this results in a consideration to support
sufficient extensibility in the encapsulation to handl e potentia
future devel opnents in this space.

Coarse neasurenents are likely to suffice, at least for circuit-

breaker-1i ke purposes, see [|-D. wei-tsvwg-tunnel -congesti on-feedback]
and [I-D. briscoe-conex-data-centre] for exanples on active work in
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this area via use of ECN. [RFC6040] Appendix Cis also relevant.
The outer ECN bits seem sufficient (at |east when everything uses
ECN) to do this course neasurenents. Needs sonme nore study for the
case when there are also drops; mght need to exchange counters

bet ween i ngress and egress to handl e drops.

Circuit breakers are not sufficient to make a network with different
congestion control when the goal is to provide a predictable service
to different tenants. The fallback would be to rate limt different
traffic.

I'n summary:

0 Leverage the existing approach in [ RFC6040] for ECN handl i ng.

o |If the encapsulation can carry non-1P, hence non-congestion
controlled traffic, then | everage the approach in
[I-D.ietf-npls-in-udp].

0 "Watch this space" for circuit breakers

Header Protection

Many UDP based encapsul ations such as VXLAN [ RFC7348] either

di scourage or explicitly disallow the use of UDP checksuns. The
reason is that the UDP checksum covers the entire payl oad of the
packet and switching ASICs are typically optinmized to look at only a
smal | set of headers as the packet passes through the switch. In
these case, conputing a checksum over the packet is very expensive
(Software endpoints and the NICs used with them generally do not have
the sane issue as they need to | ook at the entire packet anyways.)

The | ack a header checksum creates the possibility that bit errors
can be introduced into any information carried by the new headers.
Specifically, in the case of IPv6, the assunption is that a transport
| ayer checksum - UDP in this case - will protect the |P addresses
through the inclusion of a pseudo-header in the calculation. This is
different fromlPv4 on which many of these encapsul ation protocols
are initially deployed which contains its own header checksum In
addition to I P addresses, the encapsul ati on header often contains its
own information which is used for addressing packets or other high
val ue network functions. Wthout a checksum this information is
potentially vulnerable - an issue regardl ess of whether the packet is
carried over |Pv4 or |Pv6.

Several protocols cite [RFC6935] and [ RFC6936] as an exenption to the
| Pv6 checksum requirenents. However, these are intended to be
tailored to a fairly narrow set of circunstances - primarily relying
on sparseness of the address space to detect invalid values and well
managed networks - and are not a one size fits all solution. In
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t hese cases, an analysis should be perfornmed of the intended
environnment, including the probability of errors being introduced and
the use of ECC nmenory in routing equi prment.

Conceptual ly, the ideal solution to this problemis a checksumthat
covers only the newy added headers of interest. There is little

val ue in the portion of the UDP checksum that covers the encapsul at ed
packet because that would generally be protected by other checksuns
and this is the expensive portion to conpute. |In fact, this solution
al ready exists in the formof UDP-Lite and UDP based encapsul ati ons
could be easily ported to run on top of it. Unfortunately, the main
value in using UDP as part of the encapsulation header is that it is
recogni zed by al ready depl oyed equi pnent for the purposes of ECWMP
RSS, and ni ddl ebox operations. As UDP-Lite uses a different protoco
nunber than UDP and it is not widely inplemented in niddl eboxes, this
value is lost. A possible solution is to incorporate the sane
partial -checksum concept as UDP-Lite or other header checksum
protection into the encapsul ati on header and continue using UDP as
the outer protocol. One potential challenge with this approach is
the use of NAT or other formof translation on the outer header wll
result in an invalid checksumas the translator will not know to
updat e the encapsul ati on header

The met hod chosen to protect headers is often related to the security
needs of the encapsul ati on nechanism On one hand, the inpact of a
poorly protected header is not Iimted to only data corruption but
can also introduce a security vulnerability in the form of

m sdirected packets to an unauthorized recipient. Conversely, high
security protocols that already include a secure hash over the

val uabl e portion of the header (such as by encrypting the entire IP
packet using | Psec, or some secure hash of the encap header) do not
requi re additional checksum protection as the hash provi des stronger
assurance than a sinple checksum

I f the sender has included a checksum then the receiver should
verify that checksumor, if incapable, drop the packet. The
assunption is that configuration and/or control-plane capability
exchanges can be used when different receiver have different checksum
val i dation capabilities.

In summary:

0 Encapsul ations need extensibility to be able to add checksum CRC
for the encapsul ati on header itself.

0 \When the encapsul ation has a checksum CRC, include the |IPv6
pseudo- header in it.

0 The checksum CRC can potentially be avoi ded when cryptographic
protection is applied to the encapsul ation
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Extensibility Considerations

Protocol extensibility is the concept that a networking protocol may
be extended to include new use cases or functionality that were not
part of the original protocol specification. Extensibility nmay be
used to add security, control, managenent, or performance features to
a protocol. A solution may allow private extensions for

custom zati on or experimnentation

Extending a protocol often inplies that a protocol header nust carry
new i nformation. There are two usual nethods to acconplish this:

1. Define or redefine the nmeaning of existing fields in a protoco
header .
2. Add new (optional) fields to the protocol header

It is also possible to create a new protocol version, but this is
nore associ ated with defining a protocol than extending it (1Pv6
bei ng a successor to | Pv4 is an exanpl e of protocol versioning).

In sone cases it mght be nore appropriate to define a new inner
protocol which can carry the new functionality instead of extending
the outer protocol. Exanples where this works well is in the |IP/
transport split, where the earlier architecture had a single NCP

[ RFC0033] protocol which carried both the hop-by-hop semantics which
are now in I P, and the end-to-end semantics which are nowin TCP
Such a split is effective when different nodes need to act upon the
different information. Applying this for general protoco
extensibility through nesting is not well understood, and does result
in |onger header chains. Furthernore, our experience with |Pv6

ext ensi on headers [ RFC2460] in niddl eboxes indicates that the header
chai ni ng approach does not help with m ddl ebox traversal

Many protocol definitions include sonme nunber of reserved fields or
bits which can be used for future extension. VXLAN is an exanple of
a protocol that includes reserved bits which are subsequently being
al | ocated for new purposes. Another technique enployed is to re-

pur pose existing header fields with new nmeanings. A classic exanple
of this is the definition of DSCP code point which redefines the ToS
field originally specified in IPv4. Wen a field is redefined, sone
mechani sm nay be needed to ensure that all interested parties agree
on the meaning of the field. The techniques of defining meaning for
reserved bits or redefining existing fields have the advantage that a
prot ocol header can be kept a fixed length. The di sadvantage is that
the extensibility is limted. For instance, the nunber reserved bits
in a fixed protocol header is linmted. For standard protocols the
decision to conmt to a definition for a field can be wenching since
it is difficult toretract later. Also, it is difficult to predict a
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priori how many reserved fields or bits to put into a protocol header
to satisfy the extensions create over the lifetine of the protocol

Extendi ng a protocol header with new fields can be done in severa
ways.

(0]

TLVs are a very popul ar nmethod used in such protocols as IP and
TCP. Depending on the type field size and structure, TLVs can
offer a virtually unlimted range of extensions. A disadvantage
of TLVs is that processing them can be verbose, quite conplicated,
several validations nust often be done for each TLV, and there is
no deterninistic ordering for a list of TLVs. TCP serves as an
exanpl e of a protocol where TLVs have been successfully used (i.e.
required for protocol operation). |IP is an exanple of a protoco
that allows TLVs but are rarely used in practice (router fast
pat hs usually that assune no IP options). Note that TCP TLVs are
i mpl emented in software as well as (NIC) hardware handling various
forms of TCP offload. Additional discussions about hardware
implications for extensibility is captured in Section 18.

Ext ensi on headers are closely related to TLVs. These also carry
type/value information, but instead of being a list of TLVS within
a single protocol header, each one is in its own protocol header.
| Pv6 extension headers and SFC NSH are exanpl es of this technique.
Simlar to TLVs these offer a wide range of extensibility, but
have similarly conplex processing. Another difference with TLVs
is that each extension header is idenpotent. This is beneficia
in cases where a protocol inplenments a push/pop nodel for header
el ements |ike service chaining, but makes it nore difficult group
correlated information within one protocol header

A particular formof extension headers are the tags used by | EEE
802 protocols. Those are sinilar to e.g., |Pv6 extension headers
but with the key difference that each tag is a fixed | ength header
where the length is inplicit in the tag value. Thus as long as a
recei ver can be programmed with a tag value to length map, it can
skip those new tags.

Flag-fields are a non-TLV |i ke nethod of extending a protoco
header. The basic idea is that the header contains a set of
flags, where each set flags corresponds to optional field that is
present in the header. CGRE is an exanple of a protocol that

enpl oys this nechanism The fields are present in the header in
the order of the flags, and the length of each field is fixed.
Flag-fields are sinpler to process conpared to TLVs, having fewer
validations and the order of the optional fields is deterministic.
A di sadvantage is that range of possible extensions with fl ag-
fields is smaller than TLVs.

The requirenents for receiving unknown or uni npl enented extensible
el ements in an encapsul ation protocol (flags, TLVs, optional fields)
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need to be specified. There are two parties to consider, niddle
boxes and term nal endpoints of encapsul ation (at the decapsul ator).

A protocol nmay all ow or expect nodes in a path to nodify fields in an
encapsul ati on (exanple use of this is BIER). 1In this case, the

ni ddl eboxes shoul d follow the same requirenments as nodes term nating
the encapsulation. |In the case that niddl e boxes do not nodify the
encapsul ati on, we can assune that they may still inspect any fields
of the encapsul ation. M ssing or unknown fields should be accepted
per protocol specification, however it is permssible for a site to

i mpl ement a local policy otherwise (e.g. a firewall nmay drop packets
wi t h unknown options).

For handl i ng unknown options at terminal nodes, there are two
possibilities: drop packet or accept while ignoring the unknown
options. Many Internet protocols specify that reserved flags nust be
set to zero on transnission and ignored on reception. L2TP is
exanpl e data protocol that has such flags. GRE is a notable
exception to this rule, reserved flag bits 1-5 cannot be ignored

[ RFC2890]. For TCP and | Pv4, inplenmentations nust ignore optiona
TLVs with unknown type; however in IPv6 if a packet contains an
unknown extensi on header (unrecogni zed next header type) the packet
must be dropped with an | CMP error nessage returned. The |Pv6
options thensel ves (encoded inside the destinations options or hop-
by- hop options extension header) have nore flexibility. There are
bits in the option code are used to instruct the receiver whether to
ignore, silently drop, or drop and send error if the option is
unknown. Sone protocols define a "mandatory bit" that can is set
with TLVs to indicate that an option nust not be ignored.
Conceptual Iy, optional data elenments can only be ignored if they are
i denpotent and do not alter how the rest of the packet is parsed or
pr ocessed.

Dependi ng on what type of protocol evolution one can predict, it

m ght nmake sense to have a way for a sender to express that the
packet should be dropped by a term nal node which does not understand
the new information. |In other cases it would make sense to have the
receiver silently ignore the newinfo. The former can be expressed
by having a version field in the encapsul ation, or a notion of
"mandatory bit" as discussed above.

A security nechani sm which use sone form secure hash over the
encapsul ati on header would need to be able to know whi ch extensions
can be changed in flight.

In summary:
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0 Encapsul ations need the ability to be extended to handle e.g., the
OAM or security aspects discussed in this docunent.

o Practical experience seens to tell us that extensibility
mechani snms which are not in use on day one might result in
i medi ate ossification by |ack of inplenentation support. In sone
cases that has occurred in routers and in other cases in
m ddl eboxes. Hence devising ways where the extensibility
mechani sms are in use seens inportant.

Layering Consi derations

One can envision that SFC m ght use NVO3 as a delivery/transport
mechanism Wth nore inmagination that in turn mght be delivered
using BIER.  Thus it is useful to think about what things |ook like
when we have Bl ER+NVO3+SFC+payl oad. Also, if NVAG3 is w dely depl oyed
there nmight be cases of NVO3 nesting where a custoner uses NVOB to
provide network virtualization e.g., across departnents. That
customer uses a service provider which happens to use NVG3 to provide
transport for their custoners. Thus NVO3 in NVO3 mi ght happen

A key question we set out to answer is what the packets night | ook
like in such a case, and in particular whether we would end up with
mul ti ple UDP headers for entropy.

Based on the discussion in the Entropy section, the entropy is
associated with the outer delivery IP header. Thus if there are
multiple I P headers there would be a UDP header for each one of the
| P headers. But SFC does not require its own |P header. So a case
of NVQB+SFC woul d be | P+UDP+NVOB+SFC. A nested NVO3 encapsul ation
woul d have independent | P+UDP headers.

The | ayering al so has sone inplications for m ddl eboxes.

0 A device on the path between the ingress and egress is allowed to
transparently inspect all layers of the protocol stack and drop or
forward, but not transparently nodify anything but the layer in
whi ch they operate. What this nmeans is that an IP router is
all owed nodi fy the outer IP ttl and ECN bits, but not the
encapsul ati on header or inner headers and payload. And a BIER
router is allowed to nodify the BlI ER header

o0 Alternatively such a device can becone visible at a higher |ayer
E.g., a mddl ebox could a mddl ebox could first decapsul ate,
perform sone function then encapsul ate; which neans it wll
generate a new encapsul ati on header.

The design team asked itself sone additional questions:
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o Wuld it nmake sense to have a conmon encapsul ati on base header
(for OAM security?, etc) and then followed by the specific
information for NVG3, SFC, BIER? G ven that there are separate
proposal s and the set of information needing to be carried
differs, and the extensibility needs might be different, it would
be difficult and not that useful to have a common base header

0 Wth a base header in place, one could view the different
functions (NVO3, SFC, and BIER) as different extensions to that
base header resulting in encodings which are nore space optimal by
not repeating the sane base header. The base header would only be
repeat ed when there is an additional |IP (and hence UDP) header
That could nean a single length field (to skip to get to the
payl oad after all the encapsul ati on headers). That night be
technically feasible, but it wuld create a | ot of dependencies
between different Was making it harder to make progress. Conpare
with the potential savings in packet size.

Servi ce node

The 1P service is lossy and subject to reordering. In order to avoid
a performance inmpact on transports |ike TCP the handling of packets
is designed to avoid reordering packets that are in the sane
transport flow (which is typically identified by the 5-tuple). But
across such flows the receiver can see different ordering for a given
sender. That is the case for a unicast vs. a nulticast flow fromthe
same sender.

There is a general tussle between the desire for high capacity
utilization across a nmultipath network and the inpact on packet
ordering within the sane flow (which results in |ower transport
protocol perfornmance). That isn't affected by the introduction of an
encapsul ati on. However, the encapsul ation cones with sone entropy,
and there m ght be cases where fol ks want to change that in response
to overload or failures. For instance, one mght want to change UDP
source port to try different ECMP route. Such changes can result in
packet reordering within a flow, hence would need to be done
infrequently and with care e.g., by identifying packet trains.

There nmight be some applications/services which are not able to
handl e reordering across flows. The | ETF has defined pseudo-wires

[ RFC3985] which provides the ability to ensure ordering (inplenented
usi ng sequence nunbers and/or timestanps).

Architectural such services would make sense, but as a separate |ayer
on top of an encapsul ati on protocol. They could be depl oyed between
i ngress and egress of a tunnel which uses sone encaps. Potentially
the tunnel control points at the ingress and egress could becone a
platformfor fixing suboptinmal behavior el sewhere in the network
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That would clearly be undesirable in the general case. However,
handl i ng encapsul ati on of non-IP traffic hence non-congestion-

controlled traffic is likely to be required, which inplies sone
fairness and/or QS policing on the ingress and egress devi ces.

But the tunnels could potentially do nore like increase reliability
(retransm ssions, FEC) or |oad spreading using e.g. MP-TCP between
i ngress and egress.

Hardware Friendly

Hosts, switches and routers often | everage capabilities in the
hardware to accel erate packet encapsul ation, decapsul ati on and
f orwar di ng.

Sone design considerations in encapsulation that |everage these
hardware capabilities may result in nore efficiently packet
processing and hi gher overall protocol throughput.

While "hardware friendliness" can be viewed as unnecessary
considerations for a design, part of the nmotivation for considering
this is ease of deploynent; being able to | everage existing NI C and
switch chips for at |east a useful subset of the functionality that
t he new encapsul ati on provides. The other part is the ease of

i mpl ementing new NI Cs and switch/router chips that support the
encapsul ati on at ever increasing line rates.

[disclainmer] There are nany different types of hardware in any given
networ k, each maybe better at sone tasks while worse at others. W
woul d still recomrend protocol designers to exam ne the specific
hardware that are likely to be used in their networks and rake

deci sions on a case by case basis.

Sone consi derations are:

0 Keep the encap header small. Switches and routers usually only
read the first small nunber of bytes into the fast menory for
qui ck processing and easy mani pul ati on. The bul k of the packets
are usually stored in slow nenory. A big encap header may not fit
and additional read fromthe slow nenory will hurt the overal
performance and throughput.

o Put inportant information at the begi nning of the encapsul ation
header. The reasoning is simlar as explained in the previous
point. If inportant information are |ocated at the begi nning of
t he encapsul ati on header, the packet nmay be processed with smaller
nunber of bytes to be read into the fast nenory and i nprove
per f or mance.
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o Avoid full packet checksuns in the encapsulation if possible.
Encapsul ati ons shoul d i nstead consi der adding their own checksum
whi ch covers the encapsul ati on header and any | Pv6 pseudo- header
The nmotivation is that nost of the switch/router hardware make
swi t chi ng/ forwardi ng deci si ons by readi ng and exami ning only the
first certain nunber of bytes in the packet. Most of the body of
t he packet do not need to be processed nornmally. |If we are
concerned of preventing packet to be m sdelivered due to menory
errors, consider only perform header checksunms. Note that NIC
chips can typically already do full packet checksuns for TCP/ UDP
whi | e addi ng a header checksum mi ght require addi ng sone hardware
support.

0 Place inportant information at fixed offset in the encapsul ation
header. Packet processing hardware nay be capabl e of parallel
processing. |If inportant information can be found at fixed
of fset, different part of the encapsul ati on header nmay be
processed by different hardware units in parallel (for exanple

mul tiple table | ookups nay be |l aunched in parallel). It is easier
for hardware to handl e optional infornmation when the infornation,
if present, can be found in ideally one place, but in general, in

as few places as possible. That facilitates parallel processing.
TLV encodi ng with unconstrai ned order typically does not have that
property.

o Limt the nunmber of header conbinations. In nany cases the
hardware can explore different conbinati ons of headers in
paral l el , however there is sonme added cost for this.

1. Considerations for N C of fl oad

This section provides guidelines to provide support of comon

of fl oads for encapsulation in Network Interface Cards (N Cs).

O fl oad mechani sms are techniques that are inplenented separately
fromthe normal protocol inplenmentation of a host networking stack
and are intended to optim ze or speed up protocol processing.
Hardware offload is perforned within a NI C device on behalf of a
host .

There are three basic offl oad techniques of interest:
0 Receive nmulti queue

Checksum of f| oad
0 Segnentation offl oad

(@]

1.1. Receive multi-queue

Contenporary NI Cs support nultiple receive descriptor queues (nulti-
queue). Milti-queue enables | oad bal anci ng of network processing for
a NIC across multiple CPUs. On packet reception, a NI C nust sel ect
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the appropriate queue for host processing. Receive Side Scaling
(RSS) is a common nethod which uses the flow hash for a packet to
index an indirection table where each entry stores a queue nunber.

UDP encapsul ati on, where the source port is used for entropy, should
be conpatible with nulti-queue NICs that support five-tuple hash
calculation for UDP/IP packets as input to RSS. The source port
ensures classification of the encapsulated flow even in the case that
the outer source and destination addresses are the sane for all flows
(e.g. all flows are going over a single tunnel).

1.2. Checksum of f| oad

Many NI Cs provide capabilities to cal cul ate standard ones conpl enent
payl oad checksum for packets in transmt or receive. Wen using
encapsul ati on over UDP there are at | east two checksuns that may be
of interest: the encapsul ated packet’'s transport checksum and the
UDP checksumin the outer header

1.2.1. Transmt checksum of f| oad

NI Cs may provide a protocol agnostic nethod to offload transmt
checksum (NETIF_F_ HW CSUM i n Linux parlance) that can be used with
UDP encapsul ation. In this nethod the host provides checksumrel ated
paraneters in a transmt descriptor for a packet. These paraneters
include the starting offset of data to checksum the length of data
to checksum and the offset in the packet where the computed checksum
is to be witten. The host initializes the checksumfield to pseudo
header checksum In the case of encapsul ated packet, the checksum
for an encapsul ated transport | ayer packet, a TCP packet for

i nstance, can be offl oaded by setting the appropriate checksum

par amet er s

NI Cs typically can offload only one transmt checksum per packet, so
si mul taneously of fl oading both an inner transport packet’'s checksum
and the outer UDP checksumis |likely not possible. |In this case
setting UDP checksumto zero (per above discussion) and offl oadi ng
the inner transport packet checksum m ght be acceptabl e.

There is a proposal in [I-D. herbert-renotecsunoffload] to | everage
NI C checksum of fl oad when an encapsul ator is co-resident with a host.

1.2.2. Receive checksum of fl oad

Prot ocol encapsulation is conpatible with NICs that performa
prot ocol agnostic receive checksum ( CHECKSUM COVPLETE i n Li nux
parlance). In this technique, a NIC conputes a ones conpl enent
checksum over all (or some predefined portion) of a packet. The
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comput ed value is provided to the host stack in the packet’s receive
descriptor. The host driver can use this checksumto "patch up" and
val i date any inner packet transport checksum as well as the outer
UDP checksumif it is non-zero.

Many | egacy NI Cs don’t provide checksum conplete but instead provide
an indication that a checksum has been verified (CHECKSUM UNNECESSARY
in Linux). Usually, such validation is only done for sinple TCP/IP
or UDP/IP packets. |If a NIC indicates that a UDP checksumis valid,
the checksum conpl ete value for the UDP packet is the "not" of the
pseudo header checksum In this way, checksum unnecessary can be
converted to checksumconplete. So if the N C provides checksum
unnecessary for the outer UDP header in an encapsul ati on, checksum
conversion can be done so that the checksum conpl ete value is derived
and can be used by the stack to validate an checksuns in the
encapsul at ed packet.

1.3. Segmentation offload

Segnmentation offload refers to techniques that attenpt to reduce CPU
utilization on hosts by having the transport |layers of the stack

operate on |large packets. In transmt segnentation offload, a
transport |layer creates |arge packets greater than MU size (Maxi mum
Transmission Unit). It is only at much lower point in the stack, or

possibly the NIC, that these |arge packets are broken up into MIU

si zed packet for transmi ssion on the wire. Sinmilarly, in receive
segnentation of fl oad, small packets are coal esced into |arge, greater
than MIU size packets at a point lowin the stack receive path or
possibly in a device. The effect of segnentation offload is that the
nunber of packets that need to be processed in various |ayers of the
stack is reduced, and hence CPU utilization is reduced.

1.3.1. Transnmit Segnentation Ofl oad

Transmit Segnentation Ofload (TSO is a NIC feature where a host
provides a large (larger than MIU size) TCP packet to the NIC, which
inturn splits the packet into separate segnents and transnmits each
one. This is useful to reduce CPU | oad on the host.

The process of TSO can be generalized as:
o Split the TCP payload into segnents which all ow packets with size
| ess than or equal to MIU

0 For each created segment:

1. Replicate the TCP header and all precedi ng headers of the
ori gi nal packet.
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2. Set payload length fields in any headers to reflect the length
of the segment.

3. Set TCP sequence number to correctly reflect the offset of the
TCP data in the stream

4. Reconpute and set any checksuns that either cover the payl oad
of the packet or cover header which was changed by setting a
payl oad | engt h.

Fol l owi ng this general process, TSO can be extended to support TCP
encapsul ati on UDP. For each segnent the Ethernet, outer |IP, UDP
header, encapsul ati on header, inner |IP header if tunneling, and TCP
headers are replicated. Any packet |ength header fields need to be
set properly (including the Iength in the outer UDP header), and
checksuns need to be set correctly (including the outer UDP checksum
i f being used).

To facilitate TSOwi th encapsulation it is recomended that optiona
fields should not contain values that must be updated on a per
segment basis-- for exanple an encapsul ati on header shoul d not

i ncl ude checksuns, |engths, or sequence numbers that refer to the
payl oad. If the encapsul ati on header does not contain such fields
then the TSO engine only needs to copy the bits in the encapsul ation
header when creating each segnent and does not need to parse the
encapsul ati on header

1.3.2. Large Receive Ofload

Large Receive Ofload (LRO is a NIC feature where packets of a TCP
connection are reassenbl ed, or coalesced, in the NNC and delivered to
the host as one | arge packet. This feature can reduce CPU
utilization in the host.

LRO requires significant protocol awareness to be inpl enented
correctly and is difficult to generalize. Packets in the sane flow
need to be unanbi guously identified. In the presence of tunnels or
network virtualization, this may require nore than a five-tuple match
(for instance packets for flows in two different virtual networks nmay
have identical five-tuples). Additionally, a NIC needs to perform
val i dati on over packets that are being coal esced, and needs to
fabricate a single neaningful header fromall the coal esced packets.

The conservative approach to supporting LRO for encapsul ati on woul d
be to assign packets to the same flowonly if they have identica
five-tuple and were encapsul ated the same way. That is the outer IP
addresses, the outer UDP ports, encapsul ated protocol, encapsul ation
headers, and inner five tuple are all identical
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1.3.3. In sunmary:
In sunmary, for N C of fl oad:

0 The considerations for using full UDP checksuns are different for
NI C offload than for inplementations in forwarding devices |like
routers and sw tches.

0 Be judicious about encapsul ations that change fields on a per-
packet basis, since such behavior mght make it hard to use TSO

M ddl ebox Consi der ati ons

Thi s docunment has touched upon mi ddl eboxes in different section. The
reason for this is as encapsul ations get wi dely depl oyed one woul d
expect different fornms of m ddl eboxes might becone aware of the
encapsul ati on protocol just as m ddl eboxes have been made aware of
other protocols where there are business and depl oynent

opportunities. Such m ddl eboxes are likely to do nore than just drop
packets based on the UDP port nunber used by an encapsul ation

pr ot ocol

We note that various forns of encapsul ati on gateways that stitch one
encapsul ati on protocol together with another form of protocol could
have simlar effects.

An exanpl e of a m ddl ebox that could see sonme use would be an
NVO3-aware firewall that would filter on the VNI IDs to provide some
defense in depth inside or across NVO3 datacenters

A question for the |ETF is whether we should docunent what to do or
what not to do in such niddl eboxes. This document touches on areas
of OAM and ECMP as it relates to niddl eboxes and it m ght make sense
to docunment how encapsul ati on-aware mi ddl eboxes should avoid
uni nt ended consequences in those (and perhaps other) areas.

In summary:

o0 W are likely to see m ddl eboxes that at |east parse the headers
for successful new encapsul ations.

o Should the | ETF docunent considerations for what not to do in such
m ddl eboxes?

Rel ated Wrk

The 1 ETF and industry has defined encapsulations for a long tine,
with exanples |ike GRE [ RFC2890], VXLAN [ RFC7348], and NVCRE
[I-D.sridharan-virtualizati on-nvgre] being able to carry arbitrary
Et hernet payl oads, and various fornms of IP-in-1P and |Psec
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encapsul ati ons that can carry | P packets. As part of NVO3 there has
been additional proposals |ike Geneve [|-D. gross-geneve] and GUE
[1-D. herbert-gue] which |look at nore extensibility. NSH
[1-D.quinn-sfc-nsh] is an exanple of an encapsulation that tries to
provi de extensibility mechani sns which target both hardware and

sof tware i npl enent ati ons.

There is also a | arge body of work around MPLS encapsul ati ons

[ RFC3032]. The MPLS-in-UDP work [I-D.ietf-npls-in-udp] and GRE over
UDP [I-D.ietf-tsvwg-gre-in-udp-encap] have worked on sone of the
common i ssues around checksum and congestion control. MPLS al so

i ntroduced a entropy | abel [RFC6790]. There is also a proposal for
MPLS encryption [I-D.farrelll-npls-opportunistic-encrypt].

The idea to use a UDP encapsul ation with a UDP source port for
entropy for the underlay routers’ ECMP dates back to LISP [ RFC6830].

The pseudo-wire work [ RFC3985] is interesting in the notion of

| ayering additional services/characteristics such as ordered delivery
or timely deliver on top of an encapsul ation. That |ayering approach
m ght be useful for the new encapsul ations as well. For instance,
the control word [ RFC4385]. There is also material on congestion
control for pseudo-wires in [I-D.ietf-pwe3-congcons].

Both MPLS and L2TP [ RFC3931] rely on sone control or signaling to
establish state (for the path/labels in the case of MPLS, and for the
session in the case of L2TP). The NVO3, SFC, and BI ER encapsul ati ons
will also have sone separation between the data plane and contro

pl ane, but the type of separation appears to be different.

| EEE 802.1 has defined encapsul ations for L2 over L2, in the form of
Provi der backbone Bridging (PBB) [|EEE802.1Q 2014] and Equal Cost

Mul tipath (ECWP) [I| EEE802. 1Q 2014]. The latter includes sonething
very simlar to the way the UDP source port is used as entropy: "The
flow hash, carried in an F-TAG serves to distinguish franes

bel onging to different flows and can be used in the forwarding
process to distribute franes over equal cost paths"

TRILL, which is also a L2 over L2 encapsul ation, took a different
approach to entropy but preserved the ability for OAM franes

[ RFC7174] to use the sane entropy hence ECMP path as data frames. |In
[I-Dietf-trill-oamfn there 96 bytes of headers for entropy in the
OAM frames, followed by the actual OAM content. This ensures that
any headers, which fit in those 96 bytes except the QAM bit in the
TRI LL header, can be used for ECWVP hashi ng.
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As encapsul ations evolve there might be a desire to fit multiple
i nner packets into one outer packet. The work in
[1-D.sal dana-t svwg- si mpl enux] m ght be interesting for that purpose.
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22. Open |ssues
o M ddl eboxes:

* Due to OAMthere are constraints on m ddl eboxes in general. |If
m ddl eboxes i nspect the packet past the outer |P+UDP and
encapsul ati on header and | ook for inner |IP and TCP/ UDP headers,
that mght violate the assunption that OAM packets will be
handl ed the sanme as regul ar data packets. That issue is
broader than just QoS - applies to firewall filters etc.

* Firewalls |ooking at inner payload? How does that work for OAM
franes? Even if it only drops ... TRILL approach m ght be an
option? Wuld that encourage nore m ddl eboxes maki ng the
network nore fragile?

* FEditorially perhaps we should pull the above two into a
separate section about m ddl ebox considerations?

0 Next-protocol indication - should it be comobn across different
encapsul ati on headers? W will have different ways to indicate
the presence of the first encapsul ation header in a packet (could
be a UDP destination port, an Ethernet type, etc depending on the
outer delivery header). But for the next protocol past an
encapsul ati on header one coul d envision creating or adoption a
common schene. Such a would also need to be able to identify
foll owi ng headers |ike Ethernet, |Pv4/1Pv6, ESP, etc.

0 Common OAM error reporting protocol ?

o There is discussion about timestanps, sequence nunbers, etc in
three different parts of the document. QOAM Congestion
Consi derations, and Service Mdel, where the latter argues that a
pseudo-wire service should really be layered on top of the
encapsul ation using its own header. Those recommendati ons seemto
be at odds with each other. Do we envision sequence nunbers,
ti mestanps, etc as potential extensions for OAMand CC? |If so,
those extensions could be used to provide a service which doesn’t
reorder packets.
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Change Log

The changes fromdraft-rtg-dt-encap-01 based on feedback at the
Dal | as | ETF neeti ng:

(0]

o

1.

Setting the context that not all conmon issues nmight apply to all
encapsul ations, but that they should all be understood before
bei ng di smi ssed.

Clarified that IPv6 flow | abel is useful for entropy in

conbi nation with a UDP source port.

Editorially added a "summary" set of bullets to npbst sections.
Editorial clarifications in the next protocol section to nore
clearly state the three areas.

Fol ded the two next protocol sections into one.

Mention the MPLS first nibble issue in the next protocol section
Mention that viewing the next protocol as an index to a table with
processing instructions can provide additional flexibility in the
prot ocol evol ution.

For the OAM "don’t forward to end stations" added that defining a
bit seens better than using a special next-protocol val ue.

Added nention of DILS in addition to | Psec for security.

Added sone nention of |Pv6 hob-by-hop options of other headers
than potentially can be copied frominner to outer header

Added text on architectural considerations when it night nake
sense to define an additional header/protocol as opposed to using
the extensibility mechanismin the existing encapsul ation

pr ot ocol

Clarified the "unconstrained TLVs" in the hardware friendly
section.

Clarified the text around checksum verification and full vs.
header checksuns.

Added wordi ng that the considerations mght apply for encaps
outside of the routing area.

Added references to draft-ietf-pwe3-congcons, draft-ietf-tsvwg-
rf c5405bi s, RFC2473, and RFC7325

Renoved reference to RFC3948

Updat ed t he acknow edgenents section

Added this change | og section

Ref er ences

Nor mat i ve Ref erences

[I-D.ietf-tsvwg-rfc5405bi s]

Eggert, L., Fairhurst, G, and G Shepherd, "UDP Usage
Gui del ines", draft-ietf-tsvwg-rfc5405bis-19 (work in
progress), October 2016
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