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Abst r act

Loss Recovery by neans of T3-Retransm ssion has significant
detrinmental inpact on the del ays experienced through an SCTP

associ ation. The throughput achi evabl e over an SCTP associ ation al so
is negatively inpacted by the occurrence of T3-Retransmissions. The
present SCTP Fast Recovery algorithns as specified by [ RFC4960] are
not able to adequately or tinely recover |osses in certain
situations, thus resorting to | oss recovery by |engthy
T3-Retransi m ssions or by non-tinely activation of Fast Recovery. In
this docunment we specify a nunber of enhancenents to the SCTP Loss
Recovery al gorithnms which amends some of these deficiencies with a
particul ar focus on Loss Recovery for drops in Traffic Tails. The
enhancenents suppl enent the existing algorithnms of [ RFC4960] with
proactive probing and timer driven activation of the Fast

Retransmi ssion algorithmas well as a nunber of enhancenments of the
Fast Retransmission algorithmin itself are specified
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1. Introduction

Loss Recovery by nmeans of T3-Retransm ssion has significant inpact on
t he del ays experienced through, as well as, the throughput achievable
over an SCTP association. Loss Recovery by Fast Retransm ssion
operation in nmany situations is superior to T3-Retransnission from
both a | atency and a throughput perspective.

The present SCTP Fast Retransm ssion algorithm as specified by

[ RFC4960], is driven uniquely by exceed of a DupTresh number of mss
i ndi cation counts stenmming for returned SACKs, and it is as such not
abl e to adequately or tinely recover losses in traffic tails where a
sufficient nunber of such SACKs may not be generated, there resorting
to l oss recovery by T3-Retransinissions or by non-tinely activation
of Fast Recovery. Non-tinely activation here refer to the situation
where activation of Fast Recovery for packets |ost within one data
burst needs to await arrival of SACKs from a subsequent data burst.

By drop in traffic tails (or tail drops) we refer generally and
specifically to the follow ng situations:

1. Drops of the last SCTP packets of an SCTP association or nore
generally drop of packets in the end of an SCTP associ ati on which
are not proceeded by nore than DupThresh nunber of packets which
are not dropped.

2. Drops anong packets sent in a the end of bursts spaced by pauses
of time equal to or greater than the T3-tinmeout (approximately).
It is noted that such bursts (pauses in between bursts) may
result fromapplication linmtations, fromcongestion contro
limtations or fromreceiver side limtations.

3. Drops anpong packets sent so sparsely that each dropped packet
constitutes a tail drop in that DupThresh number of packets woul d
not be sent (would not be available for sent) prior to expiry of
the T3-timeout.

Ni el sen, et al. Expires April 21, 2016 [ Page 3]



Internet-Draft SCTP TLR Cct ober 2015

It shall be noted that while the above traffic drop criteria describe
drops anmong the forward data packets only, then drops anong forward
dat a packets conbined with drops of the returned SACKs may toget her
result in that an insufficient nunber of SACKs be returned to traffic
sender for that the Fast Retransmi ssion algorithmbe activated prior
to T3-tineout occurring. The tail traffic situations for which SCTP
Fast Retransmission is not able to recover the losses is thus in
general broader than the exact situations |listed above. The

i mprovenents specified include enhancenent of SCTP to deduce the niss
i ndi cation counts from enhanced scoreboard i nformati on thus renoving
some of the vulnerability of the present SCTP miss indication
counting to | oss of SACKs.

1.1. The SCTP TLR Functi on

The function proposed for enhancenents of the SCTP Loss Recovery
operation for Traffic Tail Losses is divided in two parts:

0 Enhancenents of SCTP Fast Retransni ssion (SCTP FR) al gorithm by
means of the followi ng Tail Loss Recovery inproving functions
inspired by or specified by [ RFC6675] for TCP

* mss indication counting for a mssing (non-SACK ed) TSN will
be based on augnented scoreboard information such that the mss
i ndications will be based not on the nunber of returned SACKs
but on the nunmber of SACK ed SCTP packets carrying data chunks
of higher TSNs. The nmechanismis specified both in ternms of
packets, the book-keeping of which requires new logic, as well
as in terns of a less inplenentation denandi ng byte based
variant followi ng the Islost() approach of [RFC6675]. W shal
refer to this inprovenent as Extended miss indication Counting.

* Fast Recovery operation is extended to include the "l ast
resort” retransm ssion, Nextseg 3) and Nextseg 4), operations
of [RFC6675], thus supporting conditional proactive fast
retransm ssions of missing, but not yet classified as |ost,
TSNs within the Fast Recovery Exit Point.

0 New SCTP Tail Loss Recovery State machine with proactive timer
driven activation of (the enhanced) Fast Recovery operation
Timer driven activation of Fast Recovery is initiated for
out st andi ng data whenever a certain tine, shorter then the T3
timeout, has elapsed fromthe transmttal of the | owest
out st andi ng TSN and networ k responsi veness, in form of SACKs of
packets ahead of the TSN, has been proven since the transnmttal of
the | owest outstanding TSN. The SCTP TLR nechani sminpl enents a
new tinmer, the Tail Loss Probe tiner (PTO, and it works in parts
by:

Ni el sen, et al. Expires April 21, 2016 [ Page 4]



Internet-Draft SCTP TLR Cct ober 2015

* Forced activation of Fast Recovery when network responsiveness
has been proven, and the PTO tiner has kicked, since
transmttal of the |owest outstanding TSN, but additiona
traffic sent (SACKs of TSNs ahead of the TSN) has not served to
activate Fast Recovery based on the Extended M s Indication
Count i ng.

* Probing for network responsiveness, by transmttal of a TLR
probe packet, when no network responsiveness information (no
SACKs have been received for any packets ahead of line of the
TSN) is available at expiration of the PTOtiner relative to
t he | owest outstanding TSN

* Activation for T3-retransm ssion Loss Recovery only when the
networ k remai ns unresponsi ve (no SACKs are received) also after
transmittal, and subsequently tineout, of a TLR probe packet.

1.1.1. Dependencies

The SCTP TLR procedures proposed apply as add-on suppl enents to any
SCTP i npl enent ati on based on [RFC4960]. The SCTP TLR procedures in
their core are sender-side only and do not inpact the SCTP receiver

Expl oi tati on of SCTP i mredi ate SACK feature, [RFCr053], and usage of
new (to be defined) Unanbi guous Sel ective Acknow edgenent feature of
SCTP require support in both sender and receiver of these SCTP

ext ensi ons.

1.2. Relation to other work
1.2.1. Early Retransnit and RTO Restart

It is noted that the Early Retransnmit algorithm [RFC5827], addresses
activation of Fast Recovery for a particular subset of the tail drop
situations in target of the SCTP TLR function. The solution proposed
enbeds (as a special case) the Early Retransnmits algorithmin the

del ayed variant, experienced with for TCP in [ DUKKI PATI 02] in which
Early Retransmission is only activated provided a certain tine has

el apsed since the | owest outstanding TSN was transmitted. The del ay
adds robustness towards spurious retransm ssions caused by "m | d"
packet re-ordering as docunented for TCP in [ DUKKI PATI 02] .

It is further noted that depending on the exact situation (e.g., drop
pattern, congestion wi ndow and anount of data in flight) then
T3-retransm ssion procedures need not be inferior to Fast

Ret ransmi ssi on procedures. Rather in sonme situations

T3-retransm ssion will indeed be superior as T3-retransm ssions all ow
for ranmp up of the congestion wi ndow during the recovery process.
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The changes proposed in this docunent focus on inproving the Loss
Recovery operation of SCTP by enforcing tinely activation of

(i nproved) Fast Retransmission algorithnms. Wth the purpose to
reduce the latency of the TCP and SCTP Loss Recovery operation
[HURTI G has taken the alternative approach of accelerating the
activation of T3-retransmni ssion processes when Fast Recovery is not
able to kick in to recover the loss. [HURTIG only addresses a

subset of the Tail |oss scenarios in scope in the work presented
here. The ideas of [HURTIG for accurate RTOrestart are drawn on in
the solution proposed here for accurate restart of the newtail |oss

probe timer (PTO-tiner) as well as for accurate set of the T3-tinmer
under certain conditions thus harvesting sonme of the sanme | atency
optinmizations as [HURTIG . The sanme approach has recently been
exploited for TCP by the invention of the TLPR function by the

aut hors of [Rajiullah].

1.2.2. TCP applicability

SCTP Loss Recovery operation in its core is based on the design of
Loss Recovery for TCP with SACK enabl ed. The enhancenents of SCTP
Tail Loss Recovery proposed here are applicable for TCP

Note: The - to be determined - exploitation of SCTP i medi ate SACK
feature, [RFC7053], and the - to be deternined - usage of new
unambi guous sel ective acknow edgenent feature of SCTP nay not be
readably applicable to TCP at present. |SSUE: Need to follow up on
[ zi mermann02], [ zi nmer nmann03],

It is noted that while the SCTP TLR al gorithns and SCTP TLR state
machi ne defined is inspired by the tinmer driven tail |oss probe
approach specified in [ DUKKI PATI 01] for TCP, then the solution
defined here differs in the approach taken. The approach here is a
cl ean state approach defining a new conprehensive SCTP TLR state
machi ne as an add-on to the (at |east conceptually) existing Fast
Recovery and T3-Retransm ssion SCTP state nachi nes of SCTP. Thereby
the SCTP TLR algorithmis able to address all tail |oss patterns,
wher eas the approach of [ DUKKI PATIO01] relies on a number of
experinmental mechani snms ([ DUKKI PATI 02], [ MATHI S], [RFC5827]) defined
for TCP in I ETF or in Research with ad hoc extension to support
selected tail loss patterns by addition of the tail |oss probe
mechani sm and the therefromdriven activation of the mechanisns.

1.2.3. Packet Re-ordering
The solution proposed is an enhancenent of the existing ms

i ndi cation counting based Fast Recovery operation of SCTP, [RFC4960],
and as such the solution inherits the fundanental vulnerability to
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packet re-ordering that the SCTP Fast Retransm ssion al gorithm of
[ RFC4960] enbeds.

For depl oynent of SCTP in environments where the Fast Retransni ssion
al gorithm of [RFC4960] gives rise to spurious entering of Fast
Recovery it would be relevant to ook into renedi es which may detect
such and undo the effects of such. Possibly follow ng the approaches
taken for TCP (and SCTP) in this area.

OPEN | SSUE: I n severe packet re-ordering situations where the second
packet of two subsequently sent packets outrace the first packet in
arrival with nore than PTO time, then such may tricker the SCTP TLR
function to enter spurious Fast Recovery. It is conjectured that the
this situation does not significantly increase the vulnerability of
Loss Recovery to packet-reordering. To be determ ned and eval uat ed.

1.2.4. Congestion Contro

Inits very nature of pronpting for activation of Fast Recovery

i nstead of T3-Retransm ssion Recovery then the benefit of the

sol ution proposed versus the existing solution of [RFC4960] wll
depend on the CC operation not only during the recovery process but

al so after exit of the recovery process. |In this context it is noted
that the prior approach taken for TCP, [ DUKKIPATIO01], has been
docunented for a TCP inplenentation running CUBIC, e.g., see

[ zi mermann01], whereas SCTP runs a CC algorithmnore simlar to TCP
Reno CC as defined by [ RFC5681].

The solution at present is defined within the constraints of existing
Congestion Control principles of STCP as defined by [ RFC4960]. It is
anticipated that Congestion Control inprovenents are desirable for
SCTP in general as well as for the functions defined here in
particul ar.

1.2.5. CMI-SCTP Applicability

The SCTP TLR specification in this document applies to a SCTP

i mpl ementation foll owi ng the [ RFC4960] princi pl es of using one shared
SACK cl ock spanning the data transfer over nultiple paths. It is
noted that in its nature of naintaining the commopbn SACK cl ock
principles of [RFC4960] then the SCTP TLR nmechani sm specified here
retains some of the vulnerabilities from[RFC4960] to spurious (or
del ayed) entering of Fast Recovery operation caused by path changes

i n i nhonogeneous environnments (change of data transfer anmong paths of
significantly different RTTs). The validity of this choice is
notivated by that concurrent data transfer on nultiple paths is the
exception case in [RFC4960] MH SCTP and renmi ns the exception al so
with the enhancenents of [RFC4960] specified here.
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It is envisaged that the SCTP TLR nechani sm specified is readably
applicable also to a SCTP inpl ementati on supporting concurrent multi
path transfer in line with the specification of [CMI-SCTP]. Though
is it enphasized that SCTP-TLR, when applied to [ CMI-SCTP], needs
sonme adjustnents as it should be applied in a split manner foll ow ng
the principles of SFR of [CMI-SCTP].

2. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

For the purposes of defining the SCTP TLR function, we use the
followi ng terns and concepts:

"DupThresh": The nunber of mss indication counts on an

out standing TSN at the reach of which SCTP declares the TSN as

| ost and enters Fast Recovery for the TSN if not in Fast Recovery
al r eady.

"Flight size": At any given tine we define the "Flight size" to be
the nunber of bytes that a SCTP sender considers to be in flight
in the network fromthe sender to the receiver. It is noted that
the bytes of a nmessage, which is considered | ost and which has not
been retransmtted, is not contained in the Flight size. Further
it is noted that the bytes of a nmessage whi ch has been
retransmtted (once) will count either once or twice in the Flight
si ze dependi ng on whether SCTP considers the first transm ssion of
t he message as having been | ost (dropped) in the network

"Qutstanding TSN': A TSN (and the associ ated DATA chunk) that has
been sent by the SCTP sender for which it has not yet received an
acknow edgenent and which the SCTP sender has not abandoned (e.g.
abandoned as a result of [RFC3758]).

"hi ghTSN': The hi ghest outstanding TSN at this point in tine.
"l owTSN': The | owest outstanding TSN at this point in tine.
"Scoreboard": An SCTP sender need naintain a data structure to

store various information on a per outstanding TSN basis. This
i ncludes the selective acknow edgnent information, mss indication

counts, bytes counts and other information defined [ RFC4960], in
this docunment and in other SCTP specifications. This data
structure we refer to as "scoreboard". The specifics of the

scoreboard data structure are out of scope for this docunent (as
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Il ong as the inplenentation can performall functions required by
this specification).

3. Description of Algorithns
3.1. SCTP Scoreboard and mi ss indication Counting Enhancenent

Entering of Fast Recovery in SCTP, as specified by [RFC4960]), is
driven by mss indication counts. When a TSN has received
DupThresh=3 miss indication counts, the TSN is declared lost and wll
be eligible for fast retransm ssion via Fast Recovery procedure.

m ss indication counts are in RFC4960 SCTP driven entirely by receipt
of SACKs in accordance with the H ghest TSN New y Acknow edged
al gorithm (section 7.2.4 of [RFC4960]):

H ghest TSN Newl y Acknowl edged (HTNA): For each inconm ng SACK
nm ss indications are incremented only for missing TSNs prior to
t he hi ghest TSN newly acknow edged in the SACK. A newy
acknow edged DATA chunk is one not previously acknow edged in a
SACK.

An evident issue with the HTNA algorithmis that it is vulnerable to
| oss of SACKs. In nmany situations |oss of SACKs will result only in
a slight delayed entering of Fast Recovery for a dropped TSN, but
generally, then by relying on HINA al gorithmonly, loss of SACKs w ||
further broaden the traffic tails situations where Fast Recovery
either not be activated in a tinely manner or not be activated at all
due to the receipt of an insufficient nunber SACKs only.

In order to make SCTP Fast Recovery nore robust towards drop of
SACKs, the follow ng extension of the HTNA al gorithm SHOULD be
supported by an SCTP inpl enent ati on

Newl y Acked Packets ahead-of-1ine (NAPahol): For each inconing
SACK, miss indications are increnmented only for nissing TSNs prior
to the highest TSN newly acknow edged in the SACK. A newy
acknow edged DATA chunk is one not previously acknow edged in a
SACK. For each missing TSN thus potentially eligible for

addi tional mss indication counts, the nunber of miss indications
to be given shall follow the nunber of newy acknow edged packets
ahead of line of the packet of the m ssing TSN

The solution is robust towards split SACK. The solution requires for
the SCTP inplenentation to keep track of the relationship in between

data chunks (TSN nunbers) and packets. One solution is for the SCIP
i mpl ementation to maintain a packet id as a nonotonically

i ncrementi ng packet sequence nunber to map chunks to packets and for
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each outstanding chunk to keep state of the packet id that the chunk
was sent in as well as (increnentally updated) the packet ids of up
to DupThresh-1 (=2) packets ahead of |ine for which chunks have been
SACKed.

For accurate PTO-timer managenent, using the restart principles of
[HURTIG and [Rajiullah], see Section 3.3, an SCTP TLR i npl enentation
is required to keep track of the time at which packets/ TSNs are
transmitted (or strictly speaking to be able to deduce the tine since
a packet/a TSN was last transmitted). An inplenentation nmay exploit
ti mestanps for the generation of (part of) the packet id as well as
for the nentioned tinme nmanagenent thereby linmiting the additiona
overhead required for the packet id storage.

As an alternative to the above accurate packet counting then an SCTP
i mpl ement ati on MAY, to reduce inplenentation conplexity, instead
support the foll owi ng bytes counting based extension of the RFC4960
HTNA al gorithm

H ghest Bytes Newly Acknow edged (HBNA): For each incom ng SACK
m ss indications are incremented only for missing TSNs prior to
the hi ghest TSN newly acknowl edged in the SACK. A newy

acknow edged DATA chunk is one not previously acknow edged in a
SACK. For each nmissing TSN thus eligible for additional mnis

i ndi cation counts, the nunber of mss indications to be given
shall follow the nunber of newy acknow edged bytes in the SACK
ahead of line of the mssing TSN in the follow ng manner Add-m ss
i ndi cation-count (TSN) = Ceiling((Newly bytes ahead of
line(TSN))/PMIU).

The HBNA approach as specified above is vulnerable to split of SACK
An i mpl enentation choice which is robust to split of SACKis to
recal cul ate the total ampbunt of selectively acknow edged bytes ahead
of line of an outstanding TSN and update the miss indication count of
the TSN as Ceiling((Sel ectively Acked bytes ahead of |ine
(TSN))/PMIU). This nore robust inplenmentation choice however demands
either for maintain of additional state per TSN, nanely the

Sel ectively Acked bytes ahead of Iine (TSN) or for extensive repeated
computations. Risk of split SACK may not be weighty enough to worth
such inplenmentation conplexity.

The HBNA approach follows the approach taken for TCP, Islost(), in
[RFC6675]. It is noted, however, that due to the nmessage based
approach of SCTP, then a byte based approach generally will be |ess
accurate as a neasure for the nunber of packet received ahead of line
than it is for byte stream based TCP
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3.1.1. Milti-Path Considerations

In multi-homed [ RFC4960] SCTP, data that potentially will be subject
to fast retransm ssion may be in flight on nultiple paths. This
(exception) situation can occur as a result of a change of the data
transfer path, which my cone about, e.g., as a result of a

swi t chback operation perforned autonomously by SCTP or as a result of
a managenent operation setting a new primary path. The situation can
al so occur as a result of destination directed data transfer where
the destination address specified is different fromthe present data
transfer path destination. |n an [ RFC4960] SCTP inpl enentation

SACKs of data sent on one path will increase the mss indication
counts of data with lower TSN in flight on a different path. As such
SACKs of data sent on one path may actually result in generation of
(potentially spurious) |oss event reactions on a different path.

Thi s fundanental aspect of [RFC4960] niss indication counting is not
changed in this docunent. Meaning that it is not intended for the

m ss indication counting inprovenents defined above, i.e., the
NAPahol and the HBNA nechani sns, to discrininate anong the paths on
whi ch the SACK ed data contributing to the miss indication counting
has been sent.

3.2. RFC6675 nextseg() Tail Loss Enhancenents for SCTP FR

The Fast Retransmission algorithmfor TCP as specified in [ RFC6675]

i mpl ements some di fferences conpared to the Fast Retransm ssion

al gorithm specified for SCTP by [ RFC4960]. O particul ar
significance for recovery of losses in traffic tail scenarios are the
fact that the [ RFC6675] al gorithm once Fast Recovery has been
activated, takes two "last resort" retransm ssion neasures, step 3)
and step 4) of Nextseg() of [RFC6675]. These neasures facilitate the
recovery of losses in situations where only an insufficient nunber of
SACKs woul d be able to be generated to conplete the Fast Recovery
process without resorting to T3-tineout. For SCTP Fast Recovery we
formul ate the equi val ent neasures as foll ows:

Last Resort Retransmission: |If the following conditions are net:

* there are no outstanding TSN s eligible for fast retransm ssion
due to DupThresh or nore niss indications

* there is no new data avail able for transm ssion

then an outstanding TSN | ess than or equal to the Fast Recovery
Exit Point, for which there exists SACKs of chunks ahead of |ine
of the TSN, may be retransmtted provided the CWND al |l ow. The
bytes of a TSN which is retransnitted in this nanner are not
subtracted fromthe Flight size prior to this action be taken nor
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as a result of this action. |If the miss indication count of the
TSN subsequently reaches the DupThresh val ue, the bytes of the TSN
shal |l be subtracted fromthe Flight size. Once acknow edged the
remai ning contribution of this TSN in the Flight size (whether it
be there counted once or twice at this point intinme) is
subtracted. A TSN which is retransnitted in this manner will be
marked as ineligible for a subsequent fast retransnmit (see

consi derations on Miultiple Fast Retransm ssion operation in
Section 3.3.1.3).

An SCTP i npl enentation which inplenents the Unanbi guous SACK
feature of Appendix A may inplenment a nore accurate cal cul ati on of
the flightsize when doi ng Last Resort Retransmi ssion. That is,

i nstead of subtracting the contribution fromthe retransmtted TSN
fromthe flightsize once the acknow edgenent of the TSN arrives,
the SCTP i npl enent nmay distingui sh where the acknow edgnent is for
the original TSN or for the retransnitted TSN and in case the
acknow edgenent is not for the retransmtted TSN, SCTP should
del ay the subtract of the bytes of the retransnitted TSN fromthe
flightsize until either an acknow edgement of the retransmitted
TSN i s received (see Appendix A) or until PTO2-T_latest(TSN) tine
has el apsed (see Section 3.3.1).

Rescue: |If all of the follow ng conditions are net:

* there are no outstanding TSN s eligible for fast retransm ssion
due to DupThresh or nore niss indications

* there is no new data available for transm ssion and no data is
out standi ng on the association beyond the Fast Recovery Exit
Poi nt

* there are no outstanding TSNs eligible for Last Resort
Ret ransmi ssi on

* the cumack has progressed since this entering of Fast Recovery

and there exist non-SACKed, non fast retransmitted TSNs, within
the Fast Recovery Exit point, then for this entry of Fast
Recovery, conditionally to that the CAND all ows, we allow for fast
retransm ssi on of one packet of consecutive outstandi ng non fast
retransmtted TSNs up to PMIU si ze, the highest TSN of which MJST
be the hi ghest outstanding TSN within the Fast Recovery Point.

The bytes of a TSN which is retransnitted in this nanner are not
subtracted fromthe Flight size prior to this action be taken nor
as aresult of this action. |If the mss indication count of the
TSN subsequently reaches the DupThresh val ue, the bytes of the TSN
shal |l be subtracted fromthe Flight size. Once acknow edged the
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remai ning contribution of this TSN in the Flight size (whether it
be there counted once or twice at this point intime) is
subtracted. A TSN which is retransmitted in this manner will be
mar ked as ineligible for a subsequent fast retransnit(see

consi derations on Miultiple Fast Retransni ssion operation in
Section 3.3.1.3).

An inmpl enentation of the Rescue operation may be acconpli shed by
mai ntai n of an RescueRTX parameter as described for TCP in [ RFC6675].

An SCTP i npl enentation which i npl enents the Unanbi guous SACK feature
of Appendix A may inplenment a nore accurate calculation of the
flightsize when perforning Rescue operation. That is, instead of
subtracting the contribution fromthe retransmtted TSN fromthe
flightsize once the acknow edgenent of the TSN arrives, the SCTP

i npl ement may di stingui sh where the acknow edgnent is for the
original TSN or for the retransnitted TSN and in case the

acknow edgenent is not for the retransmtted TSN, SCTP shoul d del ay
the subtract of the bytes of the retransnmitted TSN fromthe
flightsize until either an acknow edgement of the retransmitted TSN
is received (see Appendix A) or until PTO2-T_latest(TSN) tine has

el apsed (see Section 3.3.1).

Dl SCUSSI ON: [ RFC4960] in addition to the HTNA al gorithm denand for
additional mss indication counting to be perforned during Fast
Recovery according to the followi ng prescription (section 7.2.4 of
[ RFC4960]):

(#) If an endpoint is in Fast Recovery and a SACK arrives that
advances the Cumul ative TSN Ack Point, the niss indications are
incremented for all TSNs reported missing in the SACK

It is noted that under special circunstances then (#) nmakes SCTP Fast
Recovery conplete in situations where TCP Fast Recovery would only
complete by virtue of the neasure 3) or 4) of [RFC6675] and as such
these nmeasures are nore critically demanded for TCP Fast Recovery
operation than for the SCTP Fast Recovery operation. However as
docunented by (OPEN ISSUE: to be filled in) the Last Resort

Ret ransmi ssi on operation and the Rescue operation also for SCTP
significantly inprove the Loss Recovery operation; the latency of the
i ndi vidual |oss recovery operation as well as the ability of the
operation to conplete without resort to T3-timeout. Consequently
this docunent prescribes for SCTP TLR to inpl ement these procedures.
Conversely even when the neasures 3) and 4) of [RFC6675] are

i npl ement ed, (#) gives benefits in terns of releasing flight size
space all owi ng Fast Recovery to progress
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As the algorithmextension is linited by the existing congestion
control algorithmof SCTP, these extensions of SCTP Fast Recovery do
not conpronise the TCP fairness of the SCTP Fast Recovery Operation

3.2.1. Milti-Path Considerations

In multi-homed [ RFC4960] SCTP, data that potentially will be subject
to Fast Retransmi ssion may be in flight on nmultiple paths. This
(exception) situation in particular can occur as a result of a change
of the data transfer path as a result of a sw tchback operation to a
primary path. Here SACKs of data sent on one path (e.g., the new
data transfer path) may result in generation of (potentially
spurious) |oss event reactions on a different path (the prior data
transfer path). The [RFC4960] m ss indication counting based on a
common SACK cl ock is not changed in this docunent, neverthel ess the
protocol operation, here the operation of the Last Resort

Ret ransmi ssion and the Rescue operation in this situation, need to be
speci fi ed.

The specification in this docunent is based on the foll ow ng
fundanment al goal s:

0 an [ RFC4960] SCTP inplenentation nust appropriately react to |oss
events observed by neans of miss indication counting, by
perform ng appropriate adjustnments of CAND and sstresh, an all
pat hs where such | oss events are observed.

0 The observation of a |loss event on one path should not for
[ RFC4960] SCTP MH i npact the congestion control operation on a
di fferent path.

For the inplenentation of the Last Resort Retransm ssion and the
Rescue operations for [RFC4960] MH SCTP then the follow ng
specifications are given:

0o For a TSN to be eligible for Last Resort Retransm ssion a | oss
event MUST have been observed on the path on which this TSNis in
flight.

o0 For a TSN to be eligible for the Rescue operation a | oss event
MUST have been observed on the path on which this TSNis in
flight.

An inmpl enentation of the above may be acconplished by the

i mpl ement ati on of a Fast Recovery state and Fast Recovery Exit point
on a per path basis with the follow ng particul ars:
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0 A path enters the Fast Recovery State based on | oss event
observation of TSNs in flight on the path.

0 Wien a loss event is observed on a path the Fast Recovery Exit
point on the path is set to the highest TSN in flight of the path.

0 Fast Retransnission of TSNs in flight on the path termn nates once
the Fast Recovery Exit Point on the path has been reached (i.e.
has been cumul ati ve SACK ed) at which point the Fast Recovery
process on the path is term nated.

o0 The eligibility of a TSN for the Last Resort Retransnission and
the Rescue operation shall follow the prescriptions given above
wi th adherence to the Fast Recovery Exit point set on the path on
which the TSN is in flight.

The data retransm ssion process of data chunks in itself is
prescribed to happen on the present data transfer path of the
associ ation regardl ess of which path the data chunks were in flight
on when they becane eligible for Fast Retransm ssion. This follows
[ RFC4960] and the precedi ng [ CAROO2] .

Wth the above per path nodelling of the Fast Recovery operation
SCTP may have multiple fast recovery exit points at any given tine
(though at nost one per path) and the fast recovery operati on may
termnate at different times on the different paths. Further it is
noted that a path may be in Fast Recovery even if no data is in
flight on the path or even if the only data in flight on the path is
beyond the Fast Recovery Exit Point of the path. The latter can
occur in the very peculiar case where fast retransm ssion of data
decl ared lost on the path happens on a different path as well as that
the user perforns a data directed data transfer on the path in
quest i on.

An SCTP inplenentation fulfilling the goals described above may al so
be achi eved by other nmeans than by maintain of a per path Fast
Recovery Exit point. For exanple it night be achi eved by maintain of
a conmon associ ati on Fast Recovery Point spanning multiple paths, but
still the inplementation nust ensure appropriate per destination
address congestion control operation.

3.3. SCTP-TLR Description

3.3.1. Principles

The SCTP TLR function is based on the follow ng principles.
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3.3.1.1. Retransnission Tiners Managenent

This docunment is specified as if there is a single retransm ssion
timer per destination transport address, but inplenentations MAY have
a retransmission timer for each DATA chunk.

Thi s docunent specifies usage of new PTO tinmer for SCTP TLR  The
docunent is specified as if the PTO timer functions are inpl enented
by means of the existing retransm ssion timer of [RFC4960] SCTP,
i.e., under certain conditions the retransm ssion-tinmer is activated
with special PTO values rather than with the standard T3-tiner val ue.
The document is specified as if there is a single PTOtinmer per
destination transport address, equivalently a single PTO timer per
path. | nplenentations MAY choose to inplement a PTO timer per DATA
chunk.

For an outstanding TSN we define the tine T |latest(TSN) to be the

time that has el apsed since the TSN was | ast sent. Wien a TSN is

first sent, or when it is retransmitted, T_|atest(TSN)=0. An SCTP
TLR i npl ement ati on nust be able to deduce this value for any

out st andi ng TSN.

3.3.1.2. Timer driven entering of Fast Recovery

Timer driven entering of Fast Recovery in SCTP TLR is based on the
foll owi ng principles:

0 Mintain of a Tail Loss Probe Tiner (PTO which in certain
situations (generally when retransmi ssion is not perforned) is
running on a path. At any given tine the value of the PTO timer
is related to the lowest TSN in flight on the path. The PTO tiner
val ue used will depend on the situation:

By default the followi ng tiner value is used:

PTOL: PTO=M N(RTO, 1.5*SRTT+MAX( RTTVAR, DELAY_ACK))
Whereas the follow ng value is used:

PTQ2: PTO=M N(RTO, 1.5*SRTT+RTTVAR)
when it is known that subsequent SACKs not acknow edgi ng the
TSN for which the PTOis running will be (or will have been)
returned inmedi ately. For nore details see Section 3.3.2.
By design the probe tiner is kept lower or equal to the RTO

thereby aiming to prevent a potential unnecessary and danmagi ng
RTO, as well as generally larger than an anticipated RTT
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thereby preventing that it kicks in prematurely. |I|.e., the
timer only kicks in at a tine where one would have expected to
have received a SACK of the lowest TSN in flight were there no
probl ens.

A mininmal PTO value, PTOMN, is applied to the above formulas
(particularly inportant for PTO2). 1.e., the effective PTOL =
MAX(PTO M N, PTOL) and the effective PTO2 = MAX(PTO M N, PTQR).
The suggested value of PTOMN is 10 nsec. |In the follow ng
when referring to PTOL and PTO2 we refer to the effective PTOL
and PTQ2 val ues.

For an SCTP i npl ementati on which performs RTT neasurements
during the association set-up, the PTO set on the path on which
the first data chunk is sent shall be initialized fromthe RTT
measured on the path during the association set-up. |f no such
RTT neasurenent is perfornmed or is available on the particul ar
path in question, the PTO shall be initialized as RTOINT.

o PTOtiner driven transnittal of Tail Loss Probe Packet: Once data
is outstanding on a path and the PTO timer of the path kicks and
no SACKs of any chunks with hi gher TSN nunber have arrived, a
probe packet, denoted a Tail Loss Probe Packet (TLPP), is sent to
probe for network responsiveness (i.e., for SACK of the TLPP) in
order to potentially drive proactive entering of Fast Recovery.

* For a SCTP sender that supports the Imedi ate SACK feature,
[ RFC7053], the I-bit MJST be set on chunks sent in a TLPP
packet .

o PTOtiner driven entering of Fast Recovery: Process is enforced
when network responsiveness is proven (SACK of |ater sent data
than lowest TSN in flight on the path is available) and (at |east)
PTO time has el apsed since transmttal of this lowest TSN in
flight on the path.

Comment: The | owest outstanding TSN on an association may under
speci al circunstances not be in flight on any path of the
association. This can happen when the | owest outstanding TSN has
been declared lost but the transmttal of the TSN is prevented due to
congestion window limtations (e.g., during Fast Recovery). In this
case, as well as generally for TSNs that are being retransmtted due
to fast retransmission or T3-timeout, no PTOtinmer is running on the
TSN. Conversely when the | owest outstanding TSN on a path is not

subj ect to Fast Recovery or T3-Recovery, then this | owest outstanding
TSN is also in flight on the path.
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3.3.1.3. Fast-Recovery and Loss Detection

Fast Recovery and m ss indication counting for the SCTP TLR function

MUST enbed the enhancenents described in Section 3.2. 1In addition
SCTP TLR i npl ements the follow ng | oss detection during Fast
Recovery:

o If in Fast Recovery, then an outstanding TSN in flight on the
path, with TSN | ower that the Fast Recovery Exit Point on the
path, is declared | ost when the follow ng conditions are
satisfied:

* The TSN has not been fast retransmitted.
* T latest(TSN) > PTQR2.
* The TSN is lower than the hi ghest outstandi ng SACK ed TSN

When decl ared I ost by this procedure the TSN is subtracted fromthe
flight size as well as it becomes eligible for fast retransm ssion as
if it had been declared | ost by reach of Dupthresh m ss indication
counts.

Such | oss detection during SCTP TLR Fast Recovery shall at a m ni mum
be done at receipt of SACK as well as at tines where the possibility
to transmt new data is being evaluated. An inplenentation

mai ntaining PTO timers on a per data chunk basis may nmake further
eval uati on based on tiner expiration

Fol l owi ng [ RFC4960] it is assumed that a data chunk should only be
fast retransmitted once. |.e., subsequent retransm ssions of the
data chunk nust proceed as T3-retransm ssion. An SCTP TLR

i npl ement ati on MAY possibly inplenent Miultiple Fast Retransm ssion
operation following the principles described in [ CARO0O1] extended to
i nclude the Last Resort Retransmni ssion and Rescue operations. Such
however is not covered by the specification given here.

3.3.1.4. T3-Recovery

[ RFC4960] does not explicitly specify for an T3-Recovery phase to be
supported for SCTP, nor does [RFC4960] explicitly demand for that a
data chunk which has been T3-retransnmitted cannot undergo fast
retransmssion. It can be an advantage that a |l ost T3-retransnitted
data chunk may be recovered by tinely fast retransm ssion rather than
by a subsequently, potentially back-off’ed T3-retransm ssion. For

[ RFC4960] WWH SCTP, however, reliable inplenmentation of such fast
recovery of lost T3-retransmitted data is difficult to achieve given
t he usage of one comon SACK cl ock as new data on one path may trick
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spurious fast retransm ssion of data that has been/is being
T3-retransmitted on a different path. Here it is inportant to
enphasi ze that concurrent T3-retransm ssion and new data transm ssion
on different paths is the standard operation of MH SCTP [ RFC4960] .
(Though i npl ementations night possibly mtigate such effects by only
sendi ng new data after conpletion of the T3-retransni ssion operation
as well as the inplenmentation of SCTP-PF, [SCTP-PF], would further
decrease the likelihood of such concurrent data transfer occurring.)

In this document we assune that an SCTP inplenentation foll ows either
of the follow ng inplenentation choices:

0 A data chunk which has underwent T3-retransm ssion cannot
subsequently be subject to Fast Retransm ssion whether such
entering of Fast Recovery be driven alone by miss indication
counting or by the SCTP TLR nmechanism This inplenentation choice
corresponds to inplenmenting a T3-Recovery phase for SCTP
equi val ent with the RTO recovery phase of TCP

o0 A data chunk, which has underwent T3-retransmi ssion, will be
eligible for subsequent Fast Retransmi ssion if such is driven by
m ss indication counts from SACKs of new data chunks sent after
all data outstanding for T3-retransm ssion have been sent and the
new data is sent on the sanme path as the T3-retransm ssion data.

One i npl enentation choice may be to follow the first inplenentation
choi ce for SCTP MH and the second inplenmentation choice for SCTP SH
Regardl ess of this inplenmentation choice then in SCTP TLR a data
chunk that has been subject to T3-retransm ssion SHOULD NOT by
subject to the tiner driven entering of Fast Recovery specified

bel ow. The notivation for this choice is that the SRTT may not be
appropriately refreshed during the T3-retransm ssion process. COPEN
| SSUE/ TO DO Ideally the PTOtiner used after the exit of the
T3-recovery phase shoul d be updated based on a fresh RTT neasurenent.
E.g., fromthe |last acknow edged TSN. If no new SRTT cal culation is
made based on a schedul ed RTT neasurenent, then the PTO timer val ues
could be nade sure to be appropriately adjusted, if necessary, by a
| ast neasured RTT by 1,5*SRTT + RTTVAR --> MAX(1*5 RTT, 1,5*SRTT +
RTTVAR) .

3.3.2. SCTP - TLR Statemachi ne

The SCTP Tail Loss Recovery function defines 3 states: The SCTP TLR
OPEN state, the SCTP TLR PROBE WAIT state and the SCTP TLR DELAY WAI T
state. At any given time the SCTP transm ssion |logic for the | owest
outstanding TSN on a path will be in one of these 3 states or the TSN
i s sought being recovered by neans of Fast Recovery or T3-Recovery.
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Figure 1 illustrates the states and the state transitions.

(to be inserted)

Figure 1, Enhanced Loss Recovery State Machi ne D agram
In the follow ng we describe the states and the actions taken
3.3.2.1. SCTP TLR OPEN STATE

This is the state the SCTP transnmission logic is in on any path when
no TSN i s outstanding on the association as well as it is the state
when SCTP sends the first data on a path after idle/no TSN
outstanding. It also nore generally is the state the transni ssion
logic is in when there are no gaps in the SACK scoreboard beyond the
| owest outstanding TSN on the path.

In this state SCTP is not perform ng Fast Recovery nor T3-Recovery on
the | owest TSN out standing on the path and no SACKs of any chunks

wi th higher TSN nunber have arrived. 1In this state, when SCTP has
outstanding data on the path, a PTOtiner is running relative to the
| owest TSN out standi ng on the path.

The PTO set on a (new) |owest outstanding TSN on the path in this
state will follow PTOL when | ess than 2 packets are outstanding
beyond the TSN at the tine when the tiner is set and foll ow PTQ2 when
2 or nore packets are outstandi ng beyond the TSN when the PTO ti mer
is set or when the Imrediate SACK feature is known to be supported by
bot h sender and receiver (see Section 4) and the I-bit has been set
on the TSN or on an outstandi ng TSN of hi gher nunber.

In the OPEN state the follow ng may happen

0 A SACK conmut atively acknow edgi ng the | owest outstanding TSN and
resulting in no gaps in the SACK scoreboard may arrive. 1In this
case the state remains in OPEN state. |If there still is
out standi ng data on the path, the PTOtiner is set on the new
| owest outstanding TSN. The PTO tinmer value set will be the val ue
PTO - T latest(TSN) where the PTO value is calculated either from
PTOL or PTQ2 according to the evaluation criteria given above.

0 A SACK with gap(s) may arrive, thus proving network responsiveness
while still not curul atively acknow edging all |ower (than the
SACK' ed gap) outstanding TSNs on the path. The SACK nmay or nmay
not nove the cunulative ACK point. This indicates that either

Ni el sen, et al. Expires April 21, 2016 [ Page 20]



Internet-Draft SCTP TLR Cct ober 2015

packets are being re-ordered or the (new) |owest outstanding TSN
on the path has been |ost.

* |f the SACK nakes the miss indication count on the (new) | owest
out standi ng TSN reach Dupt hresh the SCTP OPEN state is
term nated and Fast Recovery is started.

* |f Dupthresh m ss indication count is not reached on the (new
| owest outstanding TSN, the state will now transit to SCTP TLR
DELAY WAIT state for potential entering of SCTP TLR driven Fast
Recovery if the PTO tinmer kicks prior to the (new) | owest
out st andi ng TSN has been acknow edged or for potential |ater
entering of Fast Recovery by reach of Dupthresh niss indication
counts. \Wen transiting to SCTP TLR DELAY WAIT the PTO ti mer
relative to the (new) |owest outstanding TSN is reset to PTO2 -
T latest(TSN). In case PTO2 - T latest(TSN) <= 0, the DELAY
WAIT state is immediately term nated, the packet containing the
| owest outstanding TSN is declared |ost, and Fast Recovery is
started.

o The PTOtinmer relative to the | owest outstanding TSN may kick, in
whi ch case SCTP TLR will send a TLPP, reset the PTO timer relative
to the Il owest outstanding TSN to a T3 tinmer and transit to SCTP
TLR PROBE WAIT state to await either the kick of the T3 relative
to the | owest outstanding TSN (network is persistently
unr esponsi ve) or proof of network responsiveness and potentia
entering of SCTP TLR driven Fast Recovery unl ess the network
responsi veness proof cones in formof cunul ati ve acknow edgenent
of the TSN. The T3-value set relative to the | owest outstanding
TSN when sending the TLPP probe and entering this state shall be:

*  MAX(PTOL, RTO - T_ latest(TSN))), when receiver side support for
| medi at e SACK has not been confirned for the associ ation, see
Section 4.

*  MAX(PTQ2, RTO - T latest(TSN)), when receiver side support for
| medi at e SACK has been confirmed for the association, see
Section 4, and the SCTP sender itself deploys the Inmediate
SACK feature.

For further details on the TLPP transm ssion see Section 3.3.3.
3.3.2.2. SCTP TLR PROBE WAI T STATE
In this state the | owest outstanding TSN has remai ned unSACK ed for
nmore than PTO tine and no indication (no SACK of higher outstanding

TSNs have been received) thus resulting in the transmittal of a TLPP
to probe for the network responsiveness.
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The T3-value set relative to the | owest outstanding TSN when sendi ng
the TLPP probe and entering this state is:

(0]

MAX(PTOL, RTO - T latest(TSN))), when receiver side support for
| mredi at e SACK has not been confirnmed for the association, see
Section 4.

MAX(PT@2, RTO - T_ latest(TSN)), when receiver side support for

I medi at e SACK has been confirmed for the association, see
Section 4, and the SCTP sender itself deploys the | mmedi ate SACK
feature.

For further details on the TLPP transni ssion see Section 3.3.3.
(bserve that in some special cases no TLPP is sent even if this state
is entered and conceptually is handled as if a TLPP has been sent.

In the PROBE WAIT state the followi ng nmay happen

(0]

SACKs may arrive that makes the miss indication count on the

| owest outstanding TSN lowest TSN in flight reach Dupthresh in

whi ch case the PROBE WAIT state is term nated and Fast Recovery is
started.

A SACK cunul atively acknow edgi ng all hol es including the | owest
out standing TSN may bring the SCTP TLR STM state back to SCTP TLR
OPEN state. In this case a new PTOtiner will be started on the
new | owest outstanding TSN follow ng the PTO timer setting in the
SCTP TLR OPEN state. In this situation "PTO restart principles"
(i.e., yielding PTOT latest(TSN)) shall not be depl oyed.

Spurious entering of PROBE WAIT state can happen if the PTOis too
short, in such a situation it would not be prudent to deploy PTO
restart principles when returning to OPEN state. OPEN | SSUE
Possibly PTO restart principles shall be refrained fromuntil new
RTT neasurenents are avail abl e.

A SACK may arrive for a higher outstanding TSN wi th | owest

out standing TSN on the path renmai ning unSACK ed. This will result
in declaration of the packet of the | owest outstanding TSN as | ost
and will nake SCTP enter Fast Recovery.

A SACK nmay arrive that acknow edges the | owest outstanding TSN

but al so data of higher TSN than the new | owest outstanding TSN
are acknowl edged in the SACK. In this case there is indication
that either packet re-ordering has occurred or the new | onest

out standi ng TSN has been lost. The state will nowtransit to SCTP
TLR DELAY WAIT state for potential entering of SCTP TLR driven
Fast Recovery if the PTO tinmer kicks prior to the new | onest

out st andi ng TSN has been acknowl edged. The PTO tinmer set on the
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new | owest outstanding TSN will be PTQ2 - T latest(TSN). |In case
PTO2 - T latest(TSN) <= 0, the DELAY WAIT state is inmrediately
term nated, the packet containing the | owest outstanding TSN is
decl ared | ost, and Fast Recovery is started.

The T3-timer may kick. In this case the PROBE WAIT state will be
term nated and T3-recovery will start on non-SACK ed outstandi ng
dat a.

3.3.2.3. SCTP TLR DELAY WAIT STATE

In this state network responsiveness has been received (in formof a
SACK of higher TSN than the | owest outstanding TSN) and the PTO ti mer
relative to the | owest outstanding TSN is running for potenti al
entering of SCTP TLR driven Fast Recovery.

The PTO set on a new | owest outstanding TSN in this state will be
according to PTQ2 in formof PTO2-T_|atest(TSN).

In the DELAY WAIT state the foll ow ng may happen:

(0]

SACKs may arrive that will make the nmiss indication count on the
lowest TSN in flight reach Dupthresh, the DELAY WAIT state is
term nated and SCTP enters Fast Recovery.

The PTO timer relative to the | owest outstanding TSN may ki ck.
This will result in declaration of packet of the | owest
outstanding TSN as lost and will make SCTP enter Fast Recovery.

A SACK cunul atively acknow edgi ng all hol es including the | owest
outstanding TSN may arrive and bring the SCTP TLR STM st ate back
to SCTP TLR OPEN state and the PTOtiner will be restarted on the
new | owest outstanding TSN. The PTO timer value set will be the
value PTO - T latest(TSN) where the PTO value is cal cul ated either
fromPTOL or PTO2 according to the evaluation criteria given for

t he OPEN state.

A SACK may arrive that acknow edges the | owest outstanding TSN,
but al so data of higher TSN than the new | owest outstandi ng TSN
are acknowl edged in the SACK. In this case there is indication
that either packet re-ordering has occurred or the new | owest

out standi ng TSN has been lost. The state will remain in SCTP TLR
DELAY WAIT state for potential entering of SCTP TLR driven Fast
Recovery if the PTO timer kicks prior to the new | onest

out st andi ng TSN has been acknow edged. The PTO tinmer set on the
new | owest outstanding TSN will be PTO2 - T latest(TSN). |In case
PTO2 - T latest(TSN) <= 0, the DELAY WAIT state is term nated, the
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packet containing the | owest outstanding TSN is declared | ost and
Fast Recovery is started.

0 A SACK may arrive that does not acknow edge the | owest outstanding
TSN and still do not nake the miss indication count reach the
Dupt hresh value. In this situation no changes are done to the PTO
timer running and the state will remain in SCTP TLR DELAY WAI' T
state for potential entering of SCTP TLR driven Fast Recovery if
the PTO timer kicks prior to the | owest outstanding TSN has been
acknow edged.

3.3.2.4. Exit of Loss Recovery

After exit of Fast Recovery or conpletion of T3-retransm ssion then
if data is outstanding a PTOtinmer is started relative to the | owest
outstanding TSN on the path and the state transits to either SCTP TLR
OPEN state or to SCTP TLR DELAY Wait state depending on the status of
the SACK scoreboard (i.e., do gaps exist or not). The PTO timer set
will follow the rules described above. PTOrestart principles shal
not be deployed in this situation as fresh RTT nmeasurenents night not
be available. OPEN I SSUE: Possibly PTO restart principles shall be
refrained fromuntil new RTT neasurenments are avail abl e

3.3.2.5. RTO Restart Principles for the T3-tiner

When the lowest TSN in flight on a path is undergoing Fast Recovery
or T3-retransmission a T3-tinmer is running on the path (relative to
this lowest TSN in flight). For SCTP TLR the RTO restart principles
as of [HURTIG SHOULD unconditionally be applied to the T3-tiner.
Thus the T3-tiner set on a path in this case SHOULD be the val ue RTO
T latest(TSN) relative to the lowest TSN in flight on the path.

3.3.3. TLPP Transm ssion Rul es

The transm ssion of a Tail Loss Probe Packet (TLPP), done just prior
to entering the SCTP TLR PROBE WAIT state from SCTP OPEN, is governed
by the follow ng details:

0 TLPP of new data is always preferred if such is available for
transm ssion. |f such exists, the TLPP sent is chosen as the
| owest unsent TSNs that fit into one packet

0o Alternatively if no new data is available for transnission, either
due to application or receiver side linmtations, the presently
out st andi ng packet wi th highest TSN nunber is chosen as the TLPP

0 TLPP of retransnission data counts twice in the in-flight unti
acknow edged or detected as | ost.
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o The transnittal of a TLPP of sub-PMIU size is not bl ocked by
Nagl e-1i ke bundl i ng.

The hi ghest (new) outstanding TSN is chosen for probing in order to
best possibly interface with standard Fast Recovery, i.e., to create
a loss pattern situation that corresponds best possibly with how Fast
Recovery algorithmretransnits, and is invoked to retransmit, |ost
packets.

TLPP Transm ssi on conditions:

A TLPP is not sent unconditionally when SCTP enters PROBE WAIT state
on a path.

No explicit limt is applied to the nunber of TLPP probe packets
(i.e., the nunber of unacknow edged packets sent as TLPP) that nmy be
out standing at any given tine but the nunber of such will in nost
situations be effectively linited to a very few (very often only one)
by the followi ng rul es based on | atency and congestion contro
principles; Generally a TLPP will not be allowed to breach the CWD
nmore than once per RTT and further a TLPP is onmtted to be sent if an
al ready outstandi ng packet is considered to serve "good enough" from
a network probing perspective. In addition special considerations
are given for the transmittal of a TLPP consisting of retransm ssion
data to ease | oss masking detection (see Section 3.3.4). It is
further noted that the frequency of TLPP transmittal is limted by
how often a transition can happen out of and back into the PROBE WAIT
st ate.

The conditional transm ssion of a TLPP is specified as foll ows:

o |If the highest outstanding TSN has been sent only a little while
ago, this TSN effectively serves as a probe and no TLPP need to be
send. This condition ains to prevent unnecessary retransmn ssion
of just sent data and unnecessary transmittal of small sub-PMIU
packets of new data. The exact condition to apply is:

* |f T_Latest(highTSN) < gamma * SRTT

then no TLPP is sent. gamma = 1/2 is recommended. A specia
condition arise when little data is outstanding and the SACK of
the outstanding data may be lost by a single loss of SACK. In
this case the transnmittal of a TLPP packet will make the SACK
return be robust toward single | oss of SACK. For added robustness
to SACK return an SCTP TLR i npl enent ati on MAY di sregard the above
condition if only 2 packets are outstanding.
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o |If no TLPP is outstanding, a probe is sent unconditionally of
CVAD.

o If a TLPP is outstanding, a probe is sent conditionally to that
there is roomin CAND. Oherwise no TLPP is sent. I|.e., the CMD
i s not breached when a TLPP is outstanding.

o If no new data exists, a probe of retransm ssion data is sent
conditional to whether a TLPP of retransm ssion data is already
outstanding. |.e.,

* |f no TLPP of retransm ssion data is outstanding, send TLPP
consi sting of highest outstanding TSN

* |f a TLPP of retransmi ssion data is outstanding, no TLPP is
sent.

The above rul es on probes of retransmission data are defined to ease
the detection of TLPP recovered | osses by the algorithmdescribed in
Section 3.3.4.

3.3.3.1. Milti-Path Considerations for TLPP Transni ssi on

In multi-homed [ RFC4960] SCTP, nultiple paths nmay have a PTO tiner
running on data in flight. E g., two paths may be in SCTP OPEN state
and SCTP will have two PTO timers running, each relative to the

| owest outstanding TSN on the respective path. This (exception)
situation in particular can occur as a result of a change of the data
transfer path as a result of a switchback operation to a prinmary
path. The handling of TLPP transm ssion for SCTP MH is described in
the followi ng. The underlying phil osophy of the solution is, as far
as possible, to have the SCTP TLR probi ng mechani sm be undertaken on
and by, the data transfer path. Thus best possibly avoiding
conflicts that may arise due to concurrent data transfers on nultiple
paths. As foll ows:

0 When the PTO tinmer kicks on a path in SCTP OPEN state and the TLPP
sel ected by the rul es above consists of new data, then if the path
is the present data transfer path of the association the TLPP will
be sent and in this case the TLPP is sent on the data transfer
path of the association. Wen in this situation the path is not
the present data transfer path of the association, then

* if there is no outstanding data on the present data transfer
path, the TLPP of new data is sent there

* if there is outstanding data on the data transfer path, the
TLPP is not sent. |Instead the potential transmittal of a TLPP
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is deferred to be driven by a later kick of the PTOtiner on
the data transfer path.

The first situation that data is available for transmittal on the
data transfer path but has not been sent, is an unlikely
situation, but it might possibly occur in sonme inplenentations.

o0 When the PTO timer kicks on a path in SCTP OPEN state and the TLPP
sel ected by the rul es above consist of retransnission of the
presently hi ghest outstanding TSNs on the association, then if and
only if these TSNs are outstanding on the path in question is the
TLPP allowed to be sent. The foll owi ng guidelines are given for
the path selection for the TLPP

* An SCTP i nmpl enentati on which does not inplement the Unanbi guous
SACK feature of Appendi x A should send the TLPP on the path on
which the TNSs are presently outstanding (i.e., on the path on
whi ch the PTO ki cked).

* An SCTP i nmpl enentati on which inplenents the Unanbi guous SACK
feature of Appendix A may send the TLPP on the data transfer
pat h of the association.

The reason a TLPP of retransmitted data in the first case above is
sent on the path on which the data was first sent, even if this
path is not the present data transfer path (special corner case
with change of data transfer path or destination adders directed
data transfer), is that the TLPP Loss Mask Detection nechani sm
see Section 3.3.4 could not infer on which path to performa
congestion wi ndow reduction if the TLPP and original data is sent
on different paths. An SCTP inplenentation which inplenments the
Unanbi guous SACK feature of Appendix A can better distinguish the
SACK of the original TSN and the retransmtted TSN and can
therefore operate differently. The choice of sending the TLPP on
the data transfer path nmay be notivated by that the Fast Recovery
procedure, which the SACK of the TLPP may result in, would use the
data transfer path. On the other hand then differences in the RTT
on the different paths may nmake it suboptimal to send the TLPP on
the data transfer path as well as it can give rise to potentia
uncertainty in the TLPP Loss Recovery Mask detection and reaction
process (see Section 3.3.4).

It is enphasized that the deferral of the transmi ssion of a TLPP does

not prevent entering of the PROBE WAIT state on the path where the
PTO ki cked.
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3.3.4. Masking of TLPP Recovered Losses

If a single SCTP packet is lost, there is a risk that the TLPP packet
itself mght repair the loss if that particular |ost packet is used
as probe. The masking problemis only present if the TLPP is based
on retransmi ssion data. The TLPP might nmask the | oss and thus
interfere with the congestion control principle that requires for
CWND hal ving when a | oss is detected.

At present the solution in this docunent operates with the algorithm
defined for this purpose in [DUKKI PATI 01] with adjustnment to SCTP to
rely on the D SACK (duplicate TSN received) information avail able
from SCTP SACK or alternatively to the information available fromthe
Unanbi guous SACK information of Appendix A The solution operates
with a conceptual TLPP Retransm ssion Episode. As follows:

0 Once a TLPP packet consisting of retransnission data is sent a
TLPP Retransni ssion Episode is started.

0 A TLPP Retransnission Episode is abruptly term nated if Fast
Recovery or T3-Recovery is entered

o For an SCTP inpl enentation which does not inplenent the
Unanbi guous SACK feature of Appendix A as well as for an SCTP
associ ati on where the Unanbi guous SACK feature of Appendix Ais
not in use, the TLPP Retransm ssion Epi sode term nates when an
i ncom ng SACK cumul atively acknow edges a sequence nunber higher
than the sequence nunber of the TLPP probe with retransm ssion
data. |If at this tinme in stage the nunber of tines the TLPP TSN
has been received, according to the D SACK i nformati on received,
is |ower than the nunber of times the TLPP TSN has been sent, CW\D
hal ving is done on the unique path on which the retransm ssion
TLPP TSN has been sent. Further at this stage in tine the
contribution fromthe TSN is subtracted fromthe flight size in
accordance to the nunber of tines the TSN has been sent.

o0 For an SCTP inpl enmentation which inplenments the Unanbi guous SACK
feature of Appendix A the follow ng actions are taken at the tine
of acknow edgenent of the TSN used as TLPP

* |f the TLPP TSN is first cunul atively acknow edged in a SACK
with CUMACK TSN = TLPP TSN and with no SACK (or CUMACK) of
hi gher TSNs, then from the Unanbi guous SACK informati on SCTP
sender can classify to be in the foll owi ng cases:

+ The original TSN has not (yet) been received, the
retransm ssion TSN (the TLPP) has been received.
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Ni el sen,

- In this case the original TSN is judged as |ost, CWD
hal ving is perforned on the path on which the origina
TSN was sent and the sent TSNs are subtracted fromthe
flight size(s). This concludes the TLPP Retransni ssion
Epi sode.

+ Both the original transm ssion as well as the retransni ssion

(the TLPP) have been received.

- In this case the sent TSNs are subtracted fromthe flight
size(s). This concludes the TLPP Retransm ssi on Epi sode.

+ The original TSN has been received, the retransm ssion TSN

(the TLPP) has not yet been received:

- Inthis case a special tinmer is started with value PTG
T latest(TSN)and the bytes of the retransnmitted TSN (the
TLPP) remains in the flightsize of the path on which it
was sent until either of the follow ng happens -
whi chever happens first:

0 Unanbi guous SACK of the TSN is received in which case
the TSN is subtracted fromthe flightsize and the
timer is stopped. This concludes the TLPP
Ret r ansmi ssi on Epi sode.

0 A SACK of a higher TSN than the TLPP arrives with
unanbi guous SACK information indicating that the TLPP
has not been received. Now narking is nade on the
path so that, if when the tiner kicks, the TSN has
still not been acknow edged, the TSN is judged as
|l ost, CWND halving is done and the TSN i s subtracted
fromthe flightsize. This then concludes the TLPP
Ret r ansmi ssi on Epi sode.

o The timer kicks, the TSN is subtracted fromthe
flightsize (but no CWND halving is done). This
concl udes the TLPP Retransmi ssion Epi sode.

If the TLPP TSN is first cunul atively acknow edged in a SACK
wi th highest SACK ed (or CUMACK ed) TSN > TLPP TSN, then from
t he Unanbi guous SACK information SCTP sender can classify the
sane cases as above and take correspondi ng actions. One
additional situation can arise in this situation

+ Only one of the transm ssions of the TSN has been received,

but no cl ear Unanbi guous SACK indication of which that was
received is available fromthe SACK. This uncertainty can
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only result fromsituati ons where SACKs are |ost,
potentially in conmbination with that nore data chunks than
the TSN it self were outstanding at the tine when the TLPP
was sent and some of this data arrived later at the receiver
than the original TSN or the TLPP

- In this case the original TSN is judged as havi ng been
received and it is subtracted on the flightsize of the
path on which it was sent. The timer PTO T_I| atest (TSN)
is set and handling of potential CWD reduction caused by
| oss of the TLPP is handled followi ng the principles
descri bed above.

DI SCUSSI ON of Unanbi guous SACK Case Handling: CAND hal ving is not
prescribed to be done for a potential lost retransmtted TSN used as
TLPP in all cases above as there is no guarantee that a SACK
confirmng a potential arrival of the retransmitted TSN will arrive
intime (i.e., this SACK may be lost). OCWD halving is done if SACK
of a higher TSN nunber than the TLPP number has arrived, PTO tinme has
el apsed since the transmttal of the TLPP and the TLPP in it self
cannot be determ ned to be received fromthe Unanbi guous SACK

i nfornation.

3.3.5. Eimnation of unnecesary DELAY- ACK del ays

The negative inpact of DELAY_ACK on the loss recovery delay is
partially mitigated by setting of the I-bit on TLPP

OPEN | SSUES

0 It is to be determined if the Inmediate SACK feature shall be
relied on nore aggressively. Possible options are:

* |mmrediate SACK flag to be set on all retransmtted TSNs.

* |Immediate SACK flag to be set on all TSNs that are sent where
the transmttal of an i mediate follow ng subsequent packet
cannot be foreseen. This effectively would result in that the
I-bit is set on a sent TSN whenever either of the following is
true:

+ no nore chunks can be sent right after this chunk due to
CWD |imtations.

+ no nore chunks can be sent right after this due to RCV
wi ndow |imtations
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4.

+ no nore chunks can be sent right after this as no nore
chunks are available in the SND buffer.

+ no nore chunks can be sent right after this due to Nagle.
(May depend on the exact Nagle-like inplenentation).

For the second choice it would be relevant to use PTOL setting for
the PTOtimer on all TSNs sent with the I-bit set, when the
receiver is known to support the Imedi ate SACK feature. The
downside of this choice is that it very severely linits the

ef fectiveness of the DELAY ACK feature.

o ldeally the PTOtimer relative to the | owest outstanding TSN
shoul d be adjusted to foll ow PTO2 when a subsequent packet is
transmtted. The downside of this choice is the inplenentation
i mpacts of such detailed - potentially per packet transm ssion -
logic. To be elaborated further

Confirmation of support for |Inmedi ate SACK

Confirmation of receiver support of the |Imredi ate SACK functi on,

[ RFC7053] is established by an SCTP TLR sender by the follow ng

nmeans:

0 |In case the data chunk of [RFC4960] is in use on the association
confirmation of [RFC7053] support by the SCTP receiver is assuned
if SCTP TLR sender receives a data chunk with the I-bit flag set.

0 [TO DE CONFIRMED: ] In case the |-data chunk of [SCTP-1DATA] is in
use on the association, SCTP sender can by [ SCTP-1DATA] assune
that SCTP receiver supports [RFC7053].

Socket APl Consi derations

This section will describe how the socket APl defined in [ RFC6458] is

extended to provide a way for the application to control the

retransm ssion algorithns in operation in the SCTP | ayer

Socket option for control of the features is yet to be defined.

Pl ease note that this section is informational only.

Security Considerations

There are no new security considerations introduced by the functions
defined in this docunent.
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9. Discussion and Evaluation of function
Experiments in progress. Details to be filled in.

Ri ght now we use this section to retain a nunber of issues that are
to further el aborated on:

0 A significant nunber of spurious TLR probes have been observed in
tests. It is to be deternmined if this is a fact of the function
or whether it may be inproved with adjustnent of the PTO tiner
cal cul ati ons.

10. References
10.1. Normmtive References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<http://ww.rfc-editor.org/info/rfc2119>.

[ RFC4960] Stewart, R, Ed., "Stream Control Transni ssion Protocol",
RFC 4960, DO 10. 17487/ RFC4960, Septenber 2007,
<http://ww. rfc-editor.org/info/rfc4960>.

[ RFC5061] Stewart, R, Xie, Q, Tuexen, M, Maruyamm, S., and M
Kozuka, "Stream Control Transni ssion Protocol (SCTP)
Dynam ¢ Address Reconfiguration", RFC 5061,
DA 10.17487/ RFC5061, Septenmber 2007,
<http://ww. rfc-editor.org/info/rfc5061>.

Ni el sen, et al. Expires April 21, 2016 [ Page 32]



Internet-Draft SCTP TLR Cct ober 2015

10.

[ RFC5062] Stewart, R, Tuexen, M, and G Camarillo, "Security
At t acks Found Agai nst the Stream Control Transm ssion
Protocol (SCTP) and Current Countermeasures”, RFC 5062,
DO 10.17487/ RFC5062, Septenber 2007,
<http://ww.rfc-editor.org/info/rfc5062>.

[ RFC7053] Tuexen, M, Ruengeler, |., and R Stewart, "SACK-
| MVEDI ATELY Ext ension for the Stream Control Transni ssion
Protocol", RFC 7053, DO 10.17487/ RFC7053, November 2013,
<http://ww.rfc-editor.org/info/rfc7053>.

[ SCTP- | DATA]
R Stewart et al, , "Stream Schedul ers and User Message
Interleaving for the Stream Control Transm ssion Protocol
draft-ietf-tsvwg-sctp-ndata-04.txt", [ETF Wrk In
Progress , 07 2015.

2. Informative References

[ CAROO1] A. Caro et al, , "Retransmission Policies with Transport
Layer Multihom ng", ICON, 2003.

[ CARQO2] A. Caro et al, , "Retransm ssion Schenes for End-to-end
Fail over with Transport Layer Miltihoning", GLOBECOM, 11
2004.

[ CMT- SCTP]

Arer et al., P., "Load Sharing for the Stream Control
Transm ssi on Protocol (SCTP) draft-tuexen-tsvwg-sctp-
mul ti path-10.txt", | ETF Wrk In Progress , 5 2015.

[ DUKKI PATI 01]
Dukki pati, N., Cardwell, N., Cheng, Y., and M Mathis,
"Tail Loss Probe (TLP): An Al gorithmfor Fast Recovery of
Tail", Wrk Expired , 2 2013.

[ DUKKI PATI 02]
Dukki pati, N., Mathis, M, Cheng, Y., and M Ghobadi,
"Proportional Rate Reduction for TCP", Proceedings of the

11t h ACM SI GCOW Conf erence on | nternet Measurenment , 11
2011.
[ HURTI G P. Hurtig et al., , "TCP and SCTP RTO Restart, draft-ietf-

tcpmrtorestart-08", |ETF Wrk In Progress , 3 2015.

[ MATHI S] Mat his, M, "FACK', ACM SI GCOW Conput er Conmuni cati on
Revi ew 26,4, 10 1996.

Ni el sen, et al. Expires April 21, 2016 [ Page 33]



Internet-Draft SCTP TLR Cct ober 2015

[ Raj i ul I ah]
M Rajiullah et al., , "An Evaluation of Tail Loss
Recovery Mechani sns for TCP', ACM SI GCOW Conput er
Communi cation Review 45,1, 1 2015.

[ RFC3758] Stewart, R, Ramalho, M, Xie, Q, Tuexen, M, and P.
Conrad, "Stream Control Transmi ssion Protocol (SCTP)
Partial Reliability Extension", RFC 3758,
DA 10.17487/ RFC3758, May 2004,
<http://ww.rfc-editor.org/info/rfc3758>.

[ RFC5681] Al lman, M, Paxson, V., and E. Blanton, "TCP Congestion
Control", RFC 5681, DO 10.17487/ RFC5681, Septenber 2009,
<http://ww. rfc-editor.org/info/rfc5681>.

[ RFC5827] Al man, M, Avrachenkov, K, Ayesta, U, Blanton, J., and
P. Hurtig, "Early Retransnit for TCP and Stream Control
Transm ssion Protocol (SCTP)", RFC 5827,
DO 10.17487/ RFC5827, May 2010,
<http://ww. rfc-editor.org/info/rfc5827>.

[ RFC6458] Stewart, R, Tuexen, M, Poon, K, Lei, P., and V.
Yasevi ch, "Sockets APl Extensions for the Stream Control
Transm ssion Protocol (SCTP)", RFC 6458,
DO 10.17487/ RFC6458, Decenber 2011,
<http://ww.rfc-editor.org/info/rfc6458>.

[ RFC6675] Blanton, E., Allman, M, Wang, L., Jarvinen, |., Kojo, M,
and Y. Nishida, "A Conservative Loss Recovery Al gorithm
Based on Sel ective Acknow edgment (SACK) for TCP",
RFC 6675, DO 10. 17487/ RFC6675, August 2012,
<http://ww. rfc-editor.org/info/rfc6675>.

[SCTP-PF] Y. Nishida et al, , "SCTP-PF. Quick Failover Algorithmin
SCTP, draft-ietf-tsvwg-sctp-failover-13.txt", |ETF Work In
Progress , 09 2015.

[ zi mer mann01]
Zi mrer mann, A., "CUBIC for Fast Long-Di stance NetworKks,
draft-ietf-tcpmcubic-00", |ETF Work In Progress , 6 2015.

[ zi mrer mann02]
Zi mrer mann, A., "The TCP Echo and TCP Echo Reply Opti on,
draft-zi mer mann-t cpm echo-option-00", |ETF Work In
Progress , 6 2015.

Ni el sen, et al. Expires April 21, 2016 [ Page 34]



Internet-Draft SCTP TLR Cct ober 2015

[ zi mmer mann03]
Zi mrer mann, A., "Using the TCP Echo Option for Spurious
Ret ransmi ssi on Detection, draft-zi mrermann-tcpm spuri ous-
rxmt-00", IETF Work In Progress , 7 2015.

Appendi x A. Unanbui guous SACK

When receiving a SACK of a TSN it is not possible to unanbi guously
determne if the receiver hereby acknow edges the first transm ssion
of the TSN or possible subsequent retransm ssions of the TSN, when
such nmultiple transm ssions of the sane TSN have been nmade. The
duplicate TSN information in the SCTP SACK chunk does help to provide
i nformati on about how many tinmes the same TSN has been received at
the received side, but still it is not possible to unequivocally link
the SACK information to the different transm ssions of the same TSN
An additional source of anmbiguity cones fromthe fact that packets
may be duplicated in the network.

Unanbi guous SACK information is generally beneficial for nmany SCTP
prot ocol aspects, e.g., for inproved RTT neasurenents, for nore
accurate | oss detection, maintain of flightsize and congestion
control operation.

Providing full accurate SACK information fromreceiver to sender side
requires a reliable (and ordered) SACK feedback channel thus
overcom ng the information gap that may arise fromloss (or fromre-
ordering) of SACKs. The establishnment of such a reliable feedback
Chanel is not proposed but the proposal inplenents neasures that
al | ow for some robustness towards information | oss due to SACK | oss.

NOTE for AUTHORS: The solution is independent froma potential split
of the SACK TSN Gap information in SACK and NR- SACK gaps respectively
foll owi ng [ CMI- SCTP] .

A. 1. TSN Retransmi ssion IDin Data Chunk Header

It is a prerequisite that the SCTP associ ati on depl oy, and has
negoti ated usage of, the new | -data chunk of [SCTP-I|DATA].

We define a new 4-bit Retransmission ID (RTX ID) in the |I-data Chunk

header. The 4 bits consune 4 bits of the new reserved 16-bit fil ed
of the I-data chunk header. See Figure 1.
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Figure 1: RTX-1D in |-DATA chunk format
A . 1.1. Sender side behaviour

New data MUST be sent with RTX-1D =0. Whenever SCTP retransnmits a
data chunk it SHOULD step up the RTX ID. The highest RXT ID = 15 is
used for all retransm ssions of the sane TSN beyond the 15-th
retransm ssion or when the RTX ID |ast used fort his TSNis 15. An
SCTP sender MAY step the RTX ID up with nore than one count when
retransmtting a TSNs in order to have all TSNs within the SCTP
packet use the one and the sanme RTX ID.

A.1.2. Receiver side behaviour
An SCTP receiver supporting this feature MJST process the RTX ID for
all received TSNs in accordance with the prescriptions for
Unanbi guous SACK return bel ow

A. 2. Unanbui guous SACK Chunk
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Fi gure 2: Unanbui guous SACK chunk format

Newl y CACK RTX I D bl ock:

This block provides information on the newy acknow edged TSNs
that were cumul atively acked in this SACK and for which the
fol |l owi ng hol d:

*

Ni el sen,

The TSN is newy acked in this SACK. 1l.e., the TSN has not
been received before (or if it has been received before it was
si nce reneged).
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*  The newly acknow edged TSN was received with RTX ID different
from zero.

The RTX ID received with the TSN is returned in this block. The
information returned in a CACK RTX I D block is a consecutive range
of TSN fulfilling the above for which identical RTX ID has been
received. Proposed format is off-set from CUMACK TSN (I ower than
CUMACK TSN), length of range and RTX I D.

Newl y SACK RTX I D bl ock:

This block provides information on the newy acknow edged TSNs
that were selectively acknow edged in this SACK and for which the
fol |l owi ng hol d:

* The TSN is newy acked in this SACK. |.e., the TSN has not
been received before (or if it has been received before, it was
si nce reneged).

*  The newly acknow edged TSN was received with RTX I D different
from zero.

The RTX ID received with the TSN is returned in this block. The
information returned in a SACK RTX I D block is a consecutive range
of TSN fulfilling the above for which identical RTX ID has been
received. Proposed format is off-set from CUMACK TSN (hi gher than
CUMACK TSN), length of range and RTX ID - OR alternatively format
of present SACK blocks with off set bounded by 16-bit to CUMACK
TSN.

Newl y CACK Dupl TSN bl ock:

This block provides information on the TSNs received since |ast
returned SACK for which follow ng hol d:

* The TSN is lower than or equal to the CUMACK TSN.

* The TSN is a duplicate. Meaning that a data chunk with sane
TSN, but possibly different RTX I D, has been received.

The RTX ID received with the TSN is returned in this block. The
information returned in a CACK Dupl TSN block is a consecutive
range of TSN fulfilling the above for which identical RTX ID has
been received. Proposed format is off-set from CUMACK TSN (I ower
than CUMACK TSN), length of range and RTX ID. The RTX ID may be
zero.

Newl y SACK Dupl TSN bl ock:
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This bl ock provide information on the TSNs received since |ast
returned SACK for which the follow ng hold:

*  The TSN is higher than the CUMACK TSN.

* The TSN is a duplicate. Meaning that a data chunk with sane
TSN, but possibly different RTX I D, has been received.

The RTX ID received with the TSN is returned in this block. The
information returned in a SACK Dupl TSN block is a consecutive
range of TSN fulfilling the above for which identical RTX ID has
been received. Proposed format is off-set from CUMACK TSN (hi gher
than CUMACK TSN), length of range and RTX ID - OR - format of
present SAC bl ocks with of f set bounded by 16-bit to CUMACK TSN
The RTX I D may be zero.

Together with the existing SACK i nformation, the New y CACK/ SACK RTX
I D and the CACK/ SACK Dupl TSN bl ocks provi de unanbi guous SACK
information for all received TSNs differentiating on the RTX ID
received with the TSN. The information may be partially lost from
the receiver to the sender if a SACK is lost. The RTX SACK Bl ock and
the H ghest CUMACK Received Duplicated information is returned in
order to provide neans to recover part of the information that can be
| ost when a SACK is |ost.

RTX SACK bl ock:

This block provides infornmation on the TSNs for which the
fol |l owi ng hol d:

* The TSN has been received and has been sel ectively acked in
prior SACKs (OPEN: alternatively in SACKs including this one).

*  The TSN is higher than the CUMACK TSN.

* The TSN has been received only with RTX IDs different from
zero.

The information returned in an RTX block is a consecutive range of
TSN fulfilling the above. Proposed format is off-set from CUMACK
TSN (hi gher than CUMACK TSN) and length of range - OR - format of
present SACK bl ocks with off set - bounded by 16-bit to CUMACK
TSN.

H ghest CUMACK ed TSN recei ved Dupli cat ed:

Here the highest TSNs that fulfill the followi ng condition is
i nserted:
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* The TSN has been received duplicated
* The TSN is lower than or equal to the CUMACK TSN

When no duplicates have been seen or when no duplicates have been
seen in last 2731 wi ndow of TSNs that have been cunul atively
acknow edged, CUMACK TSN +1 is returned.

By neans of the RTX SACK bl ock an SCTP sender may recover the
informati on that a SACK ed TSN does not represent the original TSN
first sent. 1.e., the TSN sent with RTX ID = 0.

By means of the "Highest CUMACK ed TSN recei ved Duplicated" an SCTP
receiver may recover the information that nore than one incarnation
of a TSN has been recei ved when the SACK, which cumul atively

acknow edged the arrival of the different incarnations of the TSN, in
it self was lost. The particular exanple of special interest is the
case where the one and the same SACK woul d contain information on
recei pt of both the original TSN and a spurious retransni ssion of the
TSN.  Such can happen in scenarios where DELAY_ACK handling at the
recei ver side delays the return of SACK information and a SACK i s

|l ost, even if the original data and the spurious retransm ssion data
was sent with reasonable spacing in tine.

1. Receiver side behaviour

The RTX SACK Bl ock and the Hi ghest CUMACK information to be returned
in SACKs denmand for an SCTP receiver to keep track (state) of the
following informati on on a per association basis:

o Alist (or ranges) of TSNs that have been SACK ed, but not yet
curul ati vely acknow edged and for which RTX ID = 0 has not been
seen. It is noted that the TSN data chunk itself may have been
delivered to the application.

0 The highest TSN | ower than CUMACK TSN for which a duplicate has
been received.

Unanbui gous SACK return
Whenever Unanbi guous SACKs are in use on an association and SCTP
receives a valid data chunk with RTX-1D different fromzero it shal
not delay the return of the Unanbi guous SACK. O herw se Unanbi guous
SACKs are returned at any time when an [ RFC4960] i npl enmentati on woul d
return a SACK

A wi ndow opener MJUST include Unanbi guous SACK i nformation.
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A. 4. Negotiation

An SCTP receiver MJST NOT send an Unanbi guous SACK chunk unl ess both
peers have indicated its support of the Unanbi guous SACK feature
within the Supported Extensions Paraneter as defined in [ RFC5061].

I f Unanbi guous SACK has been negotiated on an associ ati on,

Unanbi guous SACKs MUST be returned whenever a SCTP receiver would
return SACK i nformation. |f Unanbi guous SACK has not been negoti ated
on an association, the RTX-ID field in the chunk header of incom ng
data chunks MJUST be ignored and [ RFC4960] SACK format and return
policies MJST be adhered to.
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