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Abst ract

Network virtualization involves the cooperation of devices with a

wi de variety of capabilities such as software and hardware tunne
endpoints, transit fabrics, and centralized control clusters. As a
result of their role in tying together different elenents in the
system the requirenents on tunnels are influenced by all of these
conponents. Flexibility is therefore the nost inportant aspect of a
tunnel protocol if it is to keep pace with the evolution of the
system This draft describes Geneve, a protocol designed to
recogni ze and acconmodat e t hese changi ng capabilities and needs.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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1. Introduction

Net wor ki ng has long featured a variety of tunneling, tagging, and

ot her encapsul ati on nmechani sms. However, the advent of network
virtualization has caused a surge of renewed interest and a
correspondi ng increase in the introduction of new protocols. The

| arge nunber of protocols in this space, ranging all the way from
VLANs [ | EEE. 802. 1Q 2011] and MPLS [ RFC3031] through the nore recent
VXLAN [ RFC7348], NVGRE [I-D.sridharan-virtualization-nvgre], and STT
[1-D.davie-stt], often | eads to questions about the need for new
encapsul ation fornmats and what it is about network virtualization in
particular that leads to their proliferation.

Whi | e many encapsul ation protocols seek to sinply partition the
underl ay network or bridge between two donai ns, network
virtualization views the transit network as providing connectivity
between nultiple conponents of an integrated system In nmany ways
this systemis simlar to a chassis switch with the | P underlay
network playing the role of the backplane and tunnel endpoints on the
edge as line cards. When viewed in this light, the requirements

pl aced on the tunnel protocol are significantly different in ternms of
the quantity of netadata necessary and the role of transit nodes.

Current work such as [VL2] and the NVQ3 wor ki ng group
[I-D.ietf-nvo3-datapl ane-requirenents] have described sone of the
properties that the data pl ane nust have to support network
virtualization. However, one additional defining requirenment is the
need to carry systemstate along with the packet data. The use of
sonme netadata is certainly not a foreign concept - nearly al
protocols used for virtualization have at |least 24 bits of identifier
space as a way to partition between tenants. This is often described
as overconming the limts of 12-bit VLANs, and when seen in that
context, or any context where it is a true tenant identifier, 16
mllion possible entries is a |large nunber. However, the reality is
that the nmetadata is not exclusively used to identify tenants and
encodi ng other information quickly starts to crowd the space. In
fact, when conpared to the tags used to exchange netadata between
line cards on a chassis switch, 24-bit identifiers start to | ook
quite small. There are nearly endl ess uses for this netadata,
ranging fromstoring input ports for sinple security policies to
service based context for interposing advanced ni ddl eboxes.
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Exi sting tunnel protocols have each attenpted to solve different
aspects of these new requirenments, only to be quickly rendered out of
date by changing control plane inplenmentations and advancenents.

Furt hernore, software and hardware conponents and controllers al

have different advantages and rates of evolution - a fact that should
be viewed as a benefit, not a liability or limtation. This draft
descri bes Geneve, a protocol which seeks to avoid these problens by
providing a framework for tunneling for network virtualization rather
than being prescriptive about the entire system

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC 2119 significance.

1.2. Term nol ogy

The NVAB framework [ RFC7365] defines nmany of the concepts comonly
used in network virtualization. |In addition, the following terns are
specifically meaningful in this docunent:

Checksum of fl oad. An optim zation inplenmented by many NI Cs which
enabl es conputation and verification of upper |ayer protoco
checksuns in hardware on transnit and receive, respectively. This
typically includes |IP and TCP/ UDP checksuns whi ch woul d ot herw se be
comput ed by the protocol stack in software

Clos network. A technique for conposing network fabrics |arger than
a single switch while nmaintaining non-bl ocki ng bandwi dt h across
connection points. ECMP is used to divide traffic across the

mul tiple links and switches that constitute the fabric. Sonetines
termed "l eaf and spine" or "fat tree" topol ogies.

ECMP. Equal Cost Multipath. A routing mechanismfor selecting from
anong nul tiple best next hop paths by hashi ng packet headers in order
to better utilize network bandwi dth while avoiding reordering a
single stream

Geneve. Ceneric Network Virtualization Encapsul ation. The tunne
protocol described in this draft.
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LRO Large Receive Ofload. The receive-side equivalent function of
LSO, in which multiple protocol segnments (primarily TCP) are
coal esced into larger data units.

NIC. Network Interface Card. A NI C could be part of a tunne
endpoint or transit device and can either process Ceneve packets or
aid in the processing of Geneve packets.

CAM  (Operations, Administration, and Managenment. A suite of tools
used to nonitor and troubl eshoot network problens.

Transit device. A forwarding elenent along the path of the tunne
maki ng up part of the Underlay Network. A transit device MAY be
capabl e of understanding the Geneve frame format but does not
originate or term nate Geneve packets.

LSO. Large Segnentation O fload. A function provided by nany
commercial NICs that allows data units larger than the MIU to be
passed to the NIC to i nprove performance, the N C being responsible
for creating smaller segnents with correct protocol headers. Wen
referring specifically to TCP/IP, this feature is often known as TSO
(TCP Segnentation Ofl oad).

Tunnel endpoint. A conponent encapsul ati ng packets, such as Ethernet
frames or | P datagrams, in Geneve headers and vice versa. As the
ultimte consumer of any tunnel mnetadata, endpoints have the highest

| evel of requirements for parsing and interpreting tunnel headers.
Tunnel endpoints may consist of either software or hardware

i mpl ementations or a conbination of the two. Endpoints are
frequently a conponent of an NVE but may al so be found in niddl eboxes
or other elenments naking up an NVO3 Net wor k.

VM  Virtual Machi ne.
2. Design Requirenents

Geneve is designed to support network virtualization use cases, where
tunnels are typically established to act as a backpl ane between the
virtual switches residing in hypervisors, physical swtches, or

m ddl eboxes or other appliances. An arbitrary IP network can be used
as an underlay al though O os networks conposed using ECMP links are a
common choi ce to provide consistent bisectional bandw dth across al
connection points. Figure 1 shows an exanple of a hypervisor, top of
rack switch for connectivity to physical servers, and a WAN uplink
connected using Geneve tunnels over a sinplified Cos network. These
tunnels are used to encapsulate and forward frames fromthe attached
conmponents such as VMs or physical |inks.
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Figure 1: Sanpl e Geneve Depl oynent

To support the needs of network virtualization, the tunnel protoco
shoul d be able to take advantage of the differing (and evol vi ng)
capabilities of each type of device in both the underlay and overl ay
networks. This results in the followi ng requirements being placed on
the data pl ane tunneling protocol

o0 The data plane is generic and extensible enough to support current
and future control planes.

0 Tunnel conponents are efficiently inplenentable in both hardware
and software without restricting capabilities to the | owest conmon
denom nat or.

o High performance over existing |IP fabrics.

These requirenents are described further in the follow ng
subsecti ons.

2.1. Control Plane |Independence

Al t hough some protocols for network virtualization have included a
control plane as part of the tunnel format specification (nost

not ably, the original VXLAN spec prescribed a nulticast |earning-
based control plane), these specifications have |argely been treated
as describing only the data format. The VXLAN franme format has
actually seen a wide variety of control planes built on top of it.

There is a clear advantage in settling on a data format: nost of the
protocols are only superficially different and there is little
advantage in duplicating effort. However, the same cannot be said of
control planes, which are diverse in very fundanental ways. The case
for standardi zation is also less clear given the wide variety in
requi renents, goals, and depl oynent scenari os.
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As a result of this reality, Geneve ainms to be a pure tunnel fornat
specification that is capable of fulfilling the needs of many contro
pl anes by explicitly not selecting any one of them This

simul taneously pronotes a shared data format and i ncreases the
chances that it will not be obsoleted by future control plane
enhancement s.

2.2. Data Plane Extensibility

Achieving the level of flexibility needed to support current and
future control planes effectively requires an options infrastructure
to allow new netadata types to be defined, depl oyed, and either
finalized or retired. Options also allow for differentiation of
products by encouragi ng i ndependent devel opnent in each vendor’s core
specialty, leading to an overall faster pace of advancenent. By far
the nost conmon nechani smfor inplenmenting options is Type-Length-

Val ue (TLV) fornat.

It should be noted that while options can be used to support non-

wi respeed control franes, they are equally inportant on data franes
as well to segregate and direct forwarding (for instance, the
exanpl es given before of input port based security policies and
service interposition both require tags to be placed on data
packets). Therefore, while it would be desirable to linit the
extensibility to only control franmes for the purposes of sinplifying
the datapath, that would not satisfy the design requirenments

2.2.1. Efficient Inplenentation

There is often a conflict between software flexibility and hardware
performance that is difficult to resolve. For a given set of
functionality, it is obviously desirable to maxinize performance.
However, that does not nean new features that cannot be run at that
speed today should be disallowed. Therefore, for a protocol to be
efficiently inplenentabl e neans that a set of common capabilities can
be reasonably handl ed across platfornms along with a gracefu

mechani smto handl e nore advanced features in the appropriate
situations.

The use of a variable I ength header and options in a protocol often
rai ses questions about whether it is truly efficiently inplenentable
in hardware. To answer this question in the context of Ceneve, it is
inmportant to first divide "hardware" into two categories: tunne
endpoints and transit devices.

Endpoi nts nust be able to parse the variabl e header, including any

options, and take action. Since these devices are actively
participating in the protocol, they are the nost affected by Ceneve.
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However, as endpoints are the ultimte consuners of the data,
transmitters can tailor their output to the capabilities of the
recipient. As new functionality beconmes sufficiently well defined to
add to endpoints, supporting options can be designed using ordering
restrictions and ot her techniques to ease parsing.

Transit devices MAY be able to interpret the options and participate
i n Geneve packet processing. However, as non-terninating devices,
they do not originate or termnate the Geneve packet. The
participation of transit devices in Geneve packet processing is

OPTI ONAL.

Further, either tunnel endpoints or transit devices MAY use offl oad
capabilities of NICs such as checksum offload to inprove the
performance of Geneve packet processing. The presence of a Geneve
vari abl e | ength header SHOULD NOT prevent the tunnel endpoints and
transit devices fromusing such offload capabilities.

Use of Standard | P Fabrics

IP has clearly cenented its place as the dom nant transport nechani sm
and nmany techni ques have evol ved over tine to nake it robust,
efficient, and inexpensive. As a result, it is natural to use IP
fabrics as a transit network for Geneve. Fortunately, the use of IP
encapsul ati on and addressing i s enough to achieve the prinmary goal of
delivering packets to the correct point in the network through
standard sw tching and routing.

In addition, nearly all underlay fabrics are designed to exploit
parallelismin traffic to spread | oad across nmultiple links w thout

i ntroduci ng reordering in individual flows. These equal cost

mul ti pat hi ng (ECMP) techni ques typically involve parsing and hashing
the addresses and port numbers fromthe packet to sel ect an outgoing
link. However, the use of tunnels often results in poor ECWP
performance wi thout additional know edge of the protocol as the
encapsul ated traffic is hidden fromthe fabric by design and only
endpoi nt addresses are avail abl e for hashi ng.

Since it is desirable for Geneve to performwell on these existing
fabrics, it is necessary for entropy from encapsul ated packets to be
exposed in the tunnel header. The nbst comon technique for this is
to use the UDP source port, which is discussed further in

Section 3.3.
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3.

3.

Geneve Encapsul ation Details

The Geneve frame format consists of a conpact tunnel header

encapsul ated in UDP over either IPv4 or IPv6. A small fixed tunne
header provides control information plus a base |evel of
functionality and interoperability with a focus on sinplicity. This
header is then followed by a set of variable options to allow for
future innovation. Finally, the payload consists of a protocol data
unit of the indicated type, such as an Ethernet frane. The follow ng
subsecti ons provi de exanpl es of Geneve franes transported (for
exanpl e) over Ethernet along with an Et hernet payl oad.

1. Geneve Frame Format Over | Pv4

0 1 2 3
01234567890123456789012345678901

Qut er Et hernet Header
i T e o o s T e e et e ok o Sl e
| Qut er Destination MAC Address |
B i S S T s i S T st i S S S S S S S S i
| Quter Destination MAC Address | Qut er Source MAC Address [
B T e b i i e e . S I SR S
Qut er Source MAC Address |
Bl o Tk e e e L s e i s s i R R S e S S
Optional Ethertype=C Tag 802.1Q Quter VLAN Tag I nformation |
B T i S S I el s S P S S S S S S N e S
Et hert ype=0x0800 [
T S T ok i R SRR R SR

+— 4+ +—

Quter | Pv4 Header:

B T T i I T T o S S S e b S S S
| Version| IHL |Type of Service| Total Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| I dentification | Fl ags| Fragnent O fset

B E e r e s i s i o T T s S S S S 2
| Time to Live | Protocol =17 UDP| Header Checksum [
B T T i I T T o S S S e b S S S
| Qut er Source | Pv4 Address |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Qut er Destination | Pv4d Address |
B E e r e s i s i o T T s S S S S 2
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3.

G oss,

2.

Qut er UDP Header:

B T S o T ST S e S i < S S S S SIS S S S S S

| Source Port = xXxXx | Dest Port = 6081 |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| UDP Length | UDP Checksum |

R i T e S it ST i T S S S S S T e

CGeneve Header:

B S S I T S S e e S S T S S S S i i S S

| Ver| Opt Len |Q(C Rsvd. | Prot ocol Type [
T T e
| Virtual Network Identifier (VN) | Reserved |

e e e e i e s S e R T h o o R
| Vari abl e Length Options |
B i S S T s i S T st i S S S S S S S S i

I nner Ethernet Header (exanple payl oad):

T S T i T S i S S e i 3
[ I nner Destination MAC Address [
B i s T T S T et S S T S I T s sl s ol ST S S S
| I'nner Destination MAC Address | I nner Source MAC Address |
B T i S S i S T h T i S S S S e
| I nner Source MAC Address |
T S T i S T iy S S S S S
| Optional Ethertype=C-Tag 802.1Q I nner VLAN Tag | nfornmation |
B i s T T S T et S S T S I T s sl s ol ST S S S

Payl oad:

B T i it T s i S e i SR SR
| Ethertype of Original Payload | |
e S ki I SR R SR |

Ori gi nal Ethernet Payl oad |
|
I

|
| (Note that the original Ethernet Frame's FCS is not included)
B i i S S i I e i S S R L e e e e

Frame Check Sequence:

B T T i I T T o S S S e b S S S
| New FCS (Franme Check Sequence) for Quter Ethernet Frame
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

Geneve Frame Format Over | Pv6
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0 1 2 3
01234567890123456789012345678901

Qut er Et hernet Header:

T g S S
Quter Destination MAC Address [
B T i S S R
Qut er Destination MAC Address | Quter Source MAC Address |
B T i S S I el s S P S S S S S S N e S
Qut er Source MAC Address [
T O S A S g S S g S S s
tional Ethertype=C-Tag 802.1Q CQuter VLAN Tag Information |
T T i I S S T B T e

Et hert ype=0x86DD |

B i i S I ik e S

9+

T
+

Quter | Pv6e Header:
B E e r e s i s i o T T s S S S S 2

| Version| Traffic O ass | FI ow Label [
B i s T T S T et S S T S I T s sl s ol ST S S S
| Payl oad Length | NxtHdr=17 UDP | Hop Limt

B S T e S S e s S S S S S S S A e T h

Quter Source | Pv6 Address

I
I
I
I
I
I
N |
Quter Destination |Pv6 Address
I
I

+
+
+
T S e R S
+
+
+
+

+—+—+—+— +— +— +— +—

T S S i o S S T S S S e e S S

Qut er UDP Header :
B i i S S i I e i S S R L e e e e

| Source Port = xXxxx | Dest Port = 6081 |
T i S T iy S S S S S
| UDP Length | UDP Checksum |

B S S T i S S e e s 2w S S S S S S S

G oss, et al. Expi res Novenber 9, 2015 [ Page 11]



Internet-Draft Geneve Protocol May 2015

Ceneve Header

B T S o T ST S e S i < S S S S SIS S S S S S

| Ver| Opt Len |Q( Rsvd. | Prot ocol Type |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Virtual Network Identifier (VN) | Reserved

B T e S i ot S I i ok S S S S S S
| Vari abl e Length Options [
B T o S o e I et T s o S e e i sl wik sl ST S A

I nner Ethernet Header (exanple payl oad):

B T i R i e T s i e ik N NI SR
[ I nner Destination MAC Address [
e e e e i e s S e R CE o o R
| I'nner Destination MAC Address | I nner Source MAC Address |
B i S S T s i S T st i S S S S S S S S i
[ I nner Source MAC Address [
T T e b i i e e s . S I SR S
| Optional Ethertype=C-Tag 802.1Q |Inner VLAN Tag I nfornation |
T e o o i e S S e e o o

Payl oad:

B T i S S i S T h T i S S S S e
| Ethertype of Original Payl oad | |
B S S i ol s S S |

Origi nal Ethernet Payl oad |
I
|

|
| (Note that the original Ethernet Frame’s FCS is not included)
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

Frame Check Sequence:

3. 3.

i T e o o e S e e C it ek o ol e
| New FCS (Franme Check Sequence) for Quter Ethernet Frame
B i S S T s i S T st i S S S S S S S S i

UDP Header

The use of an encapsul ating UDP [ RFCO768] header follows the
connectionl ess semantics of Ethernet and IP in addition to providing
entropy to routers perfornming ECMP. The header fields are therefore
interpreted as foll ows:

Source port: A source port selected by the ingress tunnel endpoint.

G oss,

This source port SHOULD be the same for all packets belonging to a
singl e encapsul ated flow to prevent reordering due to the use of
different paths. To encourage an even distribution of flows
across nultiple links, the source port SHOULD be cal cul ated using
a hash of the encapsul ated packet headers using, for exanple, a
traditional 5-tuple. Since the port represents a flow identifier

et al. Expi res Novenber 9, 2015 [ Page 12]
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rather than a true UDP connection, the entire 16-bit range MAY be
used to maxi m ze entropy.

Dest port: | ANA has assigned port 6081 as the fixed well-known
destination port for Geneve. This port MJST be used in both
directions of a flow. Although the well-known val ue should be
used by default, it is RECOMENDED that inplenentations make this
confi gurabl e.

UDP length: The length of the UDP packet including the UDP header

UDP checksum  The checksum MAY be set to zero on transmit for
packets encapsulated in both | Pv4 and | Pv6 [ RFC6935]. When a
packet is received with a UDP checksum of zero it MJST be accepted
and decapsul ated. |[If the ingress tunnel endpoint optionally
encapsul ates a packet with a non-zero checksum it MJST be a
correctly conputed UDP checksum Upon receiving such a packet,
the egress endpoint MJST validate the checksum |f the checksum
is not correct, the packet MJUST be dropped, otherw se the packet
MUST be accepted for decapsulation. It is RECOWENDED that the
UDP checksum be conputed to protect the Geneve header and options
in situations where the network reliability is not high and the
packet is not protected by another checksum or CRC

Tunnel Header Fi el ds

Ver (2 bits): The current version nunber is 0. Packets received by
an endpoint with an unknown versi on MJST be dropped. Non-
term nating devi ces processing Geneve packets with an unknown
version nunber MJST treat them as UDP packets with an unknown
payl oad.

Opt Len (6 bits): The length of the options fields, expressed in
four byte multiples, not including the eight byte fixed tunne
header. This results in a mninumtotal Geneve header size of 8
bytes and a maxi num of 260 bytes. The start of the payl oad
headers can be found using this offset fromthe end of the base
Geneve header.

O (1 bit): OAMfrane. This packet contains a control nessage
i nstead of a data payl oad. Endpoints MJUST NOT forward the payl oad
and transit devices MJUST NOT attenpt to interpret or process it.
Since these are infrequent control nessages, it is RECOMVENDED
that endpoints direct these packets to a high priority contro
queue (for exanple, to direct the packet to a general purpose CPU
froma forwarding ASIC or to separate out control traffic on a
NIC). Transit devices MJST NOT alter forwarding behavior on the
basis of this bit, such as ECWP |ink sel ection

ss, et al. Expi res Novenber 9, 2015 [ Page 13]



Internet-Draft Geneve Protocol May 2015

C(1 bit): Critical options present. One or nore options has the
critical bit set (see Section 3.5). |If this bit is set then
tunnel endpoints MJST parse the options list to interpret any
critical options. On devices where option parsing is not
supported the frane MJUST be dropped on the basis of the 'C bit in
the base header. |If the bit is not set tunnel endpoints MAY strip
all options using 'Opt Len’ and forward the decapsul ated frane.
Transit devices MJST NOT drop or nodify packets on the basis of
this bit.

Rsvd. (6 bits): Reserved field which MJUST be zero on transm ssion
and ignored on receipt.

Protocol Type (16 bits): The type of the protocol data unit
appearing after the Geneve header. This follows the EtherType
[ ETYPES] convention with Ethernet itself being represented by the
val ue 0x6558.

Virtual Network Identifier (VNI) (24 bits): An identifier for a
uni que el enent of a virtual network. In nmany situations this may
represent an L2 segnent, however, the control plane defines the
forwardi ng semantics of decapsul ated packets. The VNI MAY be used
as part of ECMP forwardi ng decisions or MAY be used as a mechani sm
to distinguish between overl appi ng address spaces contained in the
encapsul at ed packet when | oad bal anci ng across CPUs.

Reserved (8 bits): Reserved field which MIST be zero on transm ssion
and ignored on receipt.

Transit devices MJUST naintain consistent forwardi ng behavior
irrespective of the value of *Opt Len’, including ECVP |ink
sel ection. These devices SHOULD be able to forward packets
cont ai ni ng options without resorting to a slow path.

3.5. Tunnel Options
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Geneve Option

The base Geneve header is followed by zero or nore options in Type-
Length-Value format. Each option consists of a four byte option
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header and a variable anount of option data interpreted according to
the type.

Option Class (16 bits): Nanespace for the 'Type’ field. [|ANA will
be requested to create a "Geneve Option O ass" registry to
allocate identifiers for organizations, technol ogi es, and vendors
that have an interest in creating types for options. Each
organi zation may allocate types independently to allow

experinentation and rapid innovation. It is expected that over
time certain options will beconme well known and a given
i npl ementation nay use option types froma variety of sources. In

addition, IANA will be requested to reserve specific ranges for
st andardi zed and experinental options.

Type (8 bits): Type indicating the format of the data contained in
this option. Options are prinmarily designed to encourage future
extensibility and innovation and so standardi zed forns of these
options will be defined in a separate docunent.

The high order bit of the option type indicates that this is a
critical option. |If the receiving endpoint does not recognize
this option and this bit is set then the frame MJST be dropped.

If the critical bit is set in any option then the 'C bit in the
Geneve base header MJUST also be set. Transit devices MJUST NOT
drop packets on the basis of this bit. The follow ng figure shows
the location of the "C bit in the 'Type' field:

012345678
LR SR S N R R
| C Type I
Sl I R i ol S

The requirenent to drop a packet with an unknown critical option
applies to the entire tunnel endpoint systemand not a particul ar
component of the inplenentation. For exanple, in a system
conprised of a forwarding ASIC and a general purpose CPU, this
does not nean that the packet nust be dropped in the ASIC. An

i npl ementati on may send the packet to the CPU using a rate-limted
control channel for slow path exception handling.

R (3 bits): Option control flags reserved for future use. MJST be
zero on transnission and i gnored on receipt.

Length (5 bits): Length of the option, expressed in four byte
mul ti pl es excluding the option header. The total |ength of each
option may be between 4 and 128 bytes. Packets in which the total
Il ength of all options is not equal to the "Opt Len’ in the base
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header are invalid and MJST be silently dropped if received by an
endpoi nt .

Variable Option Data: Option data interpreted according to 'Type’
3.5.1. Options Processing

Geneve options are intended to be originated and processed by tunne
endpoints. Options MAY be processed by transit devices along the
tunnel path as well. This docunent only details the handling of
options by tunnel endpoints. A future version of this docunent will
provi de details of options processing by transit devices. Transit
devi ces not processing Geneve options SHOULD process CGeneve franme as
any other UDP frane and maintain consistent forwarding behavior.

In tunnel endpoints, the generation and interpretation of options is
determined by the control plane, which is out of the scope of this
docunent. However, to ensure interoperability between heterogeneous
devices two requirenents are inposed on endpoi nt devices:

0 Receiving endpoints MJST drop packets contai ni ng unknown options
with the 'C bit set in the option type.

o0 Sending endpoi nts MJST NOT assune that options will be processed
sequentially by the receiver in the order they were transmtted.

4. Inplementation and Depl oynent Consi derations
4.1. Encapsul ation of Geneve in IP

As an | P-based tunnel protocol, Geneve shares many properties and
techni ques with existing protocols. The application of sone of these
are described in further detail, although in general nobst concepts
applicable to the IP layer or to IP tunnels generally also function
in the context of Ceneve.

4.1.1. | P Fragnmentation

To prevent fragnmentation and nmaxi m ze performance, the best practice
when using Geneve is to ensure that the MIU of the physical network
is greater than or equal to the MIU of the encapsul ated network plus
tunnel headers. Manual or upper layer (such as TCP MSS cl anpi ng)
configuration can be used to ensure that fragmentation never takes
pl ace, however, in some situations this may not be feasible.

It is strongly RECOMVENDED t hat Path MIU Di scovery ([ RFC1191],

[ RFC1981]) be used by setting the DF bit in the | P header when Geneve
packets are transmtted over IPv4 (this is the default with | Pv6).
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The use of Path MIU Di scovery on the transit network provides the
encapsul ati ng endpoint with soft-state about the link that it may use
to prevent or nminimze fragnentation depending on its role in the
virtualized network.

Note that sone inplenentations may not be capabl e of supporting
fragmentation or other |less commpn features of the | P header, such as
options and extensi on headers.

4.1.2. DSCP and ECN

When encapsul ating | P (including over Ethernet) frames in Geneve,
there are several options for propagating DSCP and ECN bits fromthe
i nner header to the tunnel on transm ssion and the reverse on
reception.

[ RFC2983] |ists considerations for mappi ng DSCP between inner and
outer | P headers. Network virtualization is typically nmore closely
aligned with the Pipe nodel described, where the DSCP val ue on the
tunnel header is set based on a policy (which may be a fixed val ue,
one based on the inner traffic class, or sone other mechanismfor
grouping traffic). Aspects of the Uniform nodel (which treats the
i nner and outer DSCP value as a single field by copying on ingress
and egress) nmay also apply, such as the ability to remark the inner
header on tunnel egress based on transit marking. However, the

Uni form nodel is not conceptually consistent with network
virtualization, which seeks to provide strong isolation between
encapsul ated traffic and the physical network.

[ RFC6040] describes the nmechani smfor exposing ECN capabilities on I P
tunnel s and propagati ng congestion markers to the inner packets.

Thi s behavi or SHOULD be foll owed for |IP packets encapsul ated in
Geneve.

4.1.3. Broadcast and Ml ticast

Geneve tunnel s nay either be point-to-point unicast between two
endpoints or may utilize broadcast or nulticast addressing. It is
not required that inner and outer addressing match in this respect.
For exanple, in physical networks that do not support nulticast,
encapsul ated nmulticast traffic nmay be replicated into nultiple

uni cast tunnels or forwarded by policy to a unicast |ocation
(possibly to be replicated there).

Wth physical networks that do support nmulticast it may be desirable
to use this capability to take advantage of hardware replication for
encapsul at ed packets. In this case, nulticast addresses nmay be

al l ocated in the physical network corresponding to tenants,
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encapsul ated mul ticast groups, or some other factor. The allocation
of these groups is a component of the control plane and therefore

out side of the scope of this docunent. When physical nmulticast is in
use, the "C bit in the Geneve header may be used with groups of
devices with heterogeneous capabilities as each device can interpret
only the options that are significant to it if they are not critical

4. 2. NI C O fl oads

Modern NICs currently provide a variety of offloads to enable the

ef ficient processing of packets. The inplenentation of nany of these
of floads requires only that the encapsul ated packet be easily parsed
(for exanple, checksum offload). However, optinm zations such as LSO
and LRO i nvol ve sonme processing of the options thensel ves since they
must be replicated/ merged across nultiple packets. In these
situations, it is desirable to not require changes to the offl oad
logic to handle the introduction of new options. To enable this,
sone constraints are placed on the definitions of options to allow
for sinple processing rules:

0 \When performng LSO a NIC MIST replicate the entire Geneve header
and all options, including those unknown to the device, onto each
resulting segnent. However, a given option definition may
override this rule and specify different behavior in supporting
devices. Conversely, when performing LRO a N C MAY assune that a
bi nary conpari son of the options (including unknown options) is
sufficient to ensure equality and MAY nerge packets with equa
Geneve headers.

0 Option ordering is not significant and packets with the sane
options in a different order MAY be processed alike.

0 N Cs perform ng offloads MJST NOT drop packets with unknown
options, including those nmarked as criti cal

There is no requirenent that a given inplenentation of Geneve enpl oy
the offloads listed as exanpl es above. However, as these offl oads
are currently wi dely deployed in comrercially available NI Cs, the
rul es described here are intended to enable efficient handling of
current and future options across a variety of devices.

4.3. Inner VLAN Handling

Geneve i s capabl e of encapsul ating a wi de range of protocols and
therefore a given inplenentation is likely to support only a small
subset of the possibilities. However, as Ethernet is expected to be
wi dely deployed, it is useful to describe the behavior of VLANs

i nsi de encapsul ated Et hernet franes.
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As with any protocol, support for inner VLAN headers is OPTIONAL. In
many cases, the use of encapsul ated VLANs may be disall owed due to
security or inplenentation considerations. However, in other cases
trunki ng of VLAN franes across a Geneve tunnel can prove useful. As
a result, the processing of inner VLAN tags upon ingress or egress
froma tunnel endpoint is based upon the configuration of the
endpoi nt and/or control plane and not explicitly defined as part of
the data fornmat.

5. Interoperability |Issues

Vi ewed exclusively fromthe data plane, Geneve does not introduce any
interoperability issues as it appears to nost devices as UDP franes.
However, as there are already a nunber of tunnel protocols deployed
in network virtualization environnents, there is a practical question
of transition and coexi st ence.

Since Ceneve is a superset of the functionality of the three nost
conmon protocols used for network virtualization (VXLAN, NVGRE, and
STT) it should be straightforward to port an existing control plane
to run on top of it with mininmal effort. Wth both the old and new
frame formats supporting the sanme set of capabilities, there is no
need for a hard transition - endpoints directly comunicating with
each other use any comon protocol, which may be different even
within a single overall system As transit devices are primarily
forwarding franes on the basis of the I P header, all protocols appear
simlar and these devices do not introduce additiona

i nteroperability concerns.

To assist with this transition, it is strongly suggested that

i mpl ement ati ons support sinultaneous operation of both Geneve and

exi sting tunnel protocols as it is expected to be common for a single
node to conmuni cate with a m xture of other nodes. Eventually, ol der
protocol s may be phased out as they are no |longer in use.

6. Security Considerations

As UDP/| P packets, Geneve does not have any inherent security

mechani sms. As a result, an attacker with access to the underl ay
network transporting the IP frames has the ability to snoop or inject
packets. Legitinmate but nalicious tunnel endpoints may al so spoof
identifiers in the tunnel header to gain access to networks owned by
ot her tenants.

Wthin a particular security domain, such as a data center operated
by a single provider, the nost comon and hi ghest perform ng security
mechanismis isolation of trusted conponents. Tunnel traffic can be
carried over a separate VLAN and filtered at any untrusted
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9.

9.

1.

boundaries. |In addition, tunnel endpoints should only be operated in
environnments controlled by the service provider, such as the
hypervisor itself rather than within a custoner VM

When crossing an untrusted |ink, such as the public Internet, |Psec
[ RFC4301] may be used to provide authentication and/or encryption of
the I P packets. |If the renote tunnel endpoint is not conpletely
trusted, for exanple it resides on a custoner prenises, then it may
al so be necessary to sanitize any tunnel metadata to prevent tenant-
hoppi ng att acks.

| ANA Consi der ati ons

| ANA has all ocated UDP port 6081 as the well-known destination port
for Geneve. Upon publication, the registry should be updated to cite
this docunent. The original request was:

Servi ce Name: geneve

Transport Protocol (s): UDP

Assi gnee: Jesse G 0SS <jgross@mare.conr

Contact: Jesse Gro0ss <jgross@mare.conp

Description: Generic Network Virtualization Encapsul ati on (Geneve)
Ref erence: This docunent

Port Nunber: 6081

In addition, IANA is requested to create a "CGeneve Option C ass"”
registry to allocate Option Classes. This shall be a registry of
16-bit hexadeci mal val ues along with descriptive strings. The

i dentifiers Ox0-OxFF are to be reserved for standardi zed options for
al | ocation by | ETF Review [ RFC5226] and OxFFFF for Experinmental Use.
O herwise, identifiers are to be assigned to any organi zation with an
interest in creating Geneve options on a First Cone First Served
basis. There are no initial registry assignnents.
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