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Abstract

This specification defines the identifier to be used on |IP packets
for a new network service called low | atency, |ow |l oss and scal abl e
t hroughput (L4S). It is sinilar to the original (or 'Classic’)
Explicit Congestion Notification (ECN). ’'Cassic’ ECN marking was
required to be equivalent to a drop, both when applied in the network
and when responded to by a transport. Unlike 'd assic’ ECN marKking,
the network applies the L4S identifier nore imediately and nore
aggressively than drop, and the transport response to each mark is
reduced and snmoothed relative to that for drop. The two changes
count er bal ance each other so that the bit-rate of an L4S flow will be
roughly the same as a 'C assic’ flow under the sane conditions.
However, the nuch nore frequent control signals and the finer
responses to themresult in ultra-1ow queui ng delay w thout

compromi sing link utilization, even during high |oad. Exanples of
new active queue nmanagenent (AQM marking al gorithnms and exanpl es of
new transports (whether TCP-like or real-tine) are specified
separately. The new L4S identifier is the key piece that enables
themto interwork and distingui shes themfrom’ dassic’ traffic. It
gives an increnental mgration path so that existing 'Cassic’ TCP
traffic will be no worse off, but it can be prevented from degradi ng
the ultra-1ow delay and | oss of the new scal abl e transports.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
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1. Introduction

This specification defines the identifier to be used on |P packets
for a new network service called low | atency, |Iow |l oss and scal abl e

t hroughput (L4S). It is simlar to the original (or 'Cassic’)
Explicit Congestion Notification (ECN). ’'C assic’ ECN marking was
required to be equivalent to a drop, both when applied in the network
and when responded to by a transport. Unlike 'd assic’ ECN marking,
the network applies the L4AS identifier nore inmmediately and nore
aggressively than drop, and the transport response to each mark is
reduced and smoothed relative to that for drop. The two changes
count er bal ance each other so that the bit-rate of an L4S flow will be
roughly the same as a 'Cassic’ flow under the sane conditions.
However, the nuch nore frequent control signals and the finer
responses to themresult in ultra-1ow queui ng delay w thout

conpromi sing link utilization, even during high | oad.

An exanpl e of an active queue managenent (AQVW marking al gorithmthat
enabl es the L4S service is the Dual Q Coupl ed AQM defined in a

conpl enentary specification [I-D. briscoe-agm dual g-coupled]. An
exanpl e of a scalable transport that would enable the L4S service is
Data Centre TCP (DCTCP), which until now has been applicable solely
to controlled environnents |ike data centres

[I1-D. bensl ey-tcpmdctcp], because it is too aggressive to co-exist
with existing TCP. However, AQVs |ike Dual Q Coupl ed enabl e scal abl e
transports |ike DCTCP to co-exist with existing traffic, each getting
roughly the same flow rate when they conpete under sinilar

condi tions.

The new L4S identifier is the key piece that enables these two parts
to interwork and distingui shes themfrom’'dassic’ traffic. It gives
an increnental mgration path so that existing 'Cassic’ TCP traffic
will be no worse off, but it can be prevented from degradi ng the
ultra-low delay and | oss of the new scal able transports. The
performance i nprovenent is so great that it is hoped it will notivate
initial deployment of the separate parts of this system

1.1. Problem

Latency is becoming the critical performance factor for many (nost?)
applications on the public Internet, e.g. Wb, voice, conversationa

vi deo, gami ng and finance apps. |In the devel oped world, further
i ncreases in access network bit-rate offer dimnishing returns,
whereas latency is still a nulti-faceted problem |In the |ast decade

or so, much has been done to reduce propagation tine by placing
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caches or servers closer to users. However, queuing remains a najor
component of | atency.

The Diffserv architecture provides Expedited Forwardi ng [ RFC3246], so
that low latency traffic can junp the queue of other traffic.

However, on access |inks dedicated to individual sites (honmes, snall
enterprises or nmobile devices), often all traffic at any one tine
will be latency-sensitive. Then Diffserv is of little use. Instead,
we need to renove the causes of any unnecessary del ay.

The bufferbl oat project has shown that excessively-large buffering
(‘bufferbloat’) has been introducing significantly nore delay than
the underlying propagation tine. These delays appear only
intermttently--only when a capacity-seeking (e.g. TCP) flowis long
enough for the queue to fill the buffer, making every packet in other
flows sharing the buffer sit through the queue.

Active queue managenent (AQVM) was originally devel oped to solve this
problem (and others). Unlike Diffserv, which gives lowlatency to
some traffic at the expense of others, AQMcontrols latency for _all_
traffic in a class. In general, AQVs introduce an increasing |eve

of discard fromthe buffer the | onger the queue persists above a
shal | ow threshol d. This gives sufficient signals to capacity-seeking
(aka. greedy) flows to keep the buffer empty for its intended

pur pose: absorbing bursts. However, RED [ RFC2309] and ot her
algorithms fromthe 1990s were sensitive to their configuration and
hard to set correctly. So, AQMwas not w dely depl oyed. More recent
state-of-the-art AQws, e.g. fq CoDel [I-D.ietf-agmfq-codel]

PIE [I-D.ietf-agmpie], Adaptive RED [ AREDO1], define the threshold
intime not bytes, so it is invariant for different Iink rates.

Latency is not our only concern: It was known when TCP was first
devel oped that it would not scale to high bandw dt h-del ay products.
G ven regul ar broadband bit-rates over WAN di stances are

al ready [ RFC3649] beyond the scaling range of ‘classic’ TCP Reno,
‘l ess unscal able’ Cubic [I-D.zi nrermann-tcpm cubi c] and

Conpound [1-D. sridharan-tcpmctcp] variants of TCP have been
successful ly depl oyed. However, these are now approaching their
scaling limts. Unfortunately, fully scal able TCPs such as DCTCP
[1-D. bensl ey-tcpmdctcp] cause ‘classic’ TCP to starve itself, which
is why they have been confined to private data centres or research
testbeds (until now).

It turns out that a TCP algorithmlike DCTCP that solves TCP' s

scal ability problem al so solves the | atency problem because the
finer sawteeth cause very little queuing delay. A supporting paper
[DCtt H15] gives the full explanation of why the design solves both
the | atency and the scaling problens, both in plain English and in
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nore precise mathematical form THe explanation is sumarised
wi thout the maths in [I-D. briscoe-agm dual g-coupl ed].

1.2. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119]. 1In this

docunent, these words will appear with that interpretation only when
in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC-2119 significance.

Classic service: The ‘Cassic’ service is intended for all the
behavi ours that currently co-exist with TCP Reno (TCP Cubi c,
Conpound, SCTP, etc).

Low- Lat ency, Low Loss and Scal able (L4S): The ‘L4S service is
i ntended for traffic fromscal able TCP al gorithns such as Data
Centre TCP. But it is also nore general--it will allow a set of
congestion controls with simlar scaling properties to DCTCP (e.qg.
Rel entl ess [ Mat hi s09]) to evol ve.

Both C assic and L4S services can cope with a proportion of
unresponsive or |ess-responsive traffic as well (e.g. DNS, VolP
etc).

Classic ECN: The original Explicit Congestion Notification (ECN)
prot ocol [RFC3168].

1.3. Scope

. The new L4S identifier defined in this specification is applicable
for 1Pv4 and | Pv6 packets (as for classic ECN [RFC3168]). It is
applicable for the unicast, nmulticast and anycast forwardi ng nodes.
It is an orthogonal packet classification to Differentiated Services
(Diffserv [ RFC2474]), therefore it can be applied to any packet in
any Diffserv traffic class. However, as with classic ECN, any
particul ar forwardi ng node m ght not inplement an active queue
managenent algorithmin all its DIffserv queues.

This docunent is intended for experinental status, so it does not
update any standards track RFCs. |If the experinment is successful and
this docunent proceeds to the standards track, it would be expected
to update the specification of ECNin IP and in TCP [ RFC3168]. For
packets carrying the L4S identifier, it would update both the
networ k’ s ECN mar ki ng behavi our and the TCP response to ECN feedback
maki ng them di stinct fromthe behaviours for drop. It would al so
update the specification of ECN in RTP over UDP [ RFC6679] {ToDo: DCCP
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and SCTP refs}. Finally, it would al so obsol ete the experimental ECN
nonce [ RFC3540].

2. L4S Packet Identifier
2.1. L4S Packet Identification Requirenments

Ideally, the identifier for packets using the Low Latency, Low Loss,
Scal abl e t hroughput (L4S) service ought to neet the foll ow ng
requirenents:

0 it SHOULD survive end-to-end between source and destination
applications: across the boundary between host and network,
bet ween i nterconnected networks, and through mni ddl eboxes;

0 it SHOULD be common to | Pv4 and | Pv6;
0 it SHOULD be increnentally depl oyabl e;

0 it SHOULD enable an AQMto cl assify packets encapsul ated by outer
I P or | ower-layer headers;

0 it SHOULD consune mininal extra codepoints;

0 it SHOULD not |lead to sonme packets of a transport-layer flow being
served by a different queue from ot hers.

It is recognised that the chosen identifier is unlikely to satisfy
all these requirenents, particularly given the linited space left in
the | P header. Therefore a conpronise will be necessary, which is
why all the requirements are expressed with the word ' SHOULD not
"MJUST' . Appendi x A discusses the pros and cons of the conprom ses
made in various conpeting identification schemes. The chosen schene
is defined in Section 2.2 bel ow.

Whet her the identifier would be recoverable if the experinent failed

is a factor that could be taken into account. However, this has not

been made a requirenment, because that would favour schemes that woul d
be easier to fail, rather than those nore likely to succeed.

2.2. L4S Packet ldentification

The L4S treatnment is an alternative packet marking treatnent
[RFCA774] to the classic ECN treatnment [RFC3168]. Like classic ECN
it identifies the marking treatnment that network nodes are expected
to apply to L4S packets, and it identifies packets that are expected
to have been sent from hosts applying a broad type of behavi our
terned L4S congestion control
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For a packet to receive L4S treatnment as it is forwarded, the sender
MUST set the ECN field in the | P header (v4 or v6) to the ECT(1)
codepoi nt .

A network node that inplenents the L4S service MJST classify arriving
ECT(1) packets for L4S treatnent and it SHOULD classify arriving CE
packets for L4S treatnment as well. Section 2.3 describes an
exception to this latter rule.

The L4S AQMtreatnment follows sinilar codepoint transition rules to
those in RFC 3168. Specifically, the ECT(1) codepoint MJUST NOT be
changed to any other codepoint than CE, and CE MUST NOT be changed to
any other codepoint. An ECT(1) packet is classified as ECN-capabl e
and, if congestion increases, an L4S AQMalgorithmw || set the ECN
mar ki ng of an increasing proportion of packets to CE, otherw se
forwardi ng packets unchanged as ECT(1). The L4S marking treatnent is
defined in Section 2.4. Under persistent overload conditions, the
AQMwi Il foll ow RFC 3168 and turn off ECN marking, using drop as a
congestion signal until the overload epi sode has subsi ded.

The L4S treatnment is the default for ECT(1) packets in all Diffserv
Cl asses [ RFCA774].

For backward conpatibility, a network node that inplenments the L4S
treatment MJUST al so inplement a classic AQMtreatnment. It MJST
classify arriving ECT(0) and Not-ECT packets for treatnment by the
Classic AQM dassic treatnment nmeans that the AQMwi || mark ECT(0)
packets under the sane conditions as it would drop Not-ECT packets
[ RFC3168] .

L4S Packet ldentification with Transport-Layer Awareness

To implenent the L4S treatnment, a network node does not need to
identify transport-layer flows. Nonetheless, if a network node is
capabl e of identifying transport-layer flows, it SHOULD classify CE
packets for classic ECN [RFC3168] treatment if the nost recent ECT
packet in the same flow was ECT(0). |If a network node does not
identify transport-layer flows, or if the nmost recent ECT packet was
ECT(1), it MJST classify CE packets for L4S treatnent.

Only the nost recent ECT packet of a flowis used to classify a CE
packet, because a sender night have to switch from sending ECT(1)
(L4S) packets to sending ECT(0) (d assic) packets, or back again, in
the mddle of a transport-layer flow. Such a switch-over is likely
to be very rare, but It could be necessary if the path bottl eneck
nmoves from a network node that supports L4S to one that only supports
Classic ECN. Such a change ought to be detectable fromthe change in
RTT vari ation.
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2.4. The Meaning of CE Relative to Drop

The |ikelihood that an AQM drops a Not-ECT O assic packet MJST be
proportional to the square of the likelihood that it would have
marked it if it had been an L4S packet. The constant of
proportionality does not have to be standardised for
interoperability, but a value of 1 is RECOMVENDED.

[1-D. briscoe-agm dual g- coupl ed] . specifies the essential aspects of an
L4S AQM as well as recommendi ng ot her aspects. It gives an exanple
i mpl ementation in an appendi x.

The term ' likelihood is used above to allow for nmarking and droppi ng
to be either probabilistic or deternmnistic. This exanple AQMin
[1-D. briscoe-agm dual g- coupl ed] drops and marks probabilistically, so
the drop probability is arranged to be the square of the marking
probability. Nonetheless, an alternative AQMthat dropped and narked
deterministically would be valid, as long as the dropping frequency
was proportional to the square of the marking frequency.

Note that, contrary to RFC 3168, an AQV i npl ementing the L4S and
Classic treatnments does not nmark an ECT(1) packet under the sane
conditions that it would have dropped a Not-ECT packet. However, it
does mark and ECT(0) packet under the sane conditions that it would
have dropped a Not-ECT packet.

3. | ANA Considerations
This specification contains no | ANA consi derations.

{ToDo: If this specification becomes and experinental RFC, should

| ANA be asked to update <http://ww. iana. org/assi gnments/ipv4-tos-
byt e/i pv4-tos-byte. xhtm #i pv4-tos-byte-1> so that the reference for
the specification of ECT(1) points to this docunent, and CE points to
both RFC3168 and this docunent? | think not, because this
experinental specification will not update RFC3168, which is
standards track.}

4. Security Considerations

Two approaches to assure the integrity of signals using the new
identifer are introduced in Appendix B. 1.
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Appendix A Alternative ldentifiers

Thi s appendix is informative, not normative. It records the pros and
cons of various alternative ways to identify L4S packets to record
the rationale for the choice of ECT(1) (Appendix A 1) as the L4S
identifier. At the end, Appendix A 6 sumarises the distinguishing
features of the leading alternatives,.It is intended to suppl enent,
not replace the detailed text.

The | eading solutions all use the ECN field, sonetinmes in conbination
with the Diffserv field. Both the ECN and Diffserv fields have the
addi ti onal advantage that they are no different in either IPv4 or

I Pv6. A couple of alternatives that use other fields are nentioned
at the end, but it is quickly explained why they are not serious

cont enders.

A.1. ECT(1) and CE codepoints
Definition:
Packets with ECT(1) and conditionally packets with CE would
signify L4S semantics as an alternative to the semantics of

classic ECN [ RFC3168], specifically:

*  The ECT(1l) codepoint would signify that the packet was sent by
an L4S-capabl e sender. Successful negotiation of accurate ECN
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(AccECN) feedback [I-D.ietf-tcpmaccecn-reqs] is a pre-
requisite for a sender to send L4S packets, therefore ECT(1) in
turn signifies that both endpoints support AccECN

* G ven shortage of codepoints, both L4S and cl assi ¢ ECN si des of
an AQM woul d have to use the sanme CE codepoint to indicate that
a packet had experienced congestion. |If a packet that had
al ready been marked CE in an upstream buffer arrived at a
subsequent AQM this AQM woul d then have to guess whether to
classify CE packets as L4S or classic ECN. Choosing the L4S
treatnent would be a safer choice, because then a few classic
packets mght arrive early, rather than a few L4S packets
arriving | ate;

* Additional information mght be available if the classifier
were transport-aware. Then it could classify a CE packet for
classic ECN treatnent if the nost recent ECT packet in the sane
fl ow had been marked ECT(0). However, the L4S service should
not need tranport-Ilayer awareness;

Cons:

Consunes the | ast ECN codepoint: The L4S service is intended to
supersede the service provided by classic ECN, therefore using
ECT(1) to identify L4S packets could ultimately nean that the
ECT(0) codepoint was ‘wasted’ purely to distinguish one form of
ECN fromits successor;

ECN hard in sonme lower layers: It is not always possible to support
ECN in an AQM acting in a buffer below the IP |ayer
[I-D.ietf-tsvwg-ecn-encap-guidelines]. |In such cases, the L4S

service would have to drop rather than mark frames even though
they m ght contain an ECN capabl e packet. However, such cases
woul d be unusual

Ri sk of reordering classic CE packets: Having to classify all CE
packets as L4S risks sone classic CE packets arriving early, which
is a formof reordering. Reordering can cause the TCP sender to
retransmt spuriously. However, one or two packets delivered
early does not cause any spurious retransni ssions because the
subsequent packets continue to nove the cunul ati ve acknow edgenent
boundary forwards. Anyway, even the risk of reordering would be
| ow, because: i) it is quite unusual to experience nore than one
bottl eneck queue on a path; ii) even then, reordering would only
occur if there was sinmultaneous mxing of classic and L4S traffic,
whi ch woul d be nore unlikely in an access link, which is where
nost bottl enecks are located; iii) even then, spurious
retransm ssions would only occur if a contiguous sequence of three
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or nore classic CE packets fromone bottleneck arrived at the
next, which should in itself happen very rarely with a good AQM
The risk would be conpletely elimnated in AQVs that were
transport-aware (but they should not need to be);

Non- L4S service for control packets: The classic ECN RFCs [ RFC3168]
and [ RFC5562] require a sender to clear the ECN field to Not-ECT
for retransm ssions and certain control packets specifically pure
ACKs, wi ndow probes and SYNs. \When L4S packets are classified by
the ECN field al one, these control packets would not be classified
into an L4S queue, and could therefore be delayed relative to the
ot her packets in the flow. This would not cause re-ordering
(because retransmi ssions are already out of order, and the contro
packets carry no data). However, it would make critical contro
packets nmore vulnerable to | oss and del ay. {ToDo: Discuss the
Iikelihood that all these packets m ght be nade ECN-capable in
future.}

Pros:

Shoul d work e2e: The ECN field generally works end-to-end across the
Internet. Unlike the DSCP, the setting of the ECN field is at
| east forwarded unchanged by networks that do not support ECN, and
networks rarely clear it to zero

Should work in tunnels: Unlike Diffserv, ECNis defined to al ways
wor k across tunnels. However, tunnels do not always inplenent ECN
processing as they should do, particularly because | Psec tunnels
were defined differently for a few years.

Could migrate to one codepoint: |If all classic ECN senders
eventually evolve to use the L4S service, the ECT(0) codepoint
could be reused for sone future purpose, but only once use of
ECT(0) packets had reduced to zero, or near-zero, which night
never happen.

ECN Plus a Diffserv Codepoi nt (DSCP)

Definition:
For packets with a defined DSCP, all codepoints of the ECN field
(except Not-ECT) would signify alternative L4S semantics to those

for classic ECN [ RFC3168], specifically:

* The L4S DSCP would signifiy that the packet canme from an L4S-
capabl e sender;
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* ECT(0) and ECT(1) would both signify that the packet was
travel ling between transport endpoints that were both ECN
capabl e and supported accurate ECN feedback
[I-D.ietf-tcpmaccecn-regs];

* CE would signify that the packet had been nmarked by an AQM
i mpl emrenting the L4S service.

Use of a DSCP is the only approach for alternative ECN senantics
given as an exanple in [RFC4774]. However, it was perhaps consi dered
nore for controlled environnents than new end-to-end services;

Cons:

Consunmes DSCP pairs: A DSCP is obviously not orthogonal to Diffserv.
Theref ore, wherever the L4S service is applied to nultiple
Di ffserv scheduling behaviours, it would be necessary to repl ace
each DSCP with a pair of DSCPs.

Uses critical |ower-layer header space: The resulting increased
nunber of DSCPs mi ght be hard to support for sonme | ower |ayer
technol ogies, e.g. 802.1p and MPLS both offer only 3-bits for a
maxi mum of 8 traffic class identifiers. Although L4S should
reduce and possibly renove the need for sone DSCPs intended for
differenti ated queuing delay, it will not renove the need for
Diffserv entirely, because Diffserv is also used to allocate
bandwi dth, e.g. by prioritising some classes of traffic over
others when traffic exceeds avail abl e capacity.

Not end-to-end (host-network): Very few networks honour a DSCP set
by a host. Typically a network will zero (bleach) the D ffserv
field fromall hosts. Sometines networks will attenpt to identify
applications by some form of packet inspection and, based on
network policy, they will set the DSCP consi dered appropriate for
the identified application. Network-based application
identification m ght use sone conbi nati on of protocol ID, port
numbers(s), application |ayer protocol headers, |P address(es),
VLAN I D(s) and even packet tim ng.

Not end-to-end (network-network): Very few networks honour a DSCP
received froma nei ghbouring network. Typically a network will
zero (bleach) the Diffserv field fromall neighbouring networks at
an interconnection point. Sonetines bilateral arrangenents are
made between networ ks, such that the receiving network renmarks
some DSCPs to those it uses for roughly equival ent services. The
I'ikelihood that a DSCP will be bl eached or ignored depends on the
type of DSCP:
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Local -use DSCP: These tend to be used to inplenment application-
specific network policies, but a bilateral arrangenent to
remark certain DSCPs is often applied to DSCPs in the |ocal-use
range sinply because it is easier not to change all of a
network’s internal configurations when a new arrangenent is
made with a nei ghbour;

d obal -use DSCP: These do not tend to be honoured across network
i nterconnections nore than |ocal -use DSCPs. However, if two
net wor ks deci de to honour certain of each other’s DSCPs, the
reconfiguration is a little easier if both of their globally
recogni sed services are already represented by the rel evant
gl obal - use DSCPs.

Note that today a gl obal -use DSCP gives little nore assurance
of end-to-end service than a |ocal -use DSCP. In future the
gl obal -use range ni ght gi ve nore assurance of end-to-end
service than local -use, but it is unlikely that either
assurance will be high, particularly given the hosts are
included in the end-to-end path.

Not all tunnels: Diffserv codepoints are often not propagated to the
out er header when a packet is encapsul ated by a tunnel header
DSCPs are propagated to the outer of uniformnode tunnels, but not
pi pe node [ RFC2983], and pipe node is fairly comon.

ECN hard in some |ower |ayers:: Because this approach uses both the
Diffserv and ECN fields, an AQMwi | only work at a |ower |ayer if
both can be supported. |f individual network operators wi shed to

depl oy an AQM at a | ower |ayer, they would usually propagate an |IP
D ffserv codepoint to the |ower |ayer, using for exanple | EEE

802. 1p. However, the ECN capability is harder to propagate down
to | ower | ayers because few | ower |ayers support it.

Pros:

Could migrate to e2e: If all usage of classic ECN migrates to usage
of L4S, the DSCP woul d becone redundant, and the ECN capability
al one could eventually identify L4S packets wi thout the
i nterconnection problens of Diffserv detail ed bel ow, and wi thout
havi ng pernanently consuned nore than one codepoint in the IP
header. Although the DSCP does not generally function as an end-
to-end identifier (see below), it could be used initially by
i ndividual 1SPs to introduce the L4S service for their own locally
generated traffic;

De Schepper, et al. Expires April 21, 2016 [ Page 16]



Internet-Draft ECN Semantics for Low Queui ng Del ay Cct ober 2015

ECN capability al one
Defini tion:

Thi s approach uses ECN capability alone as the L4S identifier. It
is only feasible if classic ECN is not wi dely deployed. The
specific definition of codepoints would be:

* Any ECN codepoint other than Not-ECT would signify an L4S-
capabl e sender, which in turn would indicate that both
transports supported accurate ECN feedback
[I-D.ietf-tcpmaccecn-reqs];

* ECN codepoi nts would not be used for classic ECN, and the
cl assic network service would only be used for Not-ECT packets.

This approach would only be feasible if

A. it was generally agreed that there was little chance of any
cl assi ¢ ECN depl oynment in any network;

B. developers of operating systens for user devices would only
enabl e ECN by default once the TCP stack inpl enented accurate
ECN [I-D.ietf-tcpmaccecn-reqs] including requesting it by
def aul t;

C. hosts would only negotiate accurate ECN if they supported L4S

behaviour. In other words, devel opers of client OSs would al
have to agree not to encourage further depl oynent of classic
ECN.

Cons:

Near - i nf easi bl e depl oynent constraints: The constraints for
depl oynent above represent a highly unlikely set of circunstances,
but not conpletely inpossible. |f, despite the above neasures, a
pair of hosts did negotiate to use classic ECN, their packets
woul d be classified into the same queue as L4S traffic, and if
they had to conpete with a long-running L4S flow they would get a
very snall capacity share;

ECN hard in sonme |lower |ayers: See the sane issue with "ECT(1) and
CE codepoi nts" (Appendi x A 1);

Non- L4S service for control packets: See the same issue with "ECT(1)
and CE codepoi nts" (Appendix A 1).

Pr os:
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Consunes no additional codepoints: The ECT(1l) codepoint and al
spare Diffserv codepoints would rermain avail able for future use;

Shoul d work e2e: As with "ECT(1) and CE codepoi nts" (Appendix A 1);

Should work in tunnels: As with "ECT(1) and CE codepoints"
(Appendi x A. 1).

Protocol ID

It has been suggested that a new IDin the | Pv4 Protocol field or the
| Pv6 Next Header field could identify L4S packets. However this
approach is rul ed out by nunerous probl ens:

0 A new protocol ID would need to be paired with the old one for
each transport (TCP, SCTP, UDP, etc.);

o In IPv6, there can be a sequence of Next Header fields, and it
woul d not be obvi ous which one woul d be expected to identify a
network service |like L4S

0 A new protocol IDwuld rarely provide an end-to-end servi ce,
because It is well-known that new protocol IDs are often bl ocked
by nunerous types of mi ddl ebox;

0 The approach is not a solution for AQWw below the I P | ayer;
Source or destination addressing

Locally, a network operator could arrange for L4S service to be
appl i ed based on source or destination addressing, e.g. packets from
its own data centre and/or CDN hosts, packets to its business
custoners, etc. It could use addressing at any |ayer, e.g. |IP
addresses, MAC addresses, VLAN IDs, etc. Although addressing night
be a useful tactical approach for a single ISP, it would not be a
feasi bl e approach to identify an end-to-end service like L4S. Even
for a single ISP, it would require packet classifiers in buffers to
be dependent on changi ng topol ogy and address all ocation deci sions
el sewhere in the network. Therefore this approach is not a feasible
sol uti on.

Sunmary: Merits of Alternative ldentifiers
Table 1 provides a very high | evel summary of the pros and cons

det ai | ed agai nst the schenes described respectively in Appendix A 2
Appendi x A 3 and Appendi x A 1, for six issues that set them apart.

Schepper, et al. Expires April 21, 2016 [ Page 18]



Internet-Draft ECN Semantics for Low Queui ng Del ay Cct ober 2015

oo Fom e e T Fom e e +
| Issue [ DSCP + ECN [ ECN | ECT(1) + CE [
S e m e e e e e e oo - Fomm e o e m e e e e e e oo - +
[ | initial eventual | initial | initial event ual

I I I I I
| end-to-end | N. . 0?70 Y | .Y Y

| tunnels | . O. . 0. ? . ? Y |
| lower layers | N. ?2 0 o. | . O. ?
| codepoints | N. ? Y | N. . ?

| reordering [ Y Y | Y O. ?
| ctrl pkts | Y Y | o. | O. ?
I I I I I
I I | Note 1 | I
B Fom e e e e e e e e oo Fomm e oo - Fom e e e e e e e e oo +

Note 1. Only feasible if classic ECN is obsol ete.
Tabl e 1: Conparison of the Merits of Three Alternative lIdentifiers

The schenes are scored based on both their capabilities now
("initial’) and in the long term ('’ eventual’). The 'ECN schene
shares the 'eventual’ scores of the "ECT(0) + CE schenme. The scores
are one of 'N, O Y', neaning 'Poor’, 'Ordinary, ’'Good

respectively. The same scores are aligned vertically to aid the eye.
A score of "?" in one of the positions nmeans that this approach mi ght
optinmsitically become this good, given sufficient effort. The table
is not neant to be understandable without referring to the text.

Appendi x B. Potential Conpeting Uses for the ECT(1) Codepoint

The ECT(1) codepoint of the ECN field has already been assigned once
for experinmental use [RFC3540]. ECN is probably the only remaining
field in the Internet Protocol that is common to | Pv4 and | Pv6 and
still has potential to work end-to-end, with tunnels and with | ower

| ayers. Therefore, ECT(1) should not be reassigned to a different
experinental use without carefully assessing conpeting potentia
uses. These fall into the follow ng categories:

B.1. Integrity of Congestion Feedback

Recei ving hosts can fool a sender into downl oading faster by
suppressi ng feedback of ECN marks (or loss if retransm ssions are not
necessary or avail able otherw se). [RFC3540] proposes that a TCP
sender could set either ECT(0) or ECT(1l) in each packet of a flow and
remenber the pattern, terned the ECN nonce. |If any packet is lost or
congestion marked, the receiver will miss that bit of the sequence

An ECN Nonce receiver has to feed back the | east significant bit of
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the sum so it cannot suppress feedback of a loss or mark w thout a
50-50 chance of guessing the sumincorrectly.

As far as is known, the ECN Nonce has never been deployed, and it was
only inplenmented for a couple of testbed evaluations. |t would be
nearly inpossible to depl oy now, because any ni sbehaving receiver can
simply opt-out, which would be unrenarkabl e given all receivers
currently opt-out.

O her ways to protect TCP feedback integrity have since been
devel oped that do not consune any extra codepoints. For instance:

o the sender can test the integrity of the receiver’s feedback by
occasionally setting the IP-ECN field to a value normally only set
by the network. Then it can test whether the receiver’s feedback
faithfully reports what it expects [I-D. noncaster-tcpmrcv-cheat].
This works for loss and it will work for the accurate ECN feedback
[I-Dietf-tcpmaccecn-reqgs] intended for LA4S;

0 A network can enforce a congestion response to its ECN marki ngs
(or packet |osses) by auditing congestion exposure (ConEx)
[I-D.ietf-conex-abstract-nech]. Wether the receiver or a
downstream network i s suppressing congestion feedback or the
sender is unresponsive to the feedback, or both, ConEx audit can
neutral i se any advantage that any of these three parties would
ot herw se gai n.

ECN in RTP [ RFC6679] is defined so that the receiver can ask the
sender to send all ECT(0); all ECT(1); or both randomy. It
reconmends that the receiver asks for ECT(0), which is the default.
The sender can choose to ignore the receiver’s request. A rather
compl ex but optional nonce nechaismwas included in early drafts of
RFC 6679, but it was replaced with a statenent that a nonce nechani sm
is not specified, explaining that m sbehaving receivers could opt-out
anyway. RFC 6679 as published gives no rationale for why ECT(1) or
"random night be needed, but it warns that 'randomi woul d nake
header conpression highly inefficient. The possibility of using
ECT(1) may have been left in the RFC to allow a nonce mechanismto be
added | ater.

Therefore, it seens unlikely that anyone has inpl enented the optiona
use of ECT(1) for RTP, it even if they have, it seens even |ess
likely that any deploynment actually uses it. However these
assunptions will need to be verified.
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B.2. Notification of Less Severe Congestion than CE

Various researchers have proposed to use ECT(1) as a | ess severe
congestion notification than CE, particularly to enable flows to fil
avai l abl e capacity nore quickly after an idle period, when another
flow departs or when a flow starts, e.g. VCP [VCP], Qeue View (QV)
[QV] {ToDo: Jonathan Morton’s ELR if relevant once the pronised
write-up appears}.

Bef ore assigning ECT(1) as an identifer for L4S, we nust carefully
consi der whether it mght be better to hold ECT(1) in reserve for
future standardi sation of rapid flow acceleration, which is an

i nportant and enduring problem [ RFC6077] .

Pre- Congestion Notification (PCN) is another schene that assigns
alternative semantics to the ECN field. It uses ECT(1l) to signify a
| ess severe | evel of pre-congestion notification than CE [ RFC6660].
However, the ECN field only takes on the PCN senantics if packets
carry a Diffserv codepoint defined to indicate PCN marking within a
controlled environment. PCN is required to be applied solely to the
out er header of a tunnel across the controlled region in order not to
interfere with any end-to-end use of the ECN field. Therefore a PCN
region on the path would not interfere with any of the L4S service
identifiers proposed in Appendi x A
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