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Abst ract

Thi s docunent presents a high-level overview architecture for
buil di ng overlay networks in NVO3. The architecture is given at a
hi gh-1 evel , showi ng the maj or conponents of an overall system An
important goal is to divide the space into individual snaller
conmponents that can be inplenmented i ndependently and with clear
interfaces and interactions with other conponents. It should be
possible to build and inplement individual conmponents in isolation
and have themwork with ot her conponents with no changes to other
components. That way inplenenters have flexibility in inplenmenting
i ndi vi dual conponents and can optim ze and innovate within their
respective conponents without requiring changes to other conponents.
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1. Introduction

Thi s docunent presents a high-level architecture for building overlay
networks in NVO3. The architecture is given at a high-level, show ng
the maj or conmponents of an overall system An inportant goal is to
di vide the space into snaller individual conponents that can be

i mpl enment ed i ndependently and with clear interfaces and interactions
with ot her conponents. It should be possible to build and inpl enent

i ndi vi dual conponents in isolation and have themwork with other
components with no changes to other conponents. That way

i mpl ementers have flexibility in inplenenting individual conponents
and can optinize and innovate within their respective conponents

wi t hout necessarily requiring changes to other conponents.

The notivation for overlay networks is given in [ RFC7364].
"Framework for DC Network Virtualization" [RFC7365] provides a
framework for discussing overlay networks generally and the various
conmponents that nust work together in building such systens. This
docunment differs fromthe framework docunment in that it doesn’t
attenpt to cover all possible approaches within the general design
space. Rather, it describes one particul ar approach
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2. Term nol ogy

Thi s docunment uses the same term nology as [RFC7365]. In addition
the following terns are used:

NV Domain A Network Virtualization Domain is an administrative
construct that defines a Network Virtualization Authority (NVA),
the set of Network Virtualization Edges (NVEs) associated with
that NVA, and the set of virtual networks the NVA manages and
supports. NVEs are associated with a (logically centralized) NVA,
and an NVE supports communi cation for any of the virtual networks
in the donmain.

NV Regi on A region over which information about a set of virtua
networks is shared. The degenerate case of a single NV Domnain
corresponds to an NV region corresponding to that domain. The
nore interesting case occurs when two or nore NV Donains share
i nformation about part or all of a set of virtual networks that
they manage. Two NVAs share information about particular virtua
net wor ks for the purpose of supporting connectivity between
tenants located in different NV Domains. NVAs can share
i nformati on about an entire NV donmain, or just individual virtua
net wor ks.

Tenant System ldentifier (TSI) Interface to a Virtual Network as
presented to a Tenant System The TSI logically connects to the
NVE via a Virtual Access Point (VAP). To the Tenant System the
TSI is like a NIC, the TSI presents itself to a Tenant Systemas a
normal network interface.

VLAN Unl ess stated otherwi se, the terms VLAN and VLAN Tag are used
in this docunent denote a C VLAN [I EEE-802.1Q and the terns are
used interchangeably to inprove readability.

3. Background

Overl ay networks are an approach for providing network virtualization
services to a set of Tenant Systenms (TSs) [RFC7365]. Wth overlays,
data traffic between tenants is tunnel ed across the underlying data
center’'s I P network. The use of tunnels provides a nunber of
benefits by decoupling the network as viewed by tenants fromthe
under |l yi ng physical network across which they communi cate.

Tenant Systems connect to Virtual Networks (VNs), with each VN having
associated attributes defining properties of the network, such as the
set of menbers that connect to it. Tenant Systens connected to a
virtual network typically comunicate freely with other Tenant
Systenms on the same VN, but comunicati on between Tenant Systemnms on
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one VN and those external
connected to the Internet)

policy.

A Network Virtualization Edge (NVE) [ RFC7365]
i mpl ements the overlay functionality.

Network Virtualization

Cct ober 2015

to the VN (whet her on another VN or
is carefully controlled and governed by

is the entity that
An NVE resides at the boundary

bet ween a Tenant System and the overlay network as shown in Figure 1.
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Figure 1: NVO3 Ceneric Reference Mbdel

The followi ng subsections describe key aspects of an overlay system

in nore detail.

vs. | P) provided to Tenant Systens.
nore detail.
Aut hority,
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Section 3.4 provides background on VM orchestration systens and their
use of virtual networks.

3.1. VN Service (L2 and L3)

A Virtual Network provides either L2 or L3 service to connected
tenants. For L2 service, VNs transport Ethernet franes, and a Tenant
Systemis provided with a service that is anal ogous to being
connected to a specific L2 CGVLAN. L2 broadcast franmes are generally
delivered to all (and nulticast franes delivered to a subset of) the
other Tenant Systens on the VN. To a Tenant System it appears as if
they are connected to a regular L2 Ethernet link. Wthin NVG3,
tenant frames are tunneled to renote NVEs based on the MAC addresses
of the frame headers as originated by the Tenant System On the
underl ay, NVO3 packets are forwarded between NVEs based on the outer
addresses of tunnel ed packets.

For L3 service, VNs transport |P datagranms, and a Tenant Systemis
provided with a service that only supports IP traffic. Wthin NVG3,
tenant frames are tunneled to renote NVEsS based on the | P addresses
of the packet originated by the Tenant System any L2 destination
addresses provided by Tenant Systens are effectively ignored. For L3
service, the Tenant Systemw ||l be configured with an |IP subnet that
is effectively a point-to-point link, i.e., having only the Tenant
System and a next-hop router address on it.

L2 service is intended for systens that need native L2 Ethernet
service and the ability to run protocols directly over Ethernet

(i.e., not based on IP). L3 service is intended for systens in which
all the traffic can safely be assuned to be IP. It is inportant to
note that whether NVO3 provides L2 or L3 service to a Tenant System
the Tenant System does not generally need to be aware of the
distinction. In both cases, the virtual network presents itself to
the Tenant Systemas an L2 Ethernet interface. An Ethernet interface
is used in both cases sinply as a widely supported interface type
that essentially all Tenant Systens already support. Consequently,
no special software is needed on Tenant Systens to use an L3 vs. an
L2 overlay service.

NVO3 can al so provide a conbined L2 and L3 service to tenants. A
conbi ned service provides L2 service for intra-VN comunication, but
al so provides L3 service for L3 traffic entering or |leaving the VN
Architecturally, the handling of a conbined L2/L3 service in NVOB is
intended to match what is conmonly done today in non-overlay
environments by devices providing a conbined bridge/router service.
Wth conbined service, the virtual network itself retains the
semantics of L2 service and all traffic is processed according to its

Bl ack, et al. Expires April 21, 2016 [ Page 6]



Internet-Draft Overlays for Network Virtualization Cct ober 2015
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3.

3.

1.
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L2 semantics. In addition, however, traffic requiring | P processing
is also processed at the IP |evel

The | P processing for a conbined service can be inplenented on a

st andal one device attached to the virtual network (e.g., an IP
router) or inplemented locally on the NVE (see Section 5.4 on
Distributed Gateways). For unicast traffic, NVE inplenentation of a
combi ned service may result in a packet being delivered to another TS
attached to the same NVE (on either the sane or a different VN) or
tunneled to a renpte NVE, or even forwarded outside the NVG3 domai n.
For multicast or broadcast packets, the conbination of NVE L2 and L3
processing nmay result in copies of the packet receiving both L2 and
L3 treatnents to realize delivery to all of the destinations
involved. This distributed NVE inplenmentation of IP routing results
in the same network delivery behavior as if the L2 processing of the
packet included delivery of the packet to an IP router attached to
the L2 VN as a TS, with the router having additional network
attachnents to other networks, either virtual or not.

1. VLAN Tags in L2 Service

An NVO3 L2 virtual network service may include encapsul ated L2 VLAN
tags provided by a Tenant System but does not use encapsul ated tags
i n deciding where and how to forward traffic. Such VLAN tags can be
passed through, so that Tenant Systens that send or expect to receive
them can be supported as appropri ate.

The processing of VLAN tags that an NVE receives froma TS is
controlled by settings associated with the VAP. Just as in the case
with ports on Ethernet switches, a nunber of settings could be

i magi ned. For exanple, C TAGs can be passed through transparently,
they coul d al ways be stripped upon receipt froma Tenant System they
coul d be conpared against a list of explicitly configured tags, etc.

Note that the handling of CVIDs has additional conplications, as
described in Section 4.2.1 bel ow.

2. TTL Consi derations

For L3 service, Tenant Systens shoul d expect the TTL of the packets
they send to be decrenented by at least 1. For L2 service, the TTL
on packets (when the packet is IP) is not nodified.

Network Virtualizati on Edge (NVE)
Tenant Systens connect to NVEsS via a Tenant System lInterface (TSI).

The TSI logically connects to the NVE via a Virtual Access Point
(VAP) and each VAP is associated with one Virtual Network as shown in
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Figure 2. To the Tenant System the TSI is like a NIC, the TS
presents itself to a Tenant System as a normal network interface. On
the NVE side, a VAP is a logical network port (virtual or physical)
into a specific virtual network. Note that two different Tenant
Systens (and TSIs) attached to a common NVE can share a VAP (e.qg.

TS1 and TS2 in Figure 2) so long as they connect to the sane Virtua
Net wor K.

[ Data Center Network (IP) [

| Tunnel Overl ay |

B o m e e e oo + o m e e e oo B +
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Fi gure 2: NVE Reference Mde

The Overlay Mdul e performs the actual encapsul ation and
decapsul ati on of tunnel ed packets. The NVE naintains state about the
virtual networks it is a part of so that it can provide the Overlay
Modul e with such information as the destination address of the NVE to
tunnel a packet to, or the Context ID that should be placed in the
encapsul ati on header to identify the virtual network that a tunnel ed
packet bel ongs to.

On the data center network side, the NVE sends and receives native |IP
traffic. Wien ingressing traffic froma Tenant System the NVE
identifies the egress NVE to which the packet should be sent, adds an
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overlay encapsul ati on header, and sends the packet on the underl ay
network. When receiving traffic froma remote NVE, an NVE strips off
the encapsul ati on header, and delivers the (original) packet to the
appropriate Tenant System Wen the source and destination Tenant
System are on the sane NVE, no encapsul ation is needed and the NVE
forwards traffic directly.

Conceptually, the NVE is a single entity inplenenting the NVO3
functionality. |In practice, there are a nunber of different
i mpl ement ati on scenari os, as described in detail in Section 4.

3.3. Network Virtualization Authority (NVA)

Address di ssem nation refers to the process of |earning, building and
di stributing the mapping/forwarding i nformati on that NVES need in
order to tunnel traffic to each other on behal f of comrunicating
Tenant Systens. For exanple, in order to send traffic to a renote
Tenant System the sending NVE nust know the destination NVE for that
Tenant System

One way to build and nmaintain mapping tables is to use |earning, as
802.1 bridges do [I EEE-802.1Q . Wen forwarding traffic to nulticast
or unknown uni cast destinations, an NVE could sinply flood traffic.
While flooding works, it can lead to traffic hot spots and can | ead
to problens in |arger networks.

Alternatively, to reduce the scope of where flooding nust take place,
or to elimnate it all together, NVEs can make use of a Network
Virtualization Authority (NVA). An NVA is the entity that provides
address mappi ng and other information to NVEs. NVEs interact with an
NVA to obtain any required address mapping information they need in
order to properly forward traffic on behalf of tenants. The term NVA
refers to the overall system w thout regards to its scope or how it
is inplemented. NVAs provide a service, and NVEs access that service
via an NVE-to-NVA protocol as discussed in Section 4. 3.

Even when an NVA is present, Ethernet bridge MAC address |earning
could be used as a fallback mechanism should the NVA be unable to
provi de an answer or for other reasons. This docunment does not

consi der fl ooding approaches in detail, as there are a nunber of
benefits in using an approach that depends on the presence of an NVA

For the rest of this docunent, it is assuned that an NVA exists and
wi || be used. NVAs are discussed in nore detail in Section 7.
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3.4. VM Orchestration Systens

VM or chestration systens manage server virtualization across a set of
servers. Although VM nmanagenent is a separate topic from network
virtualization, the two areas are closely related. Managing the
creation, placenment, and novenment of VMs al so involves creating,
attaching to and detaching fromvirtual networks. A nunber of

exi sting VM orchestration systens have incorporated aspects of
virtual network nmanagenent into their systens.

Note al so, that although this section uses the term"VM and
"hypervi sor" throughout, the same issues apply to other
virtualization approaches, including Linux Containers (LXC), BSD
Jails, Network Service Appliances as discussed in Section 5.1, etc..
From an NVO3 perspective, it should be assunmed that where the
docunent uses the term"VM and "hypervisor", the intention is that
the di scussion also applies to other systens, where, e.g., the host
operating systemplays the role of the hypervisor in supporting
virtualization, and a container plays the equivalent role as a VM

When a new VMinmage is started, the VMorchestration system

det erm nes where the VM should be placed, interacts with the

hypervi sor on the target server to load and start the VM and controls
when a VM shoul d be shutdown or nigrated el sewhere. VM orchestration
systens al so have know edge about how a VM should connect to a

net wor k, possibly including the name of the virtual network to which
a VMis to connect. The VM orchestration system can pass such
information to the hypervisor when a VMis instantiated. VM
orchestrati on systens have significant (and sonetines gl obal)

know edge over the domain they nmanage. They typically know on what
servers a VMis running, and nmeta data associated with VMinmages can
be useful froma network virtualization perspective. For exanple,
the meta data may include the addresses (MAC and IP) the VMs will use
and the nanme(s) of the virtual network(s) they connect to.

VM orchestration systenms run a protocol with an agent running on the
hypervi sor of the servers they manage. That protocol can also carry
i nformati on about what virtual network a VMis associated with. Wen
the orchestrator instantiates a VM on a hypervisor, the hypervisor
interacts with the NVE in order to attach the VMto the virtual
networks it has access to. 1In general, the hypervisor will need to
communi cate significant VM state changes to the NVE. 1In the reverse
direction, the NVE may need to conmuni cate network connectivity

i nformati on back to the hypervisor. Exanple VM orchestration systens
in use today include VMvare’ s vCenter Server, Mcrosoft’s System
Center Virtual Machi ne Manager, and systens based on OpenStack and
its associated plugins (e.g., Nova and Neutron). Both can pass

i nformati on about what virtual networks a VM connects to down to the
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hypervi sor. The protocol used between the VM orchestration system
and hypervisors is generally proprietary.

It should be noted that VM orchestration systens may not have direct
access to all networking related infornmation a VM uses. For exanpl e,
a VM may meke use of additional |IP or MAC addresses that the VM
managenent systemis not aware of.

4. Network Virtualization Edge (NVE)

As introduced in Section 3.2 an NVE is the entity that inplenments the
overlay functionality. This section describes NVEs in nore detail.
An NVE will have two external interfaces:

Tenant System Facing: On the Tenant System facing side, an NVE
interacts with the hypervisor (or equivalent entity) to provide
the NVO3 service. An NVE will need to be notified when a Tenant
System "attaches" to a virtual network (so it can validate the
request and set up any state needed to send and receive traffic on
behal f of the Tenant Systemon that VN). Likew se, an NVE will
need to be informed when the Tenant System "detaches"” fromthe
virtual network so that it can reclaimstate and resources
appropriately.

Data Center Network Facing: On the data center network facing side,
an NVE interfaces with the data center underlay network, sending
and receiving tunnel ed TS packets to and fromthe underlay. The
NVE nmay al so run a control protocol with other entities on the
network, such as the Network Virtualization Authority.

4.1. NVE Co-located Wth Server Hypervisor

When server virtualization is used, the entire NVE functionality wll
typically be inplenented as part of the hypervisor and/or virtua
switch on the server. |In such cases, the Tenant Systeminteracts
with the hypervisor and the hypervisor interacts with the NVE
Because the interaction between the hypervisor and NVE is inpl enented
entirely in software on the server, there is no "on-the-wire"

prot ocol between Tenant Systems (or the hypervisor) and the NVE that
needs to be standardized. Wiile there may be APls between the NVE
and hypervi sor to support necessary interaction, the details of such
an APl are not in-scope for the |ETF to work on

I mpl enenting NVE functionality entirely on a server has the

di sadvant age that server CPU resources nust be spent inplenenting the
NVQ3 functionality. Experinentation with overlay approaches and
previ ous experience with TCP and checksum adapter of fl oads suggests
that offloading certain NVE operations (e.g., encapsul ation and
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decapsul ati on operations) onto the physical network adapter can
produce performance advantages. As has been done with checksum and/
or TCP server offload and other optim zati on approaches, there may be
benefits to offloadi ng commbn operations onto adapters where

possi ble. Just as inportant, the addition of an overlay header can
di sabl e exi sting adapter offl oad capabilities that are generally not
prepared to handl e the addition of a new header or other operations
associ ated with an NVE.

Wil e the exact details of howto split the inplenentation of
specific NVE functionality between a server and its network adapters
is an inplenentation matter and outside the scope of |ETF
standardi zati on, the NVO3 architecture should be cogni zant of and
support such separation. ldeally, it may even be possible to bypass
the hypervisor completely on critical data path operations so that
packets between a TS and its VN can be sent and received without
havi ng the hypervisor involved in each individual packet operation

4.2. Split-NVE

Anot her possible scenario |leads to the need for a split NVE

i npl ementation. An NVE running on a server (e.g. within a

hypervi sor) could support NVO3 towards the tenant, but not perform
all NVE functions (e.g., encapsulation) directly on the server; sone
of the actual NVOG3 functionality could be inplenented on (i.e.

of fl oaded to) an adjacent switch to which the server is attached.
Wil e one could i magi ne a nunber of link types between a server and
the NVE, one sinple deploynent scenario would involve a server and
NVE separated by a sinple L2 Ethernet link. A nore conplicated
scenari o woul d have the server and NVE separated by a bridged access
network, such as when the NVE resides on a ToR, with an enbedded
switch residing between servers and the ToR

For the split NVE case, protocols will be needed that allow the
hypervi sor and NVE to negotiate and setup the necessary state so that
traffic sent across the access |link between a server and the NVE can
be associated with the correct virtual network instance.
Specifically, on the access link, traffic belonging to a specific
Tenant System woul d be tagged with a specific VLAN C TAG t hat
identifies which specific NVOB virtual network instance it connects
to. The hypervisor-NVE protocol would negotiate which VLAN CTAG to
use for a particular virtual network instance. Mre details of the
protocol requirenments for functionality between hypervisors and NVEs
can be found in [I-D.ietf-nvo3-nve-nva-cp-req].
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4.2.1. Tenant VLAN handling in Split-NVE Case

Preserving tenant VLAN tags across NVO3 as described in Section 3.1.1
poses additional conplications in the split-NVE case. The portion of
the NVE that perforns the encapsul ation function needs access to the
specific VLAN tags that the Tenant Systemis using in order to
include themin the encapsul ated packet. Wen an NVE is inpl enented
entirely within the hypervisor, the NVE has access to the conplete
ori gi nal packet (including any VLAN tags) sent by the tenant. In the
split-NVE case, however, the VLAN tag used between the hypervisor and
of fl oaded portions of the NVE nornally only identify the specific VN

that traffic belongs to. 1In order to allow a tenant to preserve VLAN
information in the split-NVE case, additional mechanisnms woul d be
needed.

4, 3. NVE St ate

NVEs nmaintain internal data structures and state to support the
sending and receiving of tenant traffic. An NVE may need sone or al
of the follow ng information

1. An NVE keeps track of which attached Tenant Systens are connected
to which virtual networks. Wen a Tenant System attaches to a
virtual network, the NVE will need to create or update |oca
state for that virtual network. Wen the |ast Tenant System
detaches froma given VN, the NVE can reclaimstate associ at ed
with that VN

2. For tenant unicast traffic, an NVE nmaintains a per-VN table of
mappi ngs from Tenant System (i nner) addresses to renote NVE
(outer) addresses.

3. For tenant multicast (or broadcast) traffic, an NVE maintains a
per-VN tabl e of mappings and other information on how to deliver

tenant nulticast (or broadcast) traffic. |[If the underlying
network supports IP multicast, the NVE could use IP nmulticast to
deliver tenant traffic. In such a case, the NVE would need to

know what | P underlay multicast address to use for a given VN
Alternatively, if the underlying network does not support
mul ti cast, an NVE coul d use serial unicast to deliver traffic.

In such a case, an NVE woul d need to know which renote NVEs are
participating in the VNN An NVE coul d use both approaches,

swi tching fromone node to the other depending on such factors as
bandwi dth efficiency and group nmenbershi p sparseness.

4. An NVE nmintains necessary information to encapsul ate out goi ng

traffic, including what type of encapsul ation and what value to
use for a Context ID within the encapsul ati on header
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5. In order to deliver incom ng encapsul ated packets to the correct
Tenant Systems, an NVE maintains the necessary information to map
incomng traffic to the appropriate VAP (i.e., Tenant System
I nterface).

6. An NVE may find it convenient to maintain additional per-VN
i nformati on such as QoS settings, Path MrU i nformation, ACLs,
etc.

4.4, Milti-Hom ng of NVEs

NVEs may be nulti-honed. That is, an NVE may have nore than one |IP
address associated with it on the underlay network. Miltihoning
happens in two different scenarios. First, an NVE nmay have multiple
interfaces connecting it to the underlay. Each of those interfaces
will typically have a different IP address, resulting in a specific
Tenant Address (on a specific VN) being reachabl e through the sane
NVE but through nore than one underlay |IP address. Second, a
specific tenant system may be reachabl e through nore than one NVE,
each having one or nore underlay addresses. In both cases, NVE
address mapping functionality needs to support one-to-many mappi ngs
and enable a sending NVE to (at a mininun) be able to fail over from
one | P address to another, e.g., should a specific NVE underl ay
address become unreachabl e.

Finally, multi-homed NVEs introduce conpl exities when serial unicast
is used to inplement tenant nulticast as described in Section 4.3.
Specifically, an NVE should only receive one copy of a replicated
packet .

Multi-honming is needed to support inportant use cases. First, a bare
metal server may have multiple uplink connections to either the sane
or different NVEs. Having only a single physical path to an upstream
NVE, or indeed, having all traffic flow through a single NVE would be
consi dered unacceptable in highly-resilient deploynent scenarios that
seek to avoid single points of failure. Moreover, in today's
networks, the availability of nultiple paths would require that they
be usable in an active-active fashion (e.g., for |oad bal anci ng).

4.5, VAP

The VAP is the NVE-side of the interface between the NVE and the TS
Traffic to and fromthe tenant flows through the VAP. |f an NVE runs
into difficulties sending traffic received on the VAP, it may need to
signal such errors back to the VAP. Because the VAP is an enul ation
of a physical port, its ability to signal NVE errors is limted and

| acks sufficient granularity to reflect all possible errors an NVE
may encounter (e.g., inability reach a particular destination). Sone
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errors, such as an NVE losing all of its connections to the underl ay,
could be reflected back to the VAP by effectively disabling it. This
state change would reflect itself on the TS as an interface going
down, allowing the TS to inplenent interface error handling, e.g.
failover, in the sane manner as when a physical interfaces becones

di sabl ed.

5. Tenant System Types

This section describes a nunber of special Tenant Systemtypes and
how they fit into an NVO3 system

5.1. Overlay-Aware Network Service Appliances

Sone Network Service Appliances [I-D.ietf-nvo3-nve-nva-cp-req]
(virtual or physical) provide tenant-aware services. That is, the
specific service they provide depends on the identity of the tenant
maki ng use of the service. For exanple, firewalls are now beconi ng
avai l abl e that support multi-tenancy where a single firewall provides
virtual firewall service on a per-tenant basis, using per-tenant
configuration rules and maintaining per-tenant state. Such
appliances will be aware of the VN an activity corresponds to while
processing requests. Unlike server virtualization, which shields VM
from needing to know about nulti-tenancy, a Network Service Appliance
may explicitly support nulti-tenancy. 1In such cases, the Network
Service Appliance itself will be aware of network virtualization and
either enbed an NVE directly, or inplement a split NVE as descri bed
in Section 4.2. Unlike server virtualization, however, the Network
Servi ce Appliance may not be running a hypervisor and the VM
orchestration systemmay not interact with the Network Service
Appliance. The NVE on such appliances will need to support a contro
pl ane to obtain the necessary information needed to fully participate
in an NVOG3 Domai n.

5.2. Bare Metal Servers

Many data centers will continue to have at |east sone servers
operating as non-virtualized (or "bare nmetal") machines running a
tradi tional operating systemand workload. |In such systens, there
will be no NVE functionality on the server, and the server will have
no know edge of NVQ3 (including whet her overlays are even in use).
In such environnents, the NVE functionality can reside on the first-
hop physical switch. In such a case, the network adm nistrator would
(manual ly) configure the switch to enable the appropriate NVO3
functionality on the switch port connecting the server and associ ate
that port with a specific virtual network. Such configuration would
typically be static, since the server is not virtualized, and once
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configured, is unlikely to change frequently. Consequently, this
scenari o does not require any protocol or standards work.

5.3. Gateways

Gateways on VNs relay traffic onto and off of a virtual network.
Tenant Systens use gateways to reach destinations outside of the

Il ocal VN. Gateways receive encapsulated traffic fromone VN, renove
the encapsul ati on header, and send the native packet out onto the
data center network for delivery. Qutside traffic enters a VNin a
reverse nanner.

Gat eways can be either virtual (i.e., inplenented as a VM or
physical (i.e., as a standal one physical device). For performance
reasons, standal one hardware gateways may be desirable in some cases
Such gateways could consist of a sinple switch forwarding traffic
froma VN onto the |local data center network, or could enbed router
functionality. On such gateways, network interfaces connecting to
virtual networks will (at |east conceptually) enbed NVE (or split-
NVE) functionality within them As in the case with Network Service
Appl i ances, gateways may not support a hypervisor and will need an
appropriate control plane protocol to obtain the information needed
to provide NVO3 servi ce.

Gat eways handl e several different use cases. For exanple, one use
case consists of systens supporting overlays together with systens
that do not (e.g., bare netal servers). Gateways could be used to
connect | egacy systens supporting, e.g., L2 VLANs, to specific
virtual networks, effectively nmaking them part of the sanme virtua
network. Gateways could also forward traffic between a virtua
network and other hosts on the data center network or relay traffic
between different VNs. Finally, gateways can provi de externa
connectivity such as Internet or VPN access.

5.3.1. Gateway Taxonony
As can be seen fromthe discussion above, there are several types of
gateways that can exist in an NVO3 environment. This section breaks
them down into the various types that could be supported. Note that
each of the types below could be inplenented in either a centralized
manner or distributed to co-exist with the NVEs.

5.3.1.1. L2 Gateways (Bridging)

L2 Gateways act as layer 2 bridges to forward Ethernet frames based
on the MAC addresses present in them
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L2 VN to Legacy L2: This type of gateway bridges traffic between L2
VNs and ot her | egacy L2 networks such as VLANs or L2 VPNs.

L2 VNto L2 VN. The nmain notivation for this type of gateway to
create separate groups of Tenant Systens using L2 VNs such that
the gateway can enforce network policies between each L2 VN

5.3.1.2. L3 Gateways (Only I P Packets)

L3 Gateways forward | P packets based on the | P addresses present in
t he packets.

L3 VN to Legacy L2: This type of gateway forwards packets on between
L3 VNs and | egacy L2 networks such as VLANs or L2 VPNs. The
MAC address in any frames forwarded between the | egacy L2
network woul d be the MAC address of the gateway.

L3 VN to Legacy L3: The type of gateway forwards packets between L3
VNs and | egacy L3 networks. These legacy L3 networks could be
|l ocal the data center, in the WAN, or an L3 VPN

L3 VNto L2 VN. This type of gateway forwards packets on between L3
VNs and L2 VNs. The MAC address in any franmes forwarded
between the L2 VN woul d be the MAC address of the gateway.

L2 VWNto L2 VN. This type of gateway acts sinmlar to a traditiona
router that forwards between L2 interfaces. The MAC address in
any frames forwarded between the L2 VNs woul d be the MAC
address of the gateway.

L3 VWNto L3 VN. The nmain notivation for this type of gateway to
create separate groups of Tenant Systens using L3 VNs such that
the gateway can enforce network policies between each L3 VN

5.4. Distributed Inter-VN Gateways

The relaying of traffic fromone VN to another deserves speci al
consideration. \Whether traffic is pernmitted to flow fromone VNto
another is a matter of policy, and would not (by default) be allowed
unl ess explicitly enabled. 1In addition, NVAs are the |ogical place
to maintain policy information about allowed inter-VN conmuni cation
Policy enforcenment for inter-VN comunication can be handled in (at
least) two different ways. Explicit gateways could be the centra
poi nt for such enforcement, with all inter-VNtraffic forwarded to
such gateways for processing. Alternatively, the NVA can provide
such information directly to NVEs, by either providing a mapping for
a target TS on another VN, or indicating that such comrunication is
di sal | oned by policy.
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When inter-VN gateways are centralized, traffic between TSs on
different VNs can take suboptinal paths, i.e., triangular routing
results in paths that always traverse the gateway. In the worst

case, traffic between two TSs connected to the sane NVE can be hair-
pi nned through an external gateway. As an optim zation, individua
NVEs can be part of a distributed gateway that perfornms such
relaying, reducing or conpletely elinmnating triangular routing. In
a distributed gateway, each ingress NVE can perform such rel aying
activity directly, so long as it has access to the policy information
needed to determ ne whether cross-VN conmuni cation is all owed.

Havi ng i ndi vidual NVEs be part of a distributed gateway all ows them
to tunnel traffic directly to the destination NVE without the need to
t ake suboptimal paths.

The NVOB architecture nmust support distributed gateways for the case
of inter-VN communi cation. Such support requires that NVG3 contro
protocol s include mechani sns for the naintenance and distribution of
policy information about what type of cross-VN comrunication is

all owed so that NVEs acting as distributed gateways can tunne
traffic fromone VN to another as appropriate.

Di stributed gateways could al so be used to distribute other
traditional router services to individual NVEs. The NVQ3
architecture does not preclude such inplenentations, but does not
define or require themas they are outside the scope of NVGS.

5.5. ARP and Nei ghbor Discovery

For an L2 service, strictly speaking, special processing of ARP

[ RFC0826] (and | Pv6 Nei ghbor Discovery (ND) [RFC4861]) is not
required. ARP requests are broadcast, and NVOQ3 can deliver ARP
requests to all menbers of a given L2 virtual network, just as it
does for any packet sent to an L2 broadcast address. Sinmilarly, ND
requests are sent via I[P nulticast, which NVG3 can support by
delivering via L2 nmulticast. However, as a performance optim zation
an NVE can intercept ARP (or ND) requests fromits attached TSs and
respond to themdirectly using information in its mapping tables.
Since an NVE will have mechani sms for determ ning the NVE address
associated with a given TS, the NVE can | everage the sanme nechanisns
to suppress sending ARP and ND requests for a given TS to other
menbers of the VN. The NVQ3 architecture nmust support such a
capability.

6. NVE-NVE |nteraction
I ndividual NVEs will interact with each other for the purposes of

tunneling and delivering traffic to renote TSs. At a mininum a
control protocol nay be needed for tunnel setup and mai ntenance. For
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exanpl e, tunneled traffic may need to be encrypted or integrity
protected, in which case it will be necessary to set up appropriate
security associ ations between NVE peers. It may also be desirable to
performtunnel nmaintenance (e.g., continuity checks) on a tunnel in
order to detect when a renote NVE becones unreachable. Such generic
tunnel setup and nmai ntenance functions are not generally
NVCB-specific. Hence, NVO3 expects to | everage existing tunne

mai nt enance protocols rather than defining new ones.

Sone NVE-NVE interactions may be specific to NVGB (and in particul ar
be related to information kept in mapping tables) and agnostic to the
specific tunnel type being used. For exanple, when tunneling traffic
for TS X to a renote NVE, it is possible that TS-X is not presently
associated with the renote NVE. Normally, this should not happen

but there could be race conditions where the information an NVE has
learned fromthe NVA is out-of-date relative to actual conditions.

In such cases, the renbte NVE could return an error or warning

i ndication, allowing the sending NVE to attenpt a recovery or
otherwi se attenpt to nmitigate the situation.

The NVE-NVE interaction could signal a range of indications, for
exanpl e:

0 "No such TS here", upon a receipt of a tunneled packet for an
unknown TS.

0 "TS-X not here, try the following NVE instead"” (i.e., a redirect).

0 Delivered to correct NVE, but could not deliver packet to TS X
(soft error).

0 Delivered to correct NVE, but could not deliver packet to TS X
(hard error).

When an NVE receives information froma renpte NVE that conflicts
with the information it has in its own mapping tables, it should
consult with the NVA to resolve those conflicts. In particular, it
should confirmthat the information it has is up-to-date, and it

m ght indicate the error to the NVA, so as to nudge the NVA into
following up (as appropriate). Wiile it mght nmake sense for an NVE
to update its nmapping table tenporarily in response to an error from
a renote NVE, any changes nust be handled carefully as doing so can
rai se security considerations if the received information cannot be
aut henticated. That said, a sending NVE nmight still take steps to
mtigate a problem such as applying rate limting to data traffic
towards a particular NVE or TS.
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7.

7.

Networ k Virtualization Authority

Before sending to and receiving traffic froma virtual network, an
NVE nust obtain the information needed to build its internal
forwarding tables and state as listed in Section 4.3. An NVE can
obtain such information froma Network Virtualization Authority.

The Network Virtualization Authority (NVA) is the entity that is
expected to provide address mappi ng and ot her information to NVEs.
NVEs can interact with an NVA to obtain any required information they
need in order to properly forward traffic on behalf of tenants. The
termNVA refers to the overall system without regards to its scope
or howit is inplenmented.

1. How an NVA Obtains | nfornation

There are two primary ways in which an NVA can obtain the address

di ssenmination information it manages. The NVA can obtain information
either fromthe VM orchestration system and/or directly fromthe
NVEs t hensel ves.

On virtualized systens, the NVA may be able to obtain the address
mappi ng i nformati on associated with VWMs fromthe VM orchestration
systemitself. |If the VMorchestration system contains a naster

dat abase for all the virtualization information, having the NVA
obtain information directly to the orchestration system would be a
nat ural approach. |Indeed, the NVA could effectively be co-I|ocated
with the VM orchestration systemitself. |In such systens, the VM
orchestrati on system conmmuni cates with the NVE indirectly through the
hyper vi sor.

However, as described in Section 4 not all NVEsS are associated with
hypervisors. |In such cases, NVAs cannot |everage VM orchestration
protocols to interact with an NVE and will instead need to peer
directly with them By peering directly with an NVE, NVAs can obtain
i nformati on about the TSs connected to that NVE and can distribute
informati on to the NVE about the VNs those TSs are associated with.
For exanpl e, whenever a Tenant System attaches to an NVE, that NVE
woul d notify the NVA that the TS is now associated with that NVE

Li kewi se when a TS detaches froman NVE, that NVE would informthe
NVA. By communicating directly with NVEs, both the NVA and the NVE
are able to maintain up-to-date information about all active tenants
and the NVEs to which they are attached.
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7.2. Internal NVA Architecture

For reliability and fault tol erance reasons, an NVA woul d be
implemented in a distributed or replicated manner w thout single
points of failure. How the NVA is inplenented, however, is not
important to an NVE so | ong as the NVA provides a consistent and
wel | -defined interface to the NVE. For exanple, an NVA could be

i mpl ement ed vi a dat abase techni ques whereby a server stores address
mappi ng information in a traditional (possibly replicated) database.
Alternatively, an NVA could be inplenented in a distributed fashion
using an existing (or nodified) routing protocol to naintain and
distribute mappings. So long as there is a clear interface between
the NVE and NVA, how an NVA is architected and inplemented is not

i mportant to an NVE

A nunber of architectural approaches could be used to inplenent NVAs
thensel ves. NVAs manage address bindings and distribute themto
where they need to go. One approach would be to use Border Gateway
Protocol (BGP) [RFC4A364] (possibly with extensions) and route
reflectors. Another approach could use a transaction-based dat abase
nmodel with replicated servers. Because the inplenentation details
are local to an NVA, there is no need to pick exactly one solution
technol ogy, so long as the external interfaces to the NVEs (and
remote NVAs) are sufficiently well defined to achieve
interoperability.

7.3. NVA External Interface

Conceptual ly, fromthe perspective of an NVE, an NVA is a single
entity. An NVE interacts with the NVA, and it is the NVA's
responsibility for ensuring that interactions between the NVE and NVA
result in consistent behavior across the NVA and all other NVEs using
the sanme NVA. Because an NVA is built frommultiple interna
conmponents, an NVA will have to ensure that information flows to all

i nternal NVA conponents appropriately.

One architectural question is how the NVA presents itself to the NVE
For exanple, an NVA could be required to provide access via a single
I P address. If NVEs only have one I P address to interact with, it
woul d be the responsibility of the NVA to handl e NVA conponent
failures, e.g., by using a "floating | P address" that mnigrates anong
NVA conponents to ensure that the NVA can al ways be reached via the
one address. Having all NVA accesses through a single | P address,
however, adds constraints to inplenmenting robust failover, |oad

bal anci ng, etc.

In the NVOB architecture, an NVA is accessed through one or nore |IP
addresses (or | P address/port conbination). |If nultiple |IP addresses
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are used, each | P address provides equival ent functionality, neaning
that an NVE can use any of the provided addresses to interact with
the NVA. Shoul d one address stop working, an NVE is expected to
failover to another. Wile the different addresses result in

equi val ent functionality, one address may respond nore quickly than
anot her, e.g., due to network conditions, |oad on the server, etc.

To provide sone control over |oad bal anci ng, NVA addresses may have
an associated priority. Addresses are used in order of priority,
with no explicit preference anong NVA addresses having the sane
priority. To provide basic | oad-bal anci ng anong NVAs of equa
priorities, NVEs could use sonme randoni zation input to sel ect anong
equal -priority NVAs. Such a priority schenme facilitates failover and
| oad bal ancing, for exanple, allowing a network operator to specify a
set of primary and backup NVAs.

It may be desirable to have individual NVA addresses responsible for
a subset of information about an NV Domain. In such a case, NVEs
woul d use different NVA addresses for obtaining or updating

i nformati on about particular VNs or TS bindings. A key question with
such an approach is how information would be partitioned, and how an
NVE coul d determ ne which address to use to get the information it
needs.

Anot her possibility is to treat the information on which NVA
addresses to use as cached (soft-state) information at the NVEs, so
that any NVA address can be used to obtain any information, but NVEs
are inforned of preferences for which addresses to use for particul ar
i nformati on on VNs or TS bindings. That preference infornmation would
be cached for future use to inprove behavior - e.g., if all requests
for a specific subset of VNs are forwarded to a specific NVA
component, the NVE can optim ze future requests within that subset by
sending themdirectly to that NVA conmponent via its address.

8. NVE-to-NVA Protocol

As outlined in Section 4.3, an NVE needs certain information in order
to performits functions. To obtain such information froman NVA, an
NVE-t o- NVA protocol is needed. The NVE-to-NVA protocol provides two
functions. First it allows an NVE to obtain information about the

| ocation and status of other TSs with which it needs to comuni cate.
Second, the NVE-to-NVA protocol provides a way for NVEsS to provide
updates to the NVA about the TSs attached to that NVE (e.g., when a
TS attaches or detaches fromthe NVE), or about conmunication errors
encountered when sending traffic to renote NVEsS. For exanple, an NVE
could indicate that a destination it is trying to reach at a
destination NVE is unreachable for sonme reason
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8.

8.

1.

2

Whi | e having a direct NVE-to-NVA protocol night seem straightforward
the existence of existing VMorchestration systens conplicates the
choi ces an NVE has for interacting with the NVA

NVE- NVA I nteraction Mdels
An NVE interacts with an NVA in at least two (quite different) ways:

0 NVEs enbedded within the sane server as the hypervisor can obtain
necessary information entirely through the hypervisor-facing side
of the NVE. Such an approach is a natural extension to existing
VM orchestration systenms supporting server virtualization because
an existing protocol between the hypervisor and VM orchestration
system al ready exists and can be | everaged to obtain any needed
information. Specifically, VMorchestration systens used to
create, terminate and mgrate VMs al ready use well-defined (though
typically proprietary) protocols to handle the interactions
bet ween the hypervisor and VM orchestration system For such
systems, it is a natural extension to |everage the existing
orchestration protocol as a sort of proxy protocol for handling
the interactions between an NVE and the NVA. |ndeed, existing
i mpl ementations can already do this.

o Alternatively, an NVE can obtain needed information by interacting
directly with an NVA via a protocol operating over the data center
underl ay network. Such an approach is needed to support NVEs that
are not associated with systens perform ng server virtualization
(e.g., as in the case of a standal one gateway) or where the NVE
needs to comunicate directly with the NVA for other reasons.

The NVOB architecture will focus on support for the second nodel
above. Existing virtualization environments are already using the
first nodel. But they are not sufficient to cover the case of

st andal one gateways -- such gateways may not support virtualization
and do not interface with existing VM orchestration systens.

Di rect NVE- NVA Prot ocol

An NVE can interact directly with an NVA via an NVE-to- NVA protocol
Such a protocol can be either independent of the NVA interna
protocol, or an extension of it. Using a purpose-specific protoco
woul d provide architectural separation and i ndependence between the
NVE and NVA. The NVE and NVA interact in a well-defined way, and
changes in the NVA (or NVE) do not need to inpact each other. Using
a dedi cated protocol also ensures that both NVE and NVA

i npl ement ati ons can evol ve i ndependently and w thout dependencies on
each other. Such independence is inportant because the upgrade path
for NVEs and NVAs is quite different. Upgrading all the NVEs at a
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site will likely be nore difficult in practice than upgradi ng NVAs
because of their |arge nunber - one on each end device. In practice,
it would be prudent to assunme that once an NVE has been inpl enent ed
and deployed, it nay be challenging to get subsequent NVE extensions
and changes i npl enented and depl oyed, whereas an NVA (and its
associated internal protocols) are nore likely to evolve over tine as
experience is gained fromusage and upgrades will involve fewer
nodes.

Requirenments for a direct NVE-NVA protocol can be found in
[I-D.ietf-nvo3-nve-nva-cp-req]

8.3. Propagating Information Between NVEs and NVAs

Information fl ows between NVEs and NVAs in both directions. The NVA
mai ntai ns i nformati on about all VNs in the NV Domain, so that NVEs do
not need to do so thenselves. NVEs obtain fromthe NVA i nfornation
about where a given renote TS destination resides. NVAs in turn
obtain information from NVEs about the individual TSs attached to

t hose NVEs.

Whil e the NVA coul d push information about every virtual network to
every NVE, such an approach scal es poorly and is unnecessary. In
practice, a given NVE will only need and want to know about VNs to
which it is attached. Thus, an NVE should be able to subscribe to
updates only for the virtual networks it is interested in receiving
updates for. The NVO3 architecture supports a nodel where an NVE is
not required to have full mapping tables for all virtual networks in
an NV Dormai n.

Bef ore sending unicast traffic to a remote TS (or TSes for broadcast
or multicast traffic), an NVE nust know where the renote TS(es)
currently reside. When a TS attaches to a virtual network, the NVE
obtains infornmation about that VN fromthe NVA. The NVA can provide
that infornmation to the NVE at the tine the TS attaches to the VN

ei ther because the NVE requests the informati on when the attach
operation occurs, or because the VM orchestration system has
initiated the attach operation and provi des associ ated mappi ng
information to the NVE at the sanme tine.

There are scenarios where an NVE may wi sh to query the NVA about

i ndi vi dual mappings within an VN. For exanple, when sending traffic
to a renote TS on a renmote NVE, that TS nay becone unavail able (e.g,
because it has nigrated el sewhere or has been shutdown, in which case
the renote NVE may return an error indication). |In such situations,
the NVE may need to query the NVA to obtain updated mapping
information for a specific TS, or verify that the information is
still correct despite the error condition. Note that such a query
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coul d al so be used by the NVA as an indication that there nay be an

i nconsistency in the network and that it should take steps to verify
that the information it has about the current state and | ocation of a
specific TS is still correct.

For very large virtual networks, the anount of state an NVE needs to
mai ntain for a given virtual network could be significant. Moreover
an NVE may only be comunicating with a small subset of the TSs on

such a virtual network. 1In such cases, the NVE may find it desirable
to maintain state only for those destinations it is actively
communi cating with. I n such scenarios, an NVE may not want to

mai ntain full mapping information about all destinations on a VN
Should it then need to communicate with a destination for which it
does not have mappi ng i nformation, however, it will need to be able
to query the NVA on demand for the missing information on a per-
destination basis.

The NVOB architecture will need to support a range of operations
between the NVE and NVA. Requirenments for those operations can be
found in [I-D.ietf-nvo3-nve-nva-cp-req].

9. Federated NVAs

An NVA provides service to the set of NVEsS in its NV Donmain. Each
NVA manages network virtualization information for the virtua
networks within its NV Domain. An NV domain is administered by a
single entity.

In sone cases, it will be necessary to expand the scope of a specific
VN or even an entire NV domain beyond a single NVA. For exanple,
multiple data centers managed by the same administrator may wish to
operate all of its data centers as a single NV region. Such cases
are handl ed by having different NVAs peer with each other to exchange
mappi ng i nformati on about specific VNs. NVAs operate in a federated
manner with a set of NVAs operating as a | oosel y-coupl ed federation
of individual NVAs. [If a virtual network spans nultiple NVAs (e.g.

|l ocated at different data centers), and an NVE needs to deliver
tenant traffic to an NVE that is part of a different NV Donmain, it
still interacts only with its NVA even when obtai ni ng mappi ngs for
NVEs associated with a different NV Domai n.

Fi gure 3 shows a scenario where two separate NV Domains (1 and 2)
share information about Virtual Network "1217". VML and VM2 both
connect to the sane Virtual Network 1217, even though the two VMs are
in separate NV Domains. There are two cases to consider. In the
first case, NV Domain B (NVB) does not allow NVE-A to tunnel traffic
directly to NVE-B. There could be a nunber of reasons for this. For
exanple, NV Domains 1 and 2 may not share a common address space
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(i.e., require traversal through a NAT device), or for policy
reasons, a domain nmight require that all traffic between separate NV
Domai ns be funnel ed through a particular device (e.g., a firewall).
In such cases, NVA-2 will advertise to NVA-1 that VML on Virtua
Network 1217 is available, and direct that traffic between the two
nodes go through IP-G | P-G would then decapsul ate received traffic
fromone NV Domain, translate it appropriately for the other domain
and re-encapsul ate the packet for delivery.

XXXXXX XXXXXX +----- +
e + XXXXXXXX XXXXXX XXXXXXX XXXXX | vme
| VML | XX XX XXX XX | ----- [
| ----- | XX + X XX X | NVE-B
| NVE- Al X X +----+ X X H----- +
Fo-H--+ X NV Domain A x |IP-G--x X |
oo X XX- -+ | x XX |
X X oot X NV Dorain B x
+---X XX XX X---+
| XXXX XX +- >XX XX
| XXXXXXXXXX | XX XX
e - -+ | XX XX
| NVA- 1| +o- -+ XX XXX
+o-- - + | NVA- 2| XXXX XXXX
N + XXXXXXX

Figure 3: VML and VM2 are in different NV Domains.

NVAs at one site share information and interact with NVAs at other
sites, but only in a controlled manner. It is expected that policy
and access control will be applied at the boundaries between
different sites (and NVAs) so as to nininize dependencies on externa
NVAs that could negatively inpact the operation within a site. It is
an architectural principle that operations involving NVAs at one site
not be immediately inpacted by failures or errors at another site.

(OF course, comunication between NVEs in different NV donmains nay be
i npacted by such failures or errors.) It is a strong requirenent
that an NVA continue to operate properly for local NVEs even if
external comunication is interrupted (e.g., should conmunication
between a local and renote NVA fail).

At a high level, a federation of interconnected NVAs has sone

anal ogi es to BGP and Aut ononous Systens. Like an Autononobus System
NVAs at one site are nanaged by a single adnministrative entity and do
not interact with external NVAs except as allowed by policy.

Li kewi se, the interface between NVAs at different sites is well
defined, so that the internal details of operations at one site are

| argely hidden to other sites. Finally, an NVA only peers with other
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NVAs that it has a trusted relationship with, i.e., where a VNis
i ntended to span multiple NVAs.

Reasons for using a federated nodel include:

o0 Provide isolation anbng NVAs operating at different sites at
di fferent geographic |ocations.

o0 Control the quantity and rate of information updates that flow
(and nust be processed) between different NVAs in different data
centers.

o0 Control the set of external NVAs (and external sites) a site peers
with. A site will only peer with other sites that are cooperating
in providing an overlay service.

0o Alowpolicy to be applied between sites. A site will want to
carefully control what information it exports (and to whom as
well as what information it is willing to inport (and from whom

o Alowdifferent protocols and architectures to be used to for
intra- vs. inter-NVA conmunication. For exanple, within a single
data center, a replicated transaction server using database
techni ques nmight be an attractive inplenentation option for an
NVA, and protocols optimzed for intra-NVA communi cati on would
likely be different from protocols involving inter-NVA
communi cati on between different sites.

o Allowfor optinized protocols, rather than using a one-size-fits
all approach. Wthin a data center, networks tend to have | ower-
| at ency, higher-speed and hi gher redundancy when conpared with WAN
l'inks interconnecting data centers. The design constraints and
tradeoffs for a protocol operating within a data center network
are different fromthose operating over WAN links. Wile a single
protocol could be used for both cases, there could be advant ages
to using different and nore specialized protocols for the intra-
and inter-NVA case.

I nt er-NVA Peering

To support peering between different NVAs, an inter-NVA protocol is
needed. The inter-NVA protocol defines what information is exchanged
between NVAs. It is assuned that the protocol will be used to share
addressing informati on between data centers and nust scale well over
WAN | i nks.
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10.

11.

12.

Control Protocol Wrk Areas

The NVOB architecture consists of two major distinct entities: NVEs
and NVAs. |In order to provide isolation and i ndependence between
these two entities, the NVGB architecture calls for well defined
protocols for interfacing between them For an individual NVA the
architecture calls for a logically centralized entity that could be
inmplemented in a distributed or replicated fashion. Wile the | ETF
may choose to define one or nore specific architectural approaches to
buil ding individual NVAs, there is little need for it to pick exactly
one approach to the exclusion of others. An NVA for a single donain
will likely be deployed as a single vendor product and thus there is
little benefit in standardizing the internal structure of an NVA

I ndi vi dual NVAs peer with each other in a federated nmanner. The NVO3
architecture calls for a well-defined interface between NVAs.

Finally, a hypervisor-to-NVE protocol is needed to cover the split-
NVE scenario described in Section 4.2.

NVO3 Data Pl ane Encapsul ati on

When tunneling tenant traffic, NVEs add encapsul ati on header to the
original tenant packet. The exact encapsulation to use for NVO3 does
not seemto be critical. The main requirenment is that the
encapsul ati on support a Context ID of sufficient size
[1-D.ietf-nvo3-datapl ane-requirenments]. A nunber of encapsul ations
al ready exist that provide a VN Context of sufficient size for NVG3.
For exanple, VXLAN [ RFC7348] has a 24-bit VXLAN Network I|dentifier
(WNI'). NVCRE [I-D.sridharan-virtualization-nvgre] has a 24-bit
Tenant Network ID (TNI). MPLS-over-GRE provides a 20-bit |abe

field. While there is wi despread recognition that a 12-bit VN
Context would be too small (only 4096 distinct values), it is
generally agreed that 20 bits (1 mllion distinct values) and 24 bits
(16.8 million distinct values) are sufficient for a wide variety of
depl oynent scenari os.

Oper ati ons and Managenent

The sinplicity of operating and debuggi ng overlay networks wll be
critical for successful deploynent. Sone architectural choices can
facilitate or hinder OAM Related OAM drafts include

[I-D. ashwood- nvo3- oper ati onal -requi rement] .
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13.

14.

15.

16.

Sunmary

Thi s docunment presents the overall architecture for overlays in NVG3.
The architecture calls for three main areas of protocol work:

1. A hypervisor-to-NVE protocol to support Split NVEs as di scussed
in Section 4. 2.

2. An NVE to NVA protocol for dissemnating VN information (e.g.
inner to outer address nappi ngs).

3.  An NVA-to-NVA protocol for exchange of information about specific
virtual networks between federated NVAs.

It should be noted that existing protocols or extensions of existing
protocol s are appli cabl e.
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I ANA Consi derations
This meno includes no request to | ANA
Security Considerations

The NVQB architecure will need to defend agai nst a nunber of
potential security threats involving both the data plane and contro
pl ane.

For the data plane, tunneled application traffic may need protection
agai nst being m sdelivered, nodified, or having its content exposed
to an inappropriate third party. In all cases, encryption between
aut henti cated tunnel endpoints can be used to nitigate risks.

For the control plane, between NVAs, the NVA and NVE as well as

bet ween di fferent conponents of the split-NVE approach, a conbination
of authentication and encryption can be used. Al entities will need
to properly authenticate with each other and enable encryption for
their interactions as appropriate to protect sensitive information.

Leakage of sensitive information about users or other entities
associ ated with VMs whose traffic is virtualized can also be covered
by using encryption for the control plane protocols.
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Appendi x A. Change Log

A.1. Changes Fromdraft-ietf-nvo3-arch-03 to -04
1. First cut at proper Security Considerations Section.
2. Fixed sone obvious typos.

A. 2. Changes Fromdraft-ietf-nvo3-arch-02 to -03

1. Renpved "[Note:" coments fromsection 7.3 and 8.

2. Renoved discussion stimulating "[Note" comment fromsection 8.1
and changed the text to note that the NVG3 architecture wll
focus on a nodel where all NVEs interact with the NVA

3. Added a subsection on NVO3 Gat eway taxonony.

A.3. Changes Fromdraft-ietf-nvo3-arch-01 to -02

1. Mnor editorial inprovenments after a close re-reading; references
to problem statenent and franmework updated to point to recently-
publ i shed RFCs.

2. Added text nmking it nore clear that other virtualization

approaches, including Linux Containers are intended to be fully
supported i n NVG3.
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A 4.

A 5.

1.

A 6.

Bl ack,

Changes Fromdraft-ietf-nvo3-arch-00 to -01
M scel | aneous text/section additions, including:
*  New section on VLAN tag Handling (Section 3.1.1).

*  New section on tenant VLAN handling in Split-NVE case
(Section 4.2.1).

*  New section on TTL handling (Section 3.1.2).
*  New section on nmulti-honing of NVEsS (Section 4.4).

* 2 paragraphs new text describing L2/L3 Conbi ned service
(Section 3.1).

*  New section on VAPs (and error handling) (Section 4.5).

* New section on ARP and ND handling (Section 5.5)

*  New section on NVE-to-NVE interactions (Section 6)

Editorial cleanups fromcareful review by Erik Smith, Ziye Yang.
Expanded text on Distributed Inter-VN Gat enways.
Changes Fromdraft-narten-nvo3 to draft-ietf-nvo3

No changes between draft-narten-nvo3-arch-01 and draft-ietf-nvoe-
arch-00

Changes From -00 to -01 (of draft-narten-nvo3-arch)
Editorial and clarity inprovenents.

Repl aced "push vs. pull" section with section nore focused on
triggers where an event inplies or triggers some action

Clarified text on co-located NVE to show how of fl oadi ng NVE
functionality onto adapters is desirable.

Added new section on distributed gateways

Expanded Section on NVA external interface, adding requirenent
for NVE to support nultiple I P NVA addresses.
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