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**Problem Statement**

**Performance Issue to MPTCP:**

- MPTCP is aggressive during slow start (SS): subflows are uncoupled.
- What will a Datacenter face when 8 subflows per MPTCP is recommended [3]?
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LISA tries to behave like one TCP during SS.

Basic approach in LISA:
- From subflows in SS, select subflow with maximum sending rate \( \text{max}_\text{subflow} \).
- From \( \text{max}_\text{subflow}'s \text{cwnd} \), take between 3 and IW packets as "packet credit" to give \( \text{new}_\text{subflow} \) as IW.
- \( \text{Max}_\text{subflow} \) ignores cwnd-increase for \( (\text{packets}_\text{inflight} - \text{cwnd}) \) ACKs.
- If no \( \text{max}_\text{subflow} \), set the IW of \( \text{new}_\text{subflow} \) as per RFC 6928.
Alternative approach:
- Assign smaller IW to each subflow.
  - Problem: we do not know how many subflows will be established.

Implementation:
- LISA is implemented as a patch to the Linux kernel 3.14.33+, within MPTCP’s v0.89.5.
- The algorithm is explained in more detail in the draft.
LISA results in CORE emulator

(a) Shared bottleneck: 2.5Mbps, 70ms, transfer-size: 300KB

Performance Evaluation metrics:
- Completion time $T$,
- Total retransmissions $R$, and retransmissions during SS, $R_{ss}$.
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(a) Shared bottleneck: 5Mbps, 40ms

(b) Total retransmits (SS) $R_{ss}$ vs buffer size

(c) Mean completion time vs file size

(d) Retransmissions vs file size
Datacenter

(a) Datacenter: 50Mbps, 5ms

(b) $R_{ss}$ vs buffer size

(c) Mean compl. time vs file size

(d) $R$ vs file size
LISA performance in Nornet testbed
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MPTCP and MPTCP-LISA: Completion Time
Conclusion

- We identified the adverse effect of MPTCP’s uncoupled slow-start on the performance of MPTCP itself and on concurrent TCP traffic.
- LISA was implemented as a patch to the Linux kernel 3.14.33+, within MPTCP’s v0.89.5.
- We analysed the performance of LISA in shared, non-shared bottleneck experiments in both emulation and real testbed, and in a datacenter topology in emulation.
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