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1. Introduction

The original purpose of this docunent was to validate the design of
the Autonomi c Networking Infrastructure (ANI) for a realistic use
case. It shows how the ANl can be applied to IP prefix del egation
and it outlines approaches to build a systemto do this. A fully
standardi zed solution would require nore details, so this docunent is
informational in nature
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Thi s docunent defines two autononic technical objectives for |IPv6
prefix managenment in | arge-scale networks, with an extension to
support | Pv4 prefixes. The background to Autonom c Networking (AN)
is described in [RFC7575] and [ RFC7576]. The GeneRi ¢ Autononic
Signaling Protocol (GRASP) is specified by [I-D.ietf-ani ma-grasp] and
can nake use of the proposed technical objectives to provide a
solution for autonom c prefix nanagenent. An inportant purpose of
the present docunent is to use it for validation of the design of
GRASP and ot her conponents of the autonom c networking infrastructure
described in [I-D.ietf-aninma-reference-nodel].

This docunment is not a conplete functional specification of an

aut onomi ¢ prefix nmanagenment systemand it does not describe all
detai |l ed aspects of the GRASP objective parameters and Aut onom c
Servi ce Agent (ASA) procedures necessary to build a conplete system
Instead, it describes the architectural framework utilizing the
conmponents of the ANI, outlines the different depl oynent options and
aspects, and defines CGRASP objectives for use in building the system
It al so provides some basic paraneter exanples.

This docunment is not intended to solve all cases of IPv6 prefix
managenent. In fact, it assunes that the network’s main
infrastructure el enents al ready have addresses and prefixes. The
docunment is dedicated to how to nake | Pv6 prefix management at the
edges of |arge-scale networks as autononic as possible. It is
specifically witten for service provider (1SP) networks. Although
there are simlarities between | SPs and | arge enterprise networKks,
the requirenents for the two use cases differ. |In any case, the
scope of the solution is expected to be limited, |ike any autononic
network, to a single managenent domai n.

However, the solution is designed in a general way. Its use for a
broader scope than edge prefixes, including sone or al
infrastructure prefixes, is left for future discussion

A conpl ete sol ution has nany aspects that are not discussed here.
Once prefixes have been assigned to routers, they need to be

communi cated to the routing systemas they are brought into use.
Simlarly, when prefixes are rel eased, they need to be renoved from
the routing system Different operators nmay have different policies
about prefix lifetines, and they nmay prefer to have centralized or
distributed pools of spare prefixes. In an autononic network, these
are properties decided by the design of the relevant ASAs. The GRASP
obj ectives are sinply building bl ocks.

A particular risk of distributed prefix allocation in |arge networks

is that over tine, it mght lead to fragnentation of the address
space and an undesirable increase in the interior routing protocol
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tables. The extent of this risk depends on the algorithnms and
policies used by the ASAs. Mtigating this risk nmight even becone an
autonom ¢ function in itself.

2. Term nol ogy

The key words "MJST", "MJST NOT"', "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in BCP
14 [ RFC2119] [ RFC8174] when, and only when, they appear in all
capitals, as shown here

Thi s docunent uses terninology defined in [ RFC7575].
3. Problem St at enent

The aut onomi ¢ networking use case considered here is autononic | Pv6
prefix managenent at the edge of |arge-scale | SP networks

Al t hough DHCPv6 Prefix Del egati on [ RFC3633] supports automated

del egation of IPv6 prefixes fromone router to another, prefix
managenent still largely depends on human planning. |n other words,
there is no basic information or policy to support autononic
decisions on the prefix length that each router should request or be
del egated, according to its role in the network. Roles could be
defined separately for individual devices or could be generic (edge
router, interior router, etc.). Furthernore, IPv6 prefix managenent
by humans tends to be rigid and static after initial planning.

The problemto be solved by autonom ¢ networking is howto
dynani cal | y manage | Pv6 address space in | arge-scal e networks, so
that | Pv6 addresses can be used efficiently. Here, we limt the
problemto assignnent of prefixes at the edge of the network, close
to access routers that support individual fixed-Iine subscribers,
nmobi | e custoners, and corporate custoners. W assune that the core
infrastructure of the network has al ready been established with
appropriately assigned prefixes. The AN approach discussed in this
docunent is based on the assunption that there is a generic discovery
and negotiation protocol that enables direct negotiation between
intelligent P routers. GRASP [I-D.ietf-anim-grasp] is intended to
be such a protocol

3.1. Intended User and Admi nistrator Experience
The i ntended experience is, for the adm nistrators of a | arge-scale
networ k, that the managenent of |Pv6 address space at the edge of the

network can be run with mininumeffort, as devices at the edge are
added and renoved and as custoners of all kinds join and | eave the
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network. In the ideal scenario, the adnministrators only have to
specify a single IPv6 prefix for the whole network and the initial
prefix length for each device role. As far as users are concerned,
| Pv6 prefix assignment would occur exactly as it does in any other
net wor k.

The actual prefix usage needs to be | ogged for potential offline
managenent operations including audit and security incident tracing.

3.2. Analysis of Paraneters and |Infornmation |Involved

For specific purposes of address managenent, a few paraneters are

i nvol ved on each edge device (sonme of them can be pre-configured

before they are connected). They include:

0 ldentity, authentication and authorization of this device. This
is expected to use the autonom ¢ networking secure bootstrap
process [|-D.ietf-ani ma-bootstrappi ng-keyinfra], follow ng which
the device could safely take part in autonom c operations.

0 Role of this device. Sone exanple roles are discussed in
Section 6. 1.

0 An IPv6 prefix length for this device.

0 An IPv6 prefix that is assigned to this device and its downstream
devi ces.

A few paraneters are involved in the network as a whole. They are:
o ldentity of a trust anchor, which is a certification authority
(CA) maintained by the network adm nistrators, used during the

secure bootstrap process.

0 Total IPv6 address space available for edge devices. It is a poo
of one or several |Pv6 prefixes

o The initial prefix length for each device role.

3.2.1. Paraneters each device can define for itself
This section identifies those of the above paraneters that do not
need external information in order for the devices concerned to set
themto a reasonable default value after bootstrap or after a network

di sruption. There are few of these:

o Default role of this device.
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3.

3.
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o Default 1Pv6 prefix length for this device.

0o Cryptographic identity of this device, as needed for secure
bootstrapping [I-D.ietf-ani ma-boot strappi ng-keyinfraj.

The device may be shipped fromthe manufacturer with pre-configured
role and default prefix length, which could be nodified by an

aut onom ¢ mechanism Its cryptographic identity will be installed by
i ts manufacturer.

2. Information needed from network operations

This section identifies those paraneters that night need operationa
input in order for the devices concerned to set themto a non-default
val ue.

0 Non-default value for the IPv6 prefix length for this device
This needs to be deci ded based on the role of this device.

o The initial prefix length for each device role.
0 Whether to allow the device to request nore address space.

o The policy when to request nore address space, for exanple, if the
address usage reaches a certain linmt or percentage.

3. Conparison with current solutions
This section briefly conpares the above use case with current
solutions. Currently, the address managenment is still largely
dependent on human planning. It is rigid and static after initial

pl anni ng. Address requests will fail if the configured address space
is used up.

Sone aut ononmi ¢ and dynani ¢ address managenent functions may be

achi evabl e by extending the existing protocols, for exanple,

ext endi ng DHCPv6- PD (DHCPv6 Prefix Del egation, [RFC3633]) to request

| Pv6 prefixes according to the device role. However, defining

uni form device roles may not be a practical task. Sonme functions are
not suitable to be achieved by any existing protocols.

Usi ng a generic autononic discovery and negoti ati on protocol instead
of specific solutions has the advantage that additional paraneters
can be included in the autonom c solution w thout creating new
mechani sms.  This is the principal argument for a generic approach

Jiang, et al. Expi res June 18, 2018 [ Page 6]



Internet-Draft Auto | Pv6 Prefix Managenent Decenber 2017

3.3. Interaction with other devices

3.3.1. Information needed from ot her devices
This section identifies those of the above paraneters that need
external information from nei ghbor devices (including the upstream
devices). In nmany cases, two-way dial ogue with nei ghbor devices is
needed to set or optimze them

o ldentity of a trust anchor

o The device will need to discover a device, fromwhich it can
acquire | Pv6 address space

o The initial prefix length for each device role, particularly for
its own downstream devices

0 The default value of the IPv6 prefix length nmay be overridden by a
non- def aul t val ue.

o0 The device will need to request and acquire one or nore |Pv6
prefixes that can be assigned to this device and its downstream
devi ces.

0 The device may respond to prefix delegation requests fromits
downst ream devi ces.

0 The device may require to be assigned nore | Pv6 address space, if
it used up its assigned | Pv6 address space.

3.3.2. Monitoring, diagnostics and reporting

This section discusses what rol e devices should play in nonitoring,
fault diagnosis, and reporting.

0 The actual address assignnments need to be | ogged for potentia
of fl i ne managenent operati ons.

o In general, the usage situation of address space should be
reported to the network adm nistrators, in an abstract way, for
exanpl e, statistics or visualized report.

0o A forecast of address exhaustion should be reported.
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4.

4.

1.

Aut ononi ¢ Edge Prefix Managenment Sol ution

This section introduces the building bl ocks for an autonom c edge
prefix managenent solution. As noted in Section 1, this is not a
conpl ete description of a solution, which will depend on the detail ed
design of the relevant Autonomi c Service Agents. |t uses the generic
di scovery and negotiation protocol defined by [I-D.ietf-anim-grasp].
The rel evant GRASP obj ectives are defined in Section 5.

The procedures described below are carried out by an Autononic
Service Agent (ASA) in each device that participates in the solution
W will refer to this as the PrefixManager ASA.

Behavi ors on prefix requesting device

If the device containing a PrefixManager ASA has used up its address
pool, it can request nore space according to its requirenents. It
shoul d decide the Ilength of the requested prefix and request it by
the mechani sm described in Section 6. Note that although the
device’'s role may define certain default allocation |Iengths, those
defaults m ght be changed dynanically, and the device m ght request
nore, or |less, address space due to sone |ocal operational heuristic.

A PrefixManager ASA that needs additional address space shoul d
firstly discover peers that may be able to provide extra address
space. The ASA should send out a GRASP Di scovery nmessage that
contains a PrefixManager Objective option (see Section 5.1) in order
to di scover peers also supporting that option. Then it should choose
one such peer, nost likely the first to respond.

If the GRASP di scovery Response nessage carries a divert option
pointing to an off-1link PrefixManager ASA, the requesting ASA may
initiate negotiation with that ASA diverted device to find out
whether it can provide the requested | ength prefix.

In any case, the requesting ASA will act as a GRASP negoti ation
initiator by sending a GRASP Request nessage with a PrefixManager

bj ective option. The ASAindicates in this option the Iength of the
requested prefix. This starts a GRASP negoti ati on process.

During the subsequent negotiation, the ASA will decide at each step
whet her to accept the offered prefix. That decision, and the
decision to end negotiation, is an inplenmentation choice.

The ASA could alternatively initiate rapid node GRASP di scovery with
an enbedded negotiation request, if it is inplenented
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4.2. Behaviors on prefix providing device

At | east one device on the network nust be configured with the
initial pool of available prefixes nmentioned in Section 3.2. Apart
fromthat requirenment, any device nmay act as a prefix providing
devi ce.

A device that receives a D scovery nessage with a PrefixManager

(bj ective option should respond with a GRASP Response message if it
contains a PrefixManager ASA. Further details of the discovery
process are described in [I-D.ietf-aninma-grasp]. Wen this ASA

recei ves a subsequent Request nessage, it should conduct a GRASP
negoti ati on sequence, using Negotiate, Confirmwaiting, and
Negoti ati on-endi ng nmessages as appropriate. The Negotiate nmessages
carry a PrefixManager Objective option, which will indicate the
prefix and its length offered to the requesting ASA. As described in
[I-D.ietf-anima-grasp], negotiation will continue until either end

stops it with a Negotiation-ending nessage. |f the negotiation
succeeds, the prefix providing ASA will renove the negotiated prefix
fromits pool, and the requesting ASA will add it. |[If the

negotiation fails, the party sending the Negotiation-endi ng message
may include an error code string.

During the negotiation, the ASA will decide at each step how | arge a
prefix to offer. That decision, and the decision to end negotiation
is an inplenmentation choice.

The ASA could alternatively negotiate in response to rapid node GRASP
di scovery, if it is inplenented.

This specification is independent of whether the PrefixManager ASAs
are all enbedded in routers, but that would be a rather natura
scenario. In a hierarchical network topology, a given router
typically provide prefixes for routers belowit in the hierarchy, and
it is also likely to contain the first PrefixManager ASA di scovered
by those downstreamrouters. However, the GRASP di scovery nodel,
including its Redirect feature, means that this is not an exclusive
scenari o, and a downstream PrefixManager ASA coul d negotiate a new
prefix with a device other than its upstream router

A resource shortage may cause the gateway router to request nore
resource in turn fromits own upstreamdevice. This would be another
i ndependent GRASP di scovery and negotiation process. During the
processing time, the gateway router should send a Confirmwaiting
Message to the initial requesting router, to extend its timeout.

When the new resource becones avail abl e, the gateway router responds
with a GRASP Negotiate nessage with a prefix Iength matching the
request.
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The algorithmto choose which prefixes to assign on the prefix
provi ding devices is an inplenmentation choice.

4.3. Behavior after Successful Negotiation

Upon receiving a GRASP Negoti ati on-endi ng nessage that indicates that
an acceptable prefix length is available, the requesting device my
use the negotiated prefix w thout further messages.

There are use cases where the AN/ GRASP based prefix nmanagenent
approach can work together wi th DHCPv6-PD [ RFC3633] as a conpl enent.
For exanple, the AN/ GRASP based nethod can be used intra-donain,
whil e t he DHCPv6- PD nmet hod works inter-domain (i.e., across an

adm ni strative boundary). Al so, ANI/GRASP can be used inside the
domai n, and DHCP/ DHCPv6- PD be used on the edge of the domain to
client (non-ANl devices). Another simlar use case would be AN/
GRASP inside the dormain, with RADI US [ RFC2865] providing prefixes to
client devices.

4.4. Prefix |ogging

Wthin the autonom c prefix nmanagenent, all the prefix assignnent is
done by devices without human intervention. It nmay be required to
record all the prefix assignnment history, for exanple to detect or
trace lost prefixes after outages, or to neet |egal requirenents.
However, the | ogging and reporting process is out of scope for this
docunent .

5. Autononmic Prefix Managenent Objectives

This section defines the GRASP technical objective options that are
used to support autonom c prefix managenent.

5.1. Edge Prefix Objective Option

The PrefixManager Objective option is a GRASP objective option
conforming to [I-D.ietf-anima-grasp]. Its nanme is "PrefixManager"
(see Section 8) and it carries the following data itens as its val ue:
the prefix length, and the actual prefix bits. Since GRASP is based
on CBOR (Concise Binary Object Representation [RFC7049]), the fornat
of the PrefixManager (bjective option is described as follows in CBOR
data definition |anguage (CDDL) [I-D.ietf-cbor-cddl]:
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obj ective = ["PrefixManager", objective-flags, |oop-count,
[length, ?prefix]]

| oop-count = 0..255 ; as in the GRASP specification
obj ective-flags /= ; as in the GRASP specification
length = 0..128 ; requested or offered prefix length

prefix = bytes .size 16 of fered prefix in binary format

The use of the "dry run’ node of GRASP is NOI' RECOMMENDED for this
obj ective, because it would require both ASAs to store state about
the correspondi ng negotiation, to no real benefit - the requesting
ASA cannot base any decisions on the result of a successful dry run
negoti ati on.

5.2. I Pv4 extension

This section presents an extended version of the PrefixManager
bj ective that supports |Pv4 by adding an extra flag:

objective = ["PrefixManager", objective-flags, |oop-count, prefval]

| oop-count = 0..255 ; as in the GRASP specification
obj ective-flags /= ; as in the GRASP specification

prefval /= pref6va

pref6val = [version6, length, ?prefix]

version6é = 6

length = 0..128 ; requested or offered prefix length
prefix = bytes .size 16 ; offered prefix in binary fornat
prefval /= prefdva

prefdval = [versiond, |ength4, ?prefix4]

versiond = 4

|l ength4 = 0..32 ; requested or offered prefix length
prefix4 = bytes .size 4 ; offered prefix in binary fornat

Prefix and address managenent for |IPv4 is considerably nore difficult
than for 1 Pv6, due to the preval ence of NAT, ambi guous addresses

[ RFC1918], and address sharing [ RFC6346]. These conplexities night
require further extending the objective with additional fields which
are not defined by this docunent.

6. Prefix Managenent Paraneters
An inmplenentation of a prefix manager MJST include default settings
of all necessary paraneters. However, within a single adnmnistrative

domai n, the network operator MAY change default paranmeters for al
devices with a certain role. Thus it would be possible to apply an
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i ntended policy for every device in a sinple way, without traditiona
configuration files. As noted in Section 4.1, individual autononic
devi ces may al so change their own behavi or dynamcally.

For exanple, the network operator could change the default prefix

I ength for each type of role. A prefix managenent paraneters

obj ective, which contains mapping information of device roles and
their default prefix |lengths, MAY be fl ooded in the network, through
t he Autonom c Control Plane (ACP)
[1-D.ietf-ani ma-autonom c-control-plane]. The objective is defined
in CDDL as follows:

obj ective = ["PrefixManager. Parans", objective-flags, any]

| oop-count = 0..255 ; as in the GRASP specification
obj ective-flags /= ; as in the GRASP specification

The 'any’ object would be the relevant paraneter definitions (such as
the exanple below) transnmitted as a CBOR object in an appropriate
format.

This could be flooded to all nodes, and any PrefixManager ASA that
did not receive it for sone reason could obtain a copy using GRASP
uni cast synchroni zati on. Upon receiving the prefix managenent
paraneters, every device can decide its default prefix | ength by
mat ching its own role.

6.1. Exanple of Prefix Managenent Paraneters

The paraneters conprise nmapping information of device roles and their
default prefix lengths in an autonom c domain. For exanple, suppose
an | PRAN (I P Radi o Access Network) operator wants to configure the
prefix length of Radio Network Controller Site Gateway (RSG as 34,
the prefix length of Aggregation Site Gateway (ASG as 44, and the
prefix length of Cell Site Gateway (CSG as 56. This could be
described in the value of the PrefixManager. Parans objective as:

[["role", "RSG'],["prefix_length", 34]],

[["role", "ASG'],["prefix_length", 44]],

[["role", "CSG'],["prefix_|ength", 56]]
]

This exanple is expressed in JSON notation [ RFC7159], which is easy
to represent in CBOR
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An alternative would be to express the paranmeters in YANG [ RFC7950]
usi ng the YANG to-CBOR mapping [I-D.ietf-core-yang-cbor].

For clarity, the background of the exanple is introduced bel ow, which
can al so be regarded as a use case of the mechani sm proposed in this
docunent .

An | PRAN network is used for nobile backhaul, including radio
stations, RNC (in 3G or the packet core (in LTE), and the IP network
bet ween them as shown in Figure 1. The eNB (Evol ved Node B), RNC
(Radi o Network Controller), SGW(Service Gateway), and MVE (Mobility
Managenment Entity) are nobile network entities defined in 3GPP. The
CSG ASG and RSG are entities defined in the | PRAN sol ution

The 1 PRAN topol ogy shown in Figure 1 includes Ringl which is the
circle foll owi ng ASGL- >RSGlL- >RS&- >AS&2- >ASGl, Ri ng2 follow ng

CSGl- >ASGL- >AS&R2- >CS&- >CSGL, and Ring3 fol |l owi ng

CSG3- >ASGL- >ASKR2->CSG3. In a real deploynent of |IPRAN, there nmay be
nore stations, rings, and routers in the topol ogy, and nornally the
network i s highly dependent on hunman design and configuration, which
is neither flexible nor cost-effective.

e + e +
| eNBlL |---] CSGL |\
R e, + R e, + \ [ - + R e, + [ - +
\ ASGL |------- | RSGL |----------- | SGW MVE
| Ring2 +------- + Fomm - + \ [+------- +
Fom - + Fom - + / [ [ \ /
| eNB2 |---|] CS&® | \ [/ | Ringl | \/
R + R + \ R ng3| | /\
I\ | I\
oo - + oo - + / \ - + oo - +/ \+------- +
| eNB3 |---] CSG3 [-------- | AS&R |------ | RS& |--------- | RNC |
Homm - - - + Homm - - - + Fom oo - + Homm - - - + Fom oo - +

Figure 1: | PRAN Topol ogy Exanpl e

If ANI/GRASP is supported in the | PRAN network, the network nodes
shoul d be able to negotiate with each other, and make sone autonomc
deci sions according to their own status and the information collected
fromthe network. The Prefix Managenent Paraneters should be part of
the information they comunicate.

The routers should know the role of their neighbors, the default
prefix length for each type of role, etc. An ASG should be able to
request prefixes froman RSG and an CSG should be able to request
prefixes froman ASG In each request, the ASGE CSG shoul d indicate
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10.

the required prefix length, or its role, which inplies what length it
needs by defaul t.

Security Considerations

Rel evant security issues are discussed in [I-D.ietf-anim-grasp].
The preferred security nodel is that devices are trusted foll ow ng
the secure bootstrap procedure

[1-D.ietf-ani ma-bootstrappi ng-keyinfra] and that a secure Autonomc
Control Plane (ACP) [I-D.ietf-ani na-autononic-control-plane] is in
pl ace.

It is RECOWENDED that DHCPv6-PD, if used, should be operated using
DHCPv6 aut henti cation or Secure DHCPv6.

| ANA Consi derations
Thi s docunment defines two new GRASP (bj ective Option nanes,
"PrefixManager" and "PrefixManager. Parans”". The |ANA is requested to
add these to the GRASP hjective Nanes Table registry defined by
[I-D.ietf-anima-grasp] (if approved).
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Appendi x A.  Depl oynent Overvi ew

Thi s Appendi x includes | ogical deploynent nodels, and expl anations of
the target deployment nodels. The purpose is to help in
under st andi ng the nechani sm of the docunent.

Thi s Appendi x includes two sub-sections: A 1 for the two npst comon
DHCP depl oynent nodel s, and A 2 for the proposed PD depl oynent nodel .
It should be noted that these are just exanples, and there are many
nmor e depl oynent nodel s.

A. 1. Address & Prefix managenent wi th DHCP
Edge DHCP server depl oynent requires every edge router connecting to
CPE to be a DHCP server assigning |Pv4/1Pv6 addresses to CPE - and

optionally IPv6 prefixes via DHCPv6-PD for | Pv6 capable CPE that are
router and have LANs behind them
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edge
dynani c, "netconf/ YANG' i nterfaces
Cemmm e e e oo - S dommmm e e o oo +

e + <- telenetry | edge router/|-+ ----- +o--- - +

|configl .... Domain ... | DHCP server | | ... | CPE |+ LANs

| server| e + | ----- +----- +H (---1)
R e, + Fommmmm e eaaaa + DHCP/ [ +

DHCPv6 / PD

Fi gure 2: DHCP Depl oynent Mdel without a Central DHCP Server

This requires various coordination functions via some backend system
depicted as "config server": The address prefixes on the edge
interfaces should be slightly larger than required for the nunmber of
CPEs connected so that the overall address space is best used.

The config server needs to provision edge interface address prefixes

and DHCP paraneters for every edge router. |If too fine grained
prefixes are used, this will result in large routing tables across
the "Domain". |f too coarse grained prefixes are used, address space

is wasted. (This is less of a concern for IPv6, but if the node
includes IPv4, it is a very serious concern.)

There is no standard describing algorithns for how configuration
servers woul d best performthis ongoi ng dynanic provisioning to
optimize routing table size and address space utilization

There are currently no conplete YANG nodels that a config server
could use to performthese actions (including telenetry of assigned
addresses from such distributed DHCP servers).

For exanple, a YANG nodel for controlling DHCP server operations is
still in draft [I-D.Iiu-dhc-dhcp-yang-nodel]

Due to these and other problens of the above nodel, the nore conmon
DHCP depl oynment nodel is as foll ows:

R + edge
| confi g| initial, "CLI" i nterfaces
| server| ---------------- e L R +
Fo----- + | edge router/|-+ ----- +----- +
[ .... Domain ... | DHCP relay | | ... | CPE |+ LANs
R e, + e + | ----- [ +H o(---1)
| DHCP | e + DHCP/  +----- +
| server| DHCPv6 / PD
- - - - - +

Fi gure 3: DHCP Depl oynent Model with a Central DHCP Server
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Dynami ¢ provisi oning changes to edge routers are avoided by using a
central DHCP server and reducing the edge router from DHCP server to
DHCP relay. The "configuration” on the edge routers is static, the
DHCP relay function inserts "edge interface" and/or subscriber
identifying options into DHCP requests from CPE (e.g., [RFC3046],

[ RFC6221]), the DHCP server has conplete policies for address
assignnents and prefixes useable on every edge-router/interface/
subscri ber-group. When the DHCP rel ay sees the DHCP reply, it
inserts static routes for the assigned address/address-prefix into
the routing table of the edge router which are then to be distributed
by the IGP (or BGP) inside the domain to nake the CPE and LANs
reachabl e across the Donain.

There is no conprehensive standardi zati on of these sol utions.

[ RFC3633] section 14, for exanple, sinply refers to "a [non-defined]
protocol or other out-of-band comunication to add routing

i nformati on for del egated prefixes into the provider edge router".

A. 2. Prefix managenent with AN/ GRASP

Wth the proposed use of ANl and Prefix-nmanagenment ASAs using CGRASP
t he depl oynent nodel is intended to | ook as foll ows:

[ <o ANl Domain / ACP............ > (L) o ->
Rol es
|
% "Edge routers”
GRASP par anet er e +
Net wor k wi de | PMASA | downstream
par anet ers/ policies | (DHCP- | interfaces
| | functions)| ------
v "central device" e +
Homm - - - + N Hom e e oo - +
| PM ASA| S GRASP . ... C | CPE |-+ (LANs)
oo + . v [ (PMASA) | | ---]
. o S + oo + |
o + . PM ASA . | PMASA | ------ R +
. DHCP server. oo + | (DHCP- | SLAAC
o + "internmediate |functions)| DHCP/ DHCP-PD
router” to-- - - +

Fi gure 4: Proposed Depl oynment Model using AN/ GRASP

The network runs an ANl domain with ACP
[I-D.ietf-ani ma-aut onom c-control -pl ane] between sone central device
(e.g., router or ANl enabl ed managenent device) and the edge routers.
ANl / ACP provides a secure, zero-touch comunication channel between
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the devices and enabl es the use of GRASP[I-D.ietf-ani na-grasp] not
only for p2p communication, but also for distribution/flooding.

The central devices and edge routers run software in the form of

"Aut onomi ¢ Service Agents" (ASA) to support this docunent’s autonomc
| Pv6 edge prefix management (PM). The ASAs for prefix nanagement are
call ed PM ASAs bel ow, and together conprise the Autononic Prefix
Management Functi on.

Edge routers can have different roles based on the type and nunber of
CPE attaching to them Each edge router could be an RSG ASG or CSG
in nobile aggregati on networks (see Section 6.1). Mechani sns outside
the scope of this docunent nake routers aware of their roles.

Sone consi derations about the proposed depl oynent nodel are listed as
fol | ows.

1. In a nmininmum Prefix Managenment solution, the central device uses
the "PrefixManager. Paranms" GRASP (bjective introduced in this
docunent to dissenminate network wi de, per-role paraneters to edge
routers. The PM ASA uses the parameters applying to its role to

| ocally configure pre-existing addressing functions. Because PM ASA
does not nanage the dynamic assignnent of actual |Pv6 address
prefixes in this case, the follow ng options can be consi dered:

1.a The edge router connects via downstreaminterfaces to (host) CPE
that each requires an address. The PM ASA sets up for each such
interface a DHCP requesting router (according to [ RFC3633]) to
request an | Pv6e prefix for the interface. The router’s address on
the downstreaminterface can be another paraneter fromthe GRASP

bj ective. The CPEs assign addresses in the prefix via RAs fromthe
router or the PM ASA manages a | ocal DHCPv6 server to assign
addresses to the CPEs. A central DHCP server acting as the DHCP

del egating router (according to [RFC3633]) is required. Its address
can be another paraneter fromthe GRASP bjective.

1.b The edge router also connects via downstreaminterfaces to
(customer managed) CPEs that are routers and act as DHCPv6 requesting
routers. The need to support this could be derived fromrole and/or
GRASP paraneters and the PM ASA sets up a DHCP relay function to pass
on requests to the central DHCP server as in 1.a.

2. In a solution without a central DHCP server, the PM ASA on the
edge routers not only |learn paraneters from "PrefixManager. Parans"
but also utilize GRASP to request/negotiate actual |Pv6 prefix

del egation via the GRASP "PrefixManager" objective described in nore
detail below. In the nost sinple case, these prefixes are del egated
via this GRASP objective fromthe PMASA in the central device. This
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devi ce nmust be provisioned initially with a |large pool of prefixes.
The del egated prefixes are then used by the PM ASA on the edge
routers to edge routers to configure prefixes on their downstream
interfaces to assign addresses via RA/SLAAC to host CPEs. The PM ASA
may al so start |ocal DHCP servers (as in 1.a) to assign addresses via
DHCP to CPE fromthe prefixes it received. This includes both host
CPEs requesting | Pv6 addresses as well as router CPEs that request

| Pv6 prefixes. The PM ASA needs to nanage the address pool (s) it has
requested via GRASP and al | ocate sub-address pools to interfaces and
the | ocal DHCP servers it starts. |t needs to nonitor the address
utilization and accordingly request nore address prefixes if its
existing prefixes are exhausted, or return address prefixes when they
are unneeded.

This solution is quite simlar to the initial described |IPv6 DHCP
depl oynent nodel without central DHCP server, and AN/ ACP/ GRASP and
the PM ASA do provide the automati on to nake this approach work nore
easily than it is possible today.

3. The address pool (s) fromwhich prefixes are allocated does not
need to be taken all fromone central |ocation. Edge router PM ASA
that received a big (short) prefix froma central PM ASA could offer
smal | er sub-prefixes to nei ghboring edge-router PM ASA. GRASP coul d
be used in such a way that the PM ASA would find and sel ect the

obj ective fromthe cl osest neighboring PMASA, therefore allowing to
maxi m ze aggregation: A PM ASA woul d only request further (smaller/
shorter) prefixes when it exhausts its own poll (fromthe centra

| ocation) and can not get further large prefixes fromthat centra

| ocati on anynore. Because the overflow prefixes taken froma

t opol ogi cal nearby PM ASA, the nunber of |onger prefixes that have to
be injected into the routing tables is linited and the topol ogi ca
proximty increases the chances that aggregation of prefixes in the
IGP can nost likely limt the geography in which the | onger prefixes
need to be routed.

4. Instead of peer-to-peer optinization of prefix delegation, a

hi erarchy of PM ASA can be built (indicated in the picture via a
dotted internediate router). This would require additiona

paraneters to the "PrefixManager"” objective to allow creating a

hi erarchy of PM ASA across which the prefixes can be del egated. This
is not detailed further bel ow

5. In cases where CPEs are also part of the ANl Domain (e.g.
"Managed CPE"), then GRASP will extend into the actual custoner sites
and can equally run a PMASA. Al the options described in points 1
to 4 above would then apply to the CPE as the edge router with the
mayor changes being that a) a CPE router will nost |ikley not need to
run DHCPv6-PD itself, but only DHCP address assignment, b) The edge
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