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Abst r act

Whi | e autonomic functions are often pre-installed and integrated with
the network el enments they manage, this is not a nandatory condition
Al'l ow ng autonomic functions to be dynamically installed and to
control resources renotely enables nore versatile depl oynent
approaches and enl arges the application scope to virtually any | egacy
equi pnent. The anal ysis of autonom c functions depl oynent schenes
through the installation, instantiation and operation phases all ows
constructing a unified life-cycle and identifying new required
functionality. Thus, the introduction of autonom c technol ogies wll
be facilitated, the adoption nmuch nore rapid and broad. Operators
will benefit frommulti-vendor, inter-operable autonom c functions
wi t h honobgeneous operations and superior quality, and will have nore
freedomin their depl oyment scenari os.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 22, 2016
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1. Probl em statenment

Whi | e autonomic functions are often pre-installed and integrated with
the network el ements they manage, this is not a mandatory condition
Al'l ow ng autonom c functions to be dynamically installed and to
control resources renotely enables nore versatile depl oynent
approaches and enl arges the application scope to virtually any | egacy
equi prent. The anal ysis of autonom c functions depl oynment schenes
through the installation, instantiation and operation phases all ows
constructing a unified life-cycle and identifying new required
functionality.

An Autonom c Service Agent (ASA) controls resources of one or
mul ti ple Network Elements (NE), e.g. the interfaces of a router for a
Load Bal ancing ASA. An ASA is a software, thus an ASA need first to
be installed and to execute on a host nmachine in order to control
resources

There are 3 properties applicable to the installation of ASAs:

The dynamic installation property allows installing an ASA on
demand, on any hosts conmpatible with the ASA

The decoupling property allows controlling resources of a NE froma
renote ASA, i.e. an ASA installed on a host nachine different from
the resources’ NE

The multiplicity property allows controlling multiple sets of
resources froma single ASA

These three properties provide the operator a great variety of ASA
depl oynent schemes as they decorrelate the evolution of the
infrastructure layer fromthe evolution of the autononic function

| ayer. Depending on the capabilities (and constraints) of the
infrastructure and of the autonom c functions, the operator can
devise the schenmes that will better fit to its depl oynent objectives
and practi ces.

Based on the above definitions, the ASA depl oynent process can be
fornmulated as a nulti-level/criteria matching probl em

The primary |l evel, present in the three phases, consists in matching

the objectives of the operator and the capabilities of the
infrastructure. The secondary level criteria may vary from phase to
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phase. One goal of the document is thus to identify the specific and
common functionality anong these three phases.

This draft will explore the inplications of these properties al ong
each of the 3 phases nanely Installation, Instantiation and
Qperation. This draft will then provide a synthesis of these
inmplications in requirenents for functionalities and life-cycle of
ASAs. Beforehand, the follow ng section will deal with the network
operator’s point of view w th regards of autonom c networKks.

2. Mtivations froman operator viewpoint

Only few operators would dare relying on a pure autononic network,

wi t hout setting objectives to it. Froman operator to the other, the
strategy of network managenent vary, as nuch for historical reasons
(experience, best-practice, tools in-place, organization), as nuch
for differences in the operators goals (business, trade agreenents,
politics, risk policy). Additionally, network operators do not
necessarily performa uniform netwrk managenent across the different
domai ns comnposing their network infrastructure. Hence their
objectives in terns of availability, |oad, and dynam cs vary
dependi ng on the nature of the domains and of the types of services
runni ng over each of those donmi ns.

To nmanage the networks according to the above variations, ASAs need
to capture the underlying objectives inmplied by the operators. The
instantiati on phase is the step in-between installation and
operation, where the network operator determne the initial ASA
behavi or according to its objectives. This step allows the network
operator to deternine which ASAs shoul d execute on which domains of
its network, with appropriate settings. At this stage, thanks to the
intent-policy setting objectives to groups of ASAs, the network
managenent shoul d beconme far sinpler (and | ess error-prone) than
setting lowlevel configurations for each individual network

resour ces

2.1. Illustration of increasingly constraining operator’s objectives

Thi s paragraph describes the foll owi ng exanple of operator intents
with regards to deploynments of autonom c functions. The autonomnc
function involved is a |l oad bal ancing function, which uses nonitoring
results of links load to autononously nodify the links netrics in
order to bal ance the | oad over the network. The exanple is divided
into steps corresponding to an increasing inplication of the operator
in the definition of objectives/intents to the depl oynent of

aut onom ¢ functions:
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Step 1 The operator operates its network and benefits fromthe
autonom ¢ function on the nodes which have the installed ASAs.

Step 2 Then the operator, specifies to the autonom c function an
obj ective which is to achieve the maxi num nunber of links with a
| oad bel ow 60%

Step 3 The network is conposed of five domains, a core transport
networ k and four netropolitan networks, each interconnected
through the core network, the operator sets a different objective
to the autonomic function for each of the five donain.

Step 4 As inside netropolitan domains the traffic variations are
steeper and happen in a periodic fashion contrary to the traffic
in the core domain, the network operators installs an additiona
aut onom ¢ function inside each of these domains. This autonomnic
function is learning the traffic denmands in order to predict
traffic variations. The operators instructs the |oad bal anci ng
function to augnent its nonitored input with the traffic
predi ctions issued by the newWly installed autonom ¢ function

Step 5 As the algorithmof the |oad bal anci ng autononmic function is
relying on interactions between autonom ¢ function agents, the
operator expects the interactions to happen in-between ASAs of
each domain, hence the load will be bal anced inside each of the
domain, while previously it woul d have been bal anced over the
whol e network uniformy

Step 6 Finally, the network operator has purchased a new pi ece of
software corresponding to an autonom ¢ function achieving | oad
bal ancing with a nore powerful algorithm For trial sake, he
decides to deploy this new | oad bal anci ng function instead of the
previ ous one on one of its four nmetropolitan domains.

This short exanple illustrates sone specificities of depl oynent
scenari os, the sub-section below sets itself at providing a nore
exhaustive view of the different deploynent scenari os.

2.2. Deploynent scenarios of autonom c functions

The following scenarios illustrate the different ways the autononic
functions could be deployed in an ANI MA context. Subsequently,

requi renents for the autonom c functions and requirements these

aut onom ¢ functions inpose on other conponents of the AN MA ecosystem
are |isted.

These vari ous depl oynent scenarios are better understood by referring
to the High level view of an Autononic Network, Figure 1 of
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The figure is slightly

extended for the purpose of the denonstration as follows:

+ - - - - - - - e
| Aut onomi ¢ Function 1 : |
| ASA 1.1 ASA 1.2 ASA 1.3 ASA 1.4 |
+ - - - - - - - e

e

Aut ononi ¢ Function 2 [

ASA 2.2 ASA 2.3 |

e s
+ - - - - - o S = o
| Aut ononi ¢ Function 3 | Aut ononi ¢ Function 4 |
| ASA 3.1 ASA 3.2 | ] ASA 4.3 ASA 4.4 |
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+ - - - - - - - e
| Aut ononi ¢ Networking Infrastructure |
+ - - - - - - - e
Fomm e - - + Fomm e - - + Fomm e - - + Fomm e - - +
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Figure 1: High |evel

Figure 1 depicts 4 Nodes,

Servi ce Agents.
el ement s.

vi ew of an Autononi ¢ Network

4 Autononic Functions and 10 Autononic
Let’s list assunptions with regards of these

Starting with nodes,

each may be either an Unconstrai ned Autonom c Node,
Aut ononi ¢ Node (or even a | egacy one?),

a Constrai ned

t hey may wel |
versi ons),

they may well

they may well
routers,

Pel oso & Ciavaglia

be of different nodels (or having different software

be of different equi pment vendors,

be of different technol ogies (sone may be IP

sone may be Ethernet switches or OTN switches...).
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Pur sui ng with Aut onom ¢ Functi ons,

they may well have different objectives (one could target
automatic configuration of OSPF-TE, while another one is
optimzing traffic load), but they may well have identica

obj ectives as two could optinize energy consunption (possibly on
different areas as function 3 and function 4),

each may be conposed of no nore than one ASA (either because the
function is responsible for a single node or because the function
relies on a centralized inplenentation),

each may well be conposed of different sort of ASAs, neaning the
software is different (either because their version nunber is
different, or because the software provider is different, or
because their respective nodes/equi pnents differ or because the
role of each agent is different),

[ Cbservation] Depending on the inplenentation the sane piece of
software may fulfill different roles or each role may cone froma
different froma different piece of code,

each has reached a given organi zation, neaning an organi zed set of
ASAs in charge of a set of nodes ()whether fornmalized or not),
this organi zati on may either come fromthe piece of software
itself (e.g. enbedding a self-organization process) or cone from
directions of the network operator (e.g. through intents/policies,
or through depl oynent instructions)

each may work internally in a peer to peer fashion (where every
agents have the sane prerogatives) or in hierarchical fashion
(where sone agents have some prerogatives over other) [this option
is a good example of role differences],

each having its scope of work in terns of objective to reach and
areal/ space/ part of the network to nmanage

Conpl eting with individual Autonom c Service Agents, those are pieces
of software:

enbedded i nsi de the node/equi pnent OS (hence present since the
bootstrap or OS update of the equipnent),

running in a machine different than the node (this could be a node
controller or any other host or virtual nachine)

[ Cbservation] In the latter case, the ASA would likely require
external credentials to interact with the node,
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directly nonitoring and configuring the equipnent (likely requires
the ASA to be enbedded) or through a nanagement interface of the
equi prent (e.g. SNWP, TL1, @, NetConf) or through an equi prment
controller (e.g. SDN paradigm or through a network manager (e.g.
using the north interface of the nanager)

either activated at start-up or as the result of a nmanagenent
acti on,

may be installed (either inside the equipnent or on a different
machi ne) when requested by an operator froma software origin
(e.g. arepository in the ACP, a nedia)

provi ded by the sane vendor as the equipnent it manages or by any
third party (like another equi pnment vendor, a nmanagenent software
vendor, an open-source initiative or the operator software team

sharing a technical objective with the other ASAs of the Autononic
Function they belong, (or at least a simlar one)?

can it contains nmultiple technical objective?

must the technical objective be intrinsic or can it be set by a
managi ng entity (a network operator or a nanagenent systen)?

The | ast three points being |largely questionable are marked as
questi ons.

The figure belowillustrates how an ASA interacts with a node that
the ASA manages. The left side depicts external interactions,

t hr ough exchange of commands towards interfaces either to the node OS
(e.g. via SNWP or NetConf), or to the controller (e.g. (G MPLS, SDN,
...), or to the NM5. The right side depicts the case of the ASA
enbedded inside the Node CS.
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ities between ASA and Resources

Operator’s requirenments with regards to autonom c functions

at this point we can try to list few

requirenents they nmay have with regards with the Autonom ¢ Functions

and their nanagenent...

Bei ng capable to set those functions a scope of work in term of

area of duty,

Bei ng capable to nonitor the actions taken by the autononic

functions,
the function KPIs)

Bei ng capable to halt/suspend t

function (either because the function is untrusted,

operation on the network is to
fromthe autononic functions,

Bei ng capable to configure the
the paraneters of the function
aut onom ¢ function may achi eve
avoi dance and el ectrical power
may be nore or | ess aggressive
network operator certainly has
cursor.

Pel oso & Ciavaglia
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and which are its results (perfornance with regards to

he execution of an Autononic
or because an

be conducted wi thout interference

etc...)

aut onom ¢ functions by adjusting
(e.g. a Traffic Engineering

a trade-of f between congestion
consunption, hence this function
on the link load ratio, and the
his word to say in setting this
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3.

3.

Install ati on phase

Before being able to instantiate and run ASAs, the operator nust
first provision the infrastructure with the sets of ASA software
corresponding to its needs and objectives. The provisioning of the
infrastructure is realized in the installation phase and consists in
installing (or checking the availability of) the pieces of software
of the different ASA classes in a set of Installation Hosts.

As nentioned in the Probl em statenent section, an Autononi c Function
Agent (ASA) controls resources of one or nultiple Network El enents
(NE), e.g. the interfaces of a router for a Load Bal ancing ASA. An
ASA is a software, thus an ASA need first to be installed and to
execute on a host machine in order to control resources.

There are 3 properties applicable to the installation of ASAs:

The dynamic installation property allows installing an ASA on
demand, on any hosts conpatible with the ASA

The decoupling property allows controlling resources of a NE froma
renote ASA, i.e. an ASA installed on a host nmachine different from
the resources’ NE

The multiplicity property allows controlling nmultiple sets of
resources froma single ASA

These three properties are very inportant in the context of the
installation phase as their variations condition how the ASA cl ass
could be installed on the infrastructure.

1. CQperator’s goa

In the installation phase, the operator’s goal is to install ASA
classes on Installation Hosts such that, at the nonent of
instantiation, the correspondi ng ASAs can control the sets of target
resources. The conplexity of the installation phase come fromthe
nunber of possible configurations for the matching between the ASA
cl asses capabilities (e.g. what types of resources it can control
what types of hosts it can be installed on...), the Installation
Hosts capabilities (e.g. support dynamic installation, l|ocation and
reachability...) and the operator’s needs (what depl oynent schenes
are favored, functionality coverage vs. cost trade-off...).

For exanple, in the coupled node, the ASA host nachi ne and the
network el enent are the sane. The ASA is installed on the network
el enent and control the resources via interfaces and nechani sns
internal to the network element. An ASA MJUST be installed on the
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network el enent of every resource controlled by the ASA. The
identification of the resources controlled by an ASA is
straightforward: the resources are the ones of the network el ement.

In the decoupl ed node, the ASA host machine is different fromthe
network elenent. The ASAis installed on the host nachi ne and
control the resources via interfaces and nechani sns external to the
network el ement. An ASA can be installed on an arbitrary set of
candidate Installation hosts, which can be defined explicitly by the
networ k operator or according to a cost function. A key benefit of
the decoupled node is to allow an easier introduction of autonomnc
functions on existing (legacy) infrastructure. The decoupl ed node
al so allows de-correlating the installation requirenents (conpatible
host machines) fromthe infrastructure evolution (NEs addition and
renoval , change of NE technol ogy/version...).

The operator’s goal nmay be defined as a special type of intent,
called the Installation phase intent. The details of the content and
format of this proposed intent are left open and for further study.

3.2. Installation phase inputs and outputs
I nputs are:
[ ASA class of type_x] that specifies which classes ASAs to install

[Installation_target_Infrastructure] that specifies the candidate
Installation Hosts,

[ ASA cl ass placenent function, e.g. under which criterial/constraints

as defined by the operator]
that specifies how the installation phase shall neet the
operator’s needs and objectives for the provision of the
infrastructure. In the coupled node, the placenent function is
not necessary, whereas in the decoupl ed node, the pl acenent
function is mandatory, even though it can be as sinple as an
explicit list of Installation hosts.

The main output of the installation phase is an up-to-date directory
of installed ASAs which corresponds to [list of ASA cl asses]
installed on [list of installation Hosts]. This output is also
useful for the coordination function and corresponds to the static

i nteraction map.

The condition to validate in order to pass to next phase is to ensure
that [list of ASA classes] are well installed on [list of
installation Hosts]. The state of the ASA at the end of the
installation phase is: installed. (not instantiated). The follow ng
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commands or nessages are foreseen: install(list of ASA cl asses,
Installation_target_Infrastructure, ASA class placenent function),
and un-install (list of ASA classes).

4. Instantiation phase

Once the ASAs are installed on the appropriate hosts in the network,
these ASA may start to operate. Fromthe operator viewpoint, an
operating ASA neans the ASA manages the network resources as per the
obj ectives given. At the ASA local |evel, operating neans executing
their control |oop/algorithm

But right before that, there are two things to take into
consideration. First, there is a difference between 1. having a

pi ece of code available to run on a host and 2. having an agent based
on this piece of code running inside the host. Second, in a coupled
case, determ ning which resources are controlled by an ASA is
straightforward (the determination is enbedded), in a decoupl ed node
determining this is a bit nore conplex (hence a starting agent wll
have to either discover or be taught it).

The instantiation phase of an ASA covers both these aspects: starting
the agent piece of code (when this does not start automatically) and
determ ni ng which resources have to be controlled (when this is not
obvi ous).

4.1. Operator’s goa

Through this phase, the operator wants to control its autonomc
network in two things:

1 deternine the scope of autonom c functions by instructing which of
the network resources have to be managed by whi ch autononic
function (and nore precisely which class e.g. 1. version X or
version Y or 2. provider A or provider B)

2 deternine how the autonom c functions are organi zed by instructing
whi ch ASAs have to interact with which other ASAs (or nore
preci sely which set of network resources have to be handl ed as an
aut ononous group by their nmanagi ng ASAs).

Additionally in this phase, the operator may want to set objectives
to autonom c functions, by configuring the ASAs technical objectives.

The operator’s goal can be sunmmarized in an instruction to the AN MA
ecosystem matching the followi ng pattern
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[ ASA of type_x instances] ready to contro
[Instantiation_target_Infrastructure] with
[I'nstantiation_target_paraneters]

4.2. Instantiation phase inputs and outputs
I nputs are:

[ ASA of type_x instances] that specifies which are the ASAs to be
targeted (and nore precisely which class e.g. 1. version X or
version Y or 2. provider A or provider B)

[Instantiation_target_Infrastructure] that specifies which are the
resources to be managed by the autonomic function, this can be the
whol e network or a subset of it |ike a domain a technol ogy segnent
or even a specific list of resources,

[Instantiation_target parameters] that specifies which are the
techni cal objectives to be set to ASAs (e.g. an optim zation
target)

Qut puts are:

[ Set of ASAs - Resources relations] describing which resources are
managed by which ASA instances, this is not a formal nessage, but
a resulting configuration of a set of ASAs,

4.3. Instantiation phase requirenents
The instructions described in section 4.2 could be either:

sent to a targeted ASA |In which case, the receiving Agent will have
to manage the specified |ist of
[Instantiation_target Infrastructure], with the
[Instantiation_target paraneters].

broadcast to all ASAs In which case, the ASAs woul d collectively
determine fromthe list which Agent(s) woul d handl e which
[Instantiation_target _Infrastructure], with the
[Instantiation_target paranmeters].

This set of instructions can be naterialized through a nessage that
is named an Instance Mandate. Instance Mandates are described in the
requirenents part of this docunent, which lists the needed fields of
such a message (see Section 6.3 - ASA Instance Mandate).

The conclusion of this instantiation phase is a ready to operate ASA
(or interacting set of ASAs), then this (or those) ASA(s) can
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descri be thensel ves by depicting which are the resources they nanage
and what this neans in terns of netrics being nonitored and in terns
of actions that can be executed (like nodifying the paraneters

val ues). A nessage conveying such a self description is naned an

I nstance Manifest. Instance Manifests are described in the

requi renents part of this document, which lists the needed fields of
such a nmessage (see Section 6.4 - ASA Instance Manifest).

Though the operator may well use such a self-description "per se"
the final goal of such a description is to be shared with other AN MA
entities like:

0o the coordination entities (see [I-D.ciavaglia-ani ma-coordi nation]
- Aut onomi ¢ Functions Coordination)

0 collaborative entities in the purpose of establishing know edge
exchanges (sone ASAs may produce know edge or even nonitor netrics
that ot her ASAs cannot neke by thensel ves why those woul d be
useful for their execution) (see know edge exchange itens in
Section 5 - Operation phase)

5. Operation phase

Note: This section is to be further devel oped in future revisions of
t he docunent.

During the Qperation phase, the operator can

Acti vat e/ Deacti vate ASA: neani ng enabling those to execute their
aut onomi ¢ | oop or not.

Modi fy ASAs targets: neaning setting themdifferent objectives.

Modi fy ASAs managed resources: by updating the instance nandate
whi ch woul d specify different set of resources to nanage (only
appl i cabl e to decoupl es ASAs).

During the Operation phase, running ASAs can interact the one with
the other:

in order to exchange know edge (e.g. an ASA providing traffic
predictions to | oad bal anci ng ASA)

in order to collaboratively reach an objective (e.g. ASAs
pertaining to the sane autonom c function targeted to nanage a

net work domain, these ASA will collaborate - in the case of a | oad
bal anci ng one, by nodifying the links netrics according to the

nei ghbori ng resources | oads)
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During the Operation phase, running ASAs are expected to apply
coordi nati on schenes

then execute their control |oop under coordination supervision/
i nstructions

6. Autononic Function Agent specifications
6.1. Life-cycle

Based on the phases described above, this section defines formally
the different states experienced by Autononic Function Agents during
their conplete life-cycle.

The drawing of the life-cycle presented bel ow shows both the states
and t he events/nmessages triggering the state changes. For
simplification purposes, this sketch does not display the transitory
states which correspond to the handling of the messages.

The installation and Instantiation phase will be concluded by ASA
reachi ng respectively Installed and Instantiated states.

B +
Undepl oyed ------ >| [-=----- > Undepl oyed
| Installed |
+- - > [ ---+

Mandate | e + | Receives a
i s revoked | R + | Mandate
+- - | <--+
| I'nstantiated |

+-->| |---+

set | L T + | set

down | e + | up
+-- - | <--+

Figure 3: Life cycle of an Autonom ¢ Function Agent

Here are descri bed the successive states of ASA

Undepl oyed - In this "state", the Autonom c Function Agent is a
mere piece of software, which may not even be avail able on any
host .
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Installed - In this state, the Autononic Function Agent is
available on a (/nmultiple) host(s), and after having shared its
ASA cl ass Mani fest (which describes in a generic way independently
of the depl oynent how the ASA would work). In this state the ASA
is waiting for an ASA |Instance Mandate, to deternine which
resources ti nmanage (when the ASA is strictly coupled to resources
[e.g. part of a Node OS], there is no need to wait for an instance
mandat e, the target resources being intrinsically known).

Instantiated - In this state the Autonom ¢ Function Agent has the
know edge of which resources it is nmeant to nanage. |In this state
the ASA is expecting a set Up nessage in order to start executing
its autononic loop. Fromthis state on the ASA can share an
I nstance Mani fest (which describes how the ASA instance is going
to work).

Qperational - In this state, ASAs are executing their autonomc
| oop, hence acting on network, by nodifying resources paraneters.
A set down nmessage will turn back the ASA in an Instantiated
state.

The messages are described in the follow ng sections.
6.2. ASA Cass Manifest

An ASA class is a piece of software that contains the conputer
program of an Autonom c Function Agent.

In order to install and instantiate appropriately an autononic
function in its network, the operator needs to know which are the
characteristics of this piece of software

This section details a format for an ASA class manifest, which is (a
machi ne-r eadabl e) description of both the autonom c function and the
pi ece of code that executes the function

| A unique identifier made out of at
| least a Function Nane, Version and
| Provider Nane (and Rel ease Date).

| Anulti-field description of the

| function performed by the ASA, it

| is neant to be read by the

| operator and can point to URLs,

| user-guides, feature descriptions
| Whether the ASA is dynanically

Install ation 3 Bool eans
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properties installable, can be decoupl ed from
the NE and can manage multiple
resources froma single instance
(see Section 1 - Problem

statenent).

Possi bl e Cs. . Li sts the OS/ Machi nes on which the
Host s ASA can be executed. [Only if ASA

is dynam cally installable]

Net wor k Net Segment . . . Li sts the network segnents on

Segnent whi ch the autonom ¢ function is
applicable (e.g. |IP backbone
versus RAN).

Manageabl e Equi pnent s. .. Li sts the nodes/resources that

Equi pnent s this piece of code can manage
(e.g. ALU 77x routers, Cisco CRS-x

routers, Huawei NEXE routers).

I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
| be halted in the course of its |
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I

Aut ononi ¢ Enum States what is the type of |oop
Loop Type MAPE- K and whether this | oop can
execution.
Acqui red Raw Lists the nature of information
I nput s I nf oSpec. .. that an ASA agent may acquire from
t he managed resource(s) (e.g. the
i nks | oad).
Ext er nal Raw Li sts the nature of information
I nput s I nf oSpec. . . that an ASA agent may require/w sh
fromother ASA in the ecosystem
that coul d provide such
i nf ormati on/ know edge.
Possi bl e Raw Lists the nature of actions that
Acti ons Act i onSpec an ASA agent may enforce on ASA
t he managed resource(s) (e.g
modi fy the links netrics).
Techni cal Techni cal Lists the type of technica
bj ecti ves bj ective obj ectives that can be
Descri ption Spec. .. handl ed/recei ved by the ASA (e.g.
a max | oad of Iinks).
B B e +

Table 1: Fields of ASA class nanifest
6.3. ASA Instance Mndate
An ASA instance is the ASA agent: a running piece of software of an
ASA class. A software agent is a persistent, goal-oriented conputer

programthat reacts to its environnment and interacts with other
el ements of the network
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In order to install and instantiate appropriately an autononic
function in its network, the operator may specify to ASA instances
what they are supposed to do: in termof which resources to nmanage
and whi ch objective to reach.

This section details a format for an ASA | nstance Mandate, which is
(a machi ne-readabl e) set of instructions sent to create autononic
functions out of ASA

[ S e e e e o e e e e e e e e e e e e e e e e e e eo oo +
| Field | Type | Description |

I Nane | I I

Fommemeeeas S e +
| ASA class | Struct | A pattern matching the ID (or part |

| Pattern | | of it) of ASAs being the target of |

[ [ | the Mandate. This field nmakes sense |

| | | only for broadcast nandates (see end

| | | of this section). |

| Managed | Resourcesld... | The list of resources to be managed |

| Resources | | by the ASA (e.g. their IP@or MAC@ |

| | | or any other relevant 1D). |

[ I D of | Interface Id | The interface to the coordination [

| Coord | | systemin charge of this autonomc |

[ [ | function. [

| Reporting | Pol i cy | A policy describing which entities [

| Policy | | expect report from ASA, and which |

| | | are the conditions of these reports

[ [ | (e.g. time wise and content w se) [

N S . +

Table 2: Fields of ASA i nstance nmandate
An ASA instance nmandate coul d be either

sent to a targeted ASA |In which case, the receiving Agent will have
to nmanage the specified |ist of resources,

broadcast to all ASA In which case, the ASAs woul d coll ectively
det ermi ne whi ch agent woul d handl e which resources fromthe list,
and if needed (and feasible) this could also trigger the dynamc
installation/instantiation of new agents (ACP should be capabl e of
bearing such scenari os).

ASA | nstance Mani fest
Once the ASAs are properly instantiated, the operator and its

managi ng system need to know which are the characteristics of these
ASAs.
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This section details a format for an ASA instance manifest, which is
(a machi ne-readabl e) description of either an ASA or a set of ASAs
gathered into an autonom c function

R o e e oo oo e e e e e e e e e e e e e e meee—o - +
[ Field [ Type | Description [
I Nane | I I
B B Fom e e e e e e e e e m e e e e am o +
| ASA d ass | Struct | A unique identifier made out of at |
[ I D [ | least a Function Name, Version and

| | | Provider Nane (and Rel ease Date). |
| ASA | Long | A unique Id of the ASA instance (if |
| Instance | | the ASA instance manifest gathers |
| I D | | multiple ASAs working together, this

| | | would be a list). |
[ Host s | Resource ID | ID of the Machines on which the ASA |
| | | executes. |
| Managed | Resourcesld... | The list of resources effectively |
| Resources | | managed by the ASA (e.g. their I1P@ |
| | | or MAC@or any other relevant 1D). |
| Acquired | I nst ance | Lists information that this ASA |
[ Inputs | InfoSpec... | agent may acquire fromthe managed [
| | | resource(s) (e.g. the links |oad |
[ [ | over links with ID x and y). [
| External | I nst ance | Lists information that this ASA [
| Inputs | InfoSpec... | agent requires fromthe ecosystem |
| | | (e.g. the links |oad prediction over |
[ [ | links with ID x and y). [
| Possible | I nst ance | Lists actions that this ASA agent |
| Actions | Act i onSpec | may enforce on its nanaged |
| | | resource(s) (e.g. nodify the |inks |
| | | nmetrics over links x and y). |
Fom e e e e - - S o e e e e e e e e e e e e e e e e e e +

Table 3: Fields of ASA instance nanifest
7. Inplication for other AN MA conponents
7.1. Additional entities for AN MA ecosystem

In the previous parts of this docunent, we have seen successive
operations pertaining to the managenent of autonom c functions.

These phases involve different entities such as the ASAs, the ASA
Hosts and the ASA Managenent function. This function serves as the
interface between the network operator and its managed i nfrastructure
(i.e. the autonom c network). The ASA nanagenent function
distributes instructions to the ASAs such as the ASA | nstance
Mandat e, ASA set up/set down comands and al so trigger the ASA
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installation inside ASA Hosts. This function is likely to be co-
| ocated or integrated with the function responsible for the
managenent of the Intents.

In this first version, we do not prescribe any requirenents on the
way the ASA Managenent function should be inplenented, neither the
various depl oynent options of such a function and neither on the way
ACP or GRASP coul d be extended to interact with this function. W
bel i eve these design and specifications work should be first

di scussed and anal yzed by the working group

7.2. Requirenments for GRASP and ACP nessages

GRASP and ACP seens to be the best (and currently only) candidates to
convey the foll owi ng nessages between the ASA Managenent function and
t he ASAs:

ASA O ass Mani f est

ASA | nstance Mandate (and Revoke Mandat e)
ASA I nstance Manifest

Set Up and Set Down nessages

These section concludes with requests to GRASP protocol designers in
order to handle the 3 | ast nessages of the |ist above. These 3
messages formthe mnimal set of features needed to guarantee sone
control on the behavior of ASAs to network operators.

A mechanismsinilar to the bootstrapping one woul d usefully achieve
di scovery of pre-installed ASAs, and possibly provide those with a
default I nstance Mandate.

A nmechanismto achieve dynanic installation of ASAs conpatible with
ACP and GRASP renains to be identified.

In the case of decoupled ASAs, even nore for the ones supporting
multiplicity, when a Mandate is broadcast (i.e. requesting the
Instantiation of an autonom ¢ function to nanage a bunch of
resources), these ASAs require synchroni zation to determni ne which
agent (s) will nmanage whi ch resources. Proper ACP/ CRASP nessages
supporting such a mechani sm have to be identified together with
prot ocol authors.
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7.2.1. Control when an ASA runs

To control when an ASA runs (and possibly how it runs), the operator
needs the capacity to start and stop ASAs. That is why an inperative
command type of nessage is requested from GRASP.

Additionally this type of nessage could al so be used to specify how
the ASAis neant to run, e.g. whether its control loop is subdued to
some constraints in ternms of pace of execution or rhythm of execution
(once a second, once a mnute, once a day...)

Bel ow a suggestion for GRASP:
In fragmentary CDDL, an Inperative nmessage follows the pattern

i mperative-nessage = [ M | MPERATI VE, session-id, initiator, objective]

7.2.2. Know what an ASA does to the network

To know what an ASA does to the network, the operator needs to have
the informati on of the elenents either nonitored or nodified by the
ASA, hence this ASA shoul d di scl ose those.

The di scl osing should take the formof a ASA Instance Manifest (see
Section 6.4 - ASA Instance Manifest), which could be conveyed inside
a GRASP di scovery nessage, hence the fields of the ASA | nstance
Mani f est woul d be conveyed inside the objective.

At this stage there are two options:
The whol e mani fest is conveyed as an objective.

Each field of the manifest is conveyed as an individual objective,
nmore precisely, the acquired i nputs woul d appear as di scovery
only, and the nodifiable parameters woul d appear as negotiation
obj ective. The unclear part is the expression of requested fields
(when the ASA clains being a client for such objective). Could
one of the already existing objective options a good match or
shoul d a new one be created.
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7.2.3. Decide which ASA control which equi pnent

To determ ne which ASA controls which equi pnent (or vice-versa which
equi pnents are controlled by which ASAs), the operators needs to be
able to instruct ASA before the end of their bootstrap procedure.

These instructions sent to ASA during bootstrappi ng should take the
format of an ASA |Instance Mandate (see Section 6.3 -

ASA I nstance Mandate). This ASA | nstance Mandate are sorts of
Intents, and as GRASP is neant to handle Intents in a near future, it
woul d be beneficial to already identify which sort of GRASP nessage
are meant to be used by Intent in order to already define those. An
option could be to reuse the |Inperative nessages defi ned above.
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