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Abst ract

The CoAP protocol needs to be inplemented in such a way that it does
not cause persistent congestion on the network it uses. The CoRE
CoAP speci fication defines basic behavior that exhibits |ow risk of
congestion with nmininmal inplementation requirenents. It also |eaves
room for conbi ning the base specification with advanced congestion
control mechani sms with higher performance

This specification defines sone sinple advanced CoRE Congesti on

Control mechani sns, Sinple CoCoA. In the present version -02, it is
maki ng use of input fromsinmulations and experinments in rea
networks. The specification might still benefit fromsinplifying it
further.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on April 21, 2016
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Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction
(See Abstract.)

Extended rationale for this specification can be found in
[I-D. bormann-core-congestion-control] and
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[1-D.eggert-core-congestion-control], as well as in the mnutes of
the 1 ETF 84 CoRE WG neet i ngs.

1.1. Term nol ogy

This specification uses terns from|[RFC7252]. |In addition, it
defines the follow ng term nol ogy:

Initiator: The endpoint that sends the message that initiates an
exchange. E.g., the party that sends a confirnmabl e nessage, or a
non- confi rnabl e message conveyi ng a request.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119] when t hey
appear in ALL CAPS. These words may al so appear in this docunent in
| ower case as plain English words, absent their nornmative neanings.

(Note that this docunent is itself informational, but it is
di scussi ng nornmative statenents.)

The term "byte", abbreviated by "B", is used in its now custonary
sense as a synonymfor "octet".

2. Cont ext

In the Vancouver | ETF 84 CoRE neeting, a path forward was defi ned
that includes a very sinple basic schene (lock-step with a nunber of
paral | el exchanges of 1) in the base specification together with

per f or mance- enhanci ng advanced nechani sns.

The present specification is based on the approved text in the

[ RFC7252] base specification. 1t is making use of the text that
pernmits advanced congestion control nechanisns and allows themto
change protocol paraneters, including NSTART and the binary
exponential backoff mechanism Note that Section 4.8 of [RFC7252]
limts the | eeway that inplenentations have in changing the CoRE
protocol paraneters.

The present specification also assunes that, outside of exchanges,
non- confirnabl e nessages can only be used at a linited rate w thout
an advanced congestion control mechanism (this is mainly relevant for
[RFC7641]). It is also intended to address the [ RFC5405] gui deline
about conbi ni ng congestion control state for a destination; and to
clarify its nmeaning for CoAP using the definition of an endpoint.

The present specification does not address nulticast or dithering
beyond basic retransm ssion dithering.
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3.

Area of Applicability

The present algorithmis intended to be generally applicable. The
objective is to be "better" than default CoAP congestion control in a
nunber of characteristics, including achi evable goodput for a given
of fered | oad, |atency, and recovery frombursts, while providing nore
predictable stress to the network and the same | evel of safety from
catastrophic congestion. It does require three state vari abl es per
scope plus the state needed to do RTT neasurenents, so it may not be
applicable to the nost constrained devices (class 1 as per

[ RFC7228]) .

The scope of each instance of the algorithmin the current set of
eval uati ons has been the five-tuple, i.e., CoAP + endpoint (transport
address) for Initiator and Responder. Potential applicability to

| arger scopes needs to be exam ned.

Advanced CoAP Congestion Control: RTO Estimation

For an initiator that plans to nake nultiple requests to one
destination endpoint, it may be worthwhile to make RTT neasurements
in order to obtain a better RTO estimation than that inplied by the
default initial tineout of 2 to 3 s. This is based on the usua
algorithms for RTO estinmation [ RFC6298], with appropriately extended
defaul t/ base val ues, as proposed in Section 4.2.1. Note that such a
mechani sm nust, during idle periods, decay RTO estimtes that are
shorter or longer than the basic RTO estimate back to the basic RTO
estimate, until fresh neasurenents becone avail abl e again, as
proposed in Section 4. 3.

One inportant consideration not relevant for TCP is the fact that a
CoAP round-trip may include application processing tinme, which may be
hard to predict, and may differ between different resources avail abl e
at the sane endpoint. Also, for comrunications with networks of
constrai ned devices that apply radio duty cycling, large and variabl e
round-trip times are likely to be observed. Servers will only
trigger their early ACKs (with a non-pi ggybacked response to be sent

| ater) based on the default tiners, e.g. after 1 s. A client that
has arrived at a RTO estimte shorter than 1 s SHOULD therefore use a
| arger backoff factor for retransm ssions to avoid expending all of
its retransnmissions in the default interval of 2 to 3 s. A proposa
for a mechanismwith variable backoff factors is presented in

Section 4.2.1.

It may also be worthwhile to do RTT estimates not just based on

i nformati on neasured froma single destination endpoint, but also
based on entire hosts (1P addresses) and/or conplete prefixes (e.qg.
mai ntain an RTT estimate for a whole /64). The exact way this can be
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used to reduce the anpbunt of state in an initiator is for further
st udy.

4.1. Blind RTO Estimate

The initial RTO estinmate for an endpoint is set to 2 seconds (the
initial RTO estimate is used as the initial value for both E weak_
and E _strong_ bel ow).

If only the initial RTO estimate is available, the RTO estimate for
each of up to NSTART exchanges started in parallel is set to 2 s
times the nunber of parallel exchanges, e.g. if two exchanges are
already running, the initial RTO estimate for an additional exchange
is 6 seconds.

4.2. Measured RTO Estinmate

The RTO estimator runs two copies of the algorithmdefined in

[ RFC6298], as nodified in Section 4.2.1: One copy for exchanges that
complete on initial transnissions (the "strong estimator"”,

E strong_), and one copy for exchanges that have run into

retransm ssions, where only the first two retransni ssions are
considered (the "weak estimator", E weak ). For the latter, there is
some anbiguity whether a response is based on the initial

transm ssion or the retransnissions. For the purposes of the weak
estimator, the tine fromthe initial transm ssion counts. Responses
obtai ned after the third retransm ssion are not used to update an
esti mat or.

The overall RTO estinmate is an exponentially wei ghted noving average
(al pha = 0.5 and 0. 25, respectively) computed of the strong and the
weak estimator, which is evolved after each contribution to the weak
estimator (1) or to the strong estimator (2), fromthe estimtor that
made the nost recent contribution:

RTO:= 0.25 * E weak_ + 0.75 * RTO (1)

RTO := 0.5 * E strong_ + 0.5 * RTO (2)
(Splitting this update into the two cases avoi ds naking the
contribution of the weak estimator too big in naturally |ossy
net wor ks. )

4.2.1. Mdifications to the al gorithm of RFC 6298

Thi s subsection presents three nodifications that nust be applied to
the al gorithm of [RFC6298] as per this docunent. The first two
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recomend new paraneter settings. The third one is the variable
backof f factor nechani sm

The initial value for each of the two RTO estimators is 2 s.

For the weak estimator, the factor K (the RTT variance multiplier) is
set to 1 instead of 4. This is necessary to avoid a strong increase
of the RTOin the case that the RTTVAR value is very |arge, which may
be the case if a weak RTT measurenent is obtained after one or nore
retransm ssions.

If an RTO estimation is lower than 1 s or higher than 3 s, instead of
appl ying a binary backoff factor in both cases, a variable backoff
factor is used. For RTO estinmations below 1 s, the RTO for a
retransmssion is nmultiplied by 3, while for estimtions above 3 s,
the RTOis nultiplied only by 1.5 (this updated choice of nunbers to
be verified by nore simulations). This helps to avoid that exchanges
with small initial RTOs use up all retransnissions in a short

interval of time and exchanges with large initial RTGs may not be
able to carry out all retransm ssions within MAX_ TRANSM T_WAI T

(93 s).

The binary exponential backoff is truncated at 32 seconds. Sinilar
to the way retransnissions are handled in the base specification
they are dithered between 1 x RTO and ACK_RANDOM FACTOR x RTO

4.2. 2. Di scussi on

In contrast to [ RFC6298], this algorithmattenpts to nake use of

anmbi guous information fromretransm ssions. This is notivated by the
hi gh non-congestion | oss rates expected in constrai ned node networKks,
and the need to update the RTO estimators even in the presence of

|l oss. Additional investigation is required to deternine whether this
is indeed justified.

Some eval uati on has been done on earlier versions of this
specification [Betzler2013]. A nore recent (and nore conprehensive)
reference is [Betzler2015]. Additional investigation is required.

4.3. Lifetime, Aging

The state of the RTO estimators for an endpoi nt SHOULD be kept as

Il ong as possible. |If other state is kept for the endpoint (such as a
DTLS connection), it is very strongly RECOWENDED to keep the RTO
state alive at least as long as this other state. It MJST be kept

for at |east 255 s.
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If an estimator has a value that is lower than 1 s, and it is left

wi t hout further update for 16 tines its current value, the RTO
estimate is doubled. |If an estimator has a value that is higher than
3s, and it is left without further update for 4 tines its current
value, the RTO estimate is set to be

RTO:=1s + (0.5 * RTO

(Note that, instead of running a timer, it is possible to inplenent
these RTO agi ng cal culations cunmulatively at the tinme the estinator
is used next.)

5. Advanced CoAP Congestion Control: Non-Confirnabl es
(TODO Align this with final consensus on -observel)

A CoAP endpoi nt MJUST NOT send non-confirnables to anot her CoAP
endpoint at a rate higher than defined by this docunent. | ndependent
of any congestion control nechani sns, a CoAP endpoi nt can al ways send
non-confirmables if their rate does not exceed 1 B/s.

Non-confirmabl es that formpart of exchanges are governed by the
rul es for exchanges.

Non- confi rmabl es outsi de exchanges (e.g., [RFC7641] notifications
sent as non-confirmabl es) are governed by the foll ow ng rules:

1. O any 16 consecutive nessages towards this endpoint that aren’t
responses or acknow edgnents, at |east 2 of the nmessages nust be
confirmabl e.

2. The confirmabl e nessages nmust be sent under an RTO estimator, as
specified in Section 4.

3. The packet rate of non-confirnabl e nessages cannot exceed 1/ RTQ
where RTO is the overall RTO estinmator value at the tinme the non-
confirmabl e packet is sent.

5.1. Discussion
This is relatively conservative. Mre advanced versions of this

algorithmcould run a TFRC-style Loss Event Rate cal cul ator [ RFC5348]
and apply the TCP equation to achieve a higher rate than 1/ RTO
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6. Advanced CoAP Congestion Control: Aggregate Congestion Contro
(This section is still nore experimental than the previous ones.)
6.1. Proposed Al gorithm

To avoi d possi bl e congesti on when sendi ng many packets to different
destination endpoints in parallel, the overall number of outstanding
interactions towards different destination endpoints should be
limted. An upper limt PLIMT deterni nes the nmaxi mum nunber of
outstanding interactions towards different destinations that are
allowed in parallel. When a request is sent to a destination
endpoint, PLIMT is deternined according to Equation (3) in the case
that valid RTOinformation is already available for the destination
endpoi nt, or using Equation (4) in case that no RTOinformation is
avai l abl e for the destination endpoint.

PLIM T = max(LAVBDA, LANMBDA* ACK_TI MEOUT)/ nmean( RTO)) (3)

PLIMT = LAVMBDA (4)

where LAMBDA deternines the mninumval ue for the maxi mum nunber of

al | oned outstanding interactions and is suggested to be set to 4, and
mean(RTO) is the average value of all valid RTO estimations

mai nt ai ned by the device. A new interaction may only be processed if
the current overall nunber of outstanding interactions is |ower than
the PLIMT cal cul ated when the request is initiated.

6.2. Exanple

In the following we give an exanple, with LAVBDA = 4 (our proposed
default LAMBDA):

Assunme that a sender has so far obtained RTO estinmations for two
destination endpoints A (RTO=0.55s) and B (RTO= 1.5 s), and
currently pcount (a variable which accounts for the nunmber of
outstanding interactions towards different endpoints) is equal to O.
Now three transactions are initiated consecutively in the foll ow ng
order: one for A one for B and one for a new destination C

When an interaction with node Ais initiated, PLIMT is cal cul at ed:

PLIM T= nmax(4, (4*2 s)/mean(0.5 s, 1.5 s)) = max (4, 8 s/1 s) =
max (4, 8) =8

This nmeans that with the current RTO information that the sender has

obt ai ned about the destination endpoints, up to 8 outstanding
interactions to different endpoints would be allowed. By initiating
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an interaction with A pcount is increased to 1, which is still bel ow
PLIMT. Thus, the interaction may be processed. The sanme applies to
B: pcount increases to 2 after obtaining the sane PLIMT val ue of 8.

Destination Cis unknown to CoCoA, therefore the updated PLIMT
bef ore processing the interaction with node Cis 4.

The CoAP request may be processed (pcount = 3). If tw nore
interactions with different unknown destinati on endpoints woul d have
been initiated, only the first one would have net the requirenents to
process it (PLIMT = 4, pcount = 4). The second interaction would
have increased pcount to 5, which is not pernitted, since PLIMT is
4. It may occur that pcount exceeds PLIMT in particular cases, in
this case, the interaction is not permtted as well.

6. 3. Discussion

The idea of the proposal is to allow nore parallel transactions to
different destination endpoints if we have | ow RTO estimations for
them (which can be interpreted as good connections and | ow degree of
congestion). |If the RTO estimations are large or interactions with
unknown destinations are initiated, the mechani smbehaves nore
conservatively by reducing the maxi mum nunber of parall el
interactions towards different destinations, but allow ng at |east
LAMBDA out standing interactions. |If no RTOinformation is avail able
for a destination endpoint, PLIMT is sinply set to be LAMBDA.

If at any noment pcount woul d exceed PLIMT, CoAP does not
i medi ately performthe transaction. Further, it is inportant that
in parallel, NSTART for each destination endpoint applies (which, for

now, we assunme to be 1). Overall, LAMBDA deterni nes how aggressive/
conservative CoCoA behaves by default and it should be chosen
careful ly.

It will be necessary to see whether this approach is effective in the
sense that it avoids congestion in use cases where transactions to a
mul titude of different destination endpoints are initiated. An

i mportant aspect of such evaluations would be how the choice of
LAMBDA affects the performance. On the other hand, a nore safe
approach woul d use max(RTO) instead of nean(RTO. Cher concerns

i nclude the fact that the congestion degree of the paths to "known"
endpoi nts influence whether a new interaction is pernitted to sone
new endpoi nt which may be in very different conditions in terns of
congestion. However, it is desirable to avoid adding a |ot of
complexity to the current CoCoA nechani sns.
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10.

10.

| ANA Consi der ati ons

Thi s docunment makes no requirements on ANA. (This section to be
renoved by RFC editor.)

Security Considerations

(TBD. The security considerations of, e.g., [RFC5681], [RFC2914],
and [ RFC5405] apply. Sone issues are already discussed in the
security considerations of [RFC7252].)
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