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Abst ract
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net wor ks make use of "Sleepy Nodes": battery powered devices that
switch off their (radio) interface during nost of the time to
conserve battery energy. As a result of this, Sleepy Nodes cannot be
reached nmost of the time. This fact prevents using normnal

communi cati on patterns as specified in the CoRE group, since the
server-nodel is not applicable to these devices. This docunent

di scusses and specifies an architecture to support Sleepy Nodes such
as battery-powered sensors in nesh networks with the goal of
proposi ng a standardi sation solution for Sleepy Node proxies.
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1. Introduction

Control networks rely on application protocols such as CoAP to enabl e
RESTf ul conmuni cations in constrained environments. Many of these
networ ks feature "Sl eepy Nodes": battery-powered nodes which swtch
on/of f their communication interface to conserve battery energy. As
a result of this, Sleepy Nodes cannot be reached nost of the tine.
This fact prevents using normal conmmuni cation patterns as specified
by the CoRE group, since the server nodel is clearly not applicable
to the nost energy constrai ned devices.

Thi s docunent di scusses and specifies an architecture to support

Sl eepy Nodes such as battery-powered sensors in wrel ess networks.
The proposed sol ution nmakes use of a Proxy Node to which a Sl eepy
Node del egates part of its conmunication tasks while it is not
accessible in the wireless network. Direct interactions between

Sl eepy Nodes and non- Sl eepy Nodes are only possible, when the Sl eepy
Node initiates the conmuni cation

Earlier related docunents treating the Sl eepy Node subject are the
CoRE mirror server [I-D.vial-core-mrror-server] and the Publish-
Subscribe in the Constrai ned Application Protocol (CoAP)

[1-D. koster-core-coap-pubsub]. Both docunents describe the
interfaces to the proxy acconpanying the Sl eepy Node. Both nmake use
of the observe option discussed in [I-D.ietf-core-observe]. This
docunment describes the roles of the nodes communicating with the

Sl eepy Node and/or its proxy. The draft describes the differences
bet ween the concepts supporting the Sl eepy Node, and the concepts
underlying the PubSub paradi gm

The draft relies heavily on the concepts introduced by the Resource
Directory [I-D.ietf-core-resource-directory], and describes how the
Sl eepy Node profits of the introduction of a Resource Directory into
t he network.

The issues that need to be addressed to provide support for Sleepy
Nodes in Control networks are sunmarized in Section 1.1. Section 2
provi des a set of use case descriptions that introduce conmunication
patterns to be used in hone and buil ding control scenarios.

Section 4, Section 5,Section 6, and Section 7 specify interfaces to
support each of these scenarios. Mny interface specifications and
exanpl es are taken over from[I-D.vial-core-mrror-server].

1.1. Probl em statenent
During typical operation, a Sleepy Node has its radi o disabled and

the CPU may be in a sleeping state. |If an external event occurs
(e.g. person walks into the roomactivating a presence sensor), the
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CPU and radi o are powered back on and they send out a nessage to
anot her node, or to a group of nodes. After sending this nmessage,
the radio and CPU are powered off again, and the Sl eepy Node sl eeps
until the next external event or until a predefined tine period has
passed. The main problens when introducing Sl eepy Nodes into a
wirel ess network are as foll ows:

Problem 1: How to contact a Sleepy Node that has its radio turned off
nost of the tinme for

- Witing configuration settings.
- Reading out sensor data, settings or |og data.
- Configuring additional event destination nodes or node groups.

Probl em 2: How to discover a Sleepy Node and its services, while the
node i s asl eep

- Direct node discovery (CoAP GET /.well-known/core as defined in
[ RFC7252]) does not find the node with high probability.

- Mechani sns nay be needed to provide, as the result of node
di scovery, the I P address of a Proxy instead of the |IP address of
the node directly.

Probl em 3: How a Sl eepy Node can convey data to a node or groups of
nodes, with good reliability and m ni mal energy consunption

1.2. Assunptions

The solution architecture specified here assunes that a Sl eepy Node
has enough energy to performbidirectional comunication during its
normal operational state. This solution may be applicable also to
extrene | ow power devices such as sol ar powered sensors as |ong as

t hey have enough energy to perform conmi ssioning and the initia
registration steps. These installation operations may require, in
sone cases, an additional source of power. Since a Sleepy Node is
unreachabl e for relatively long periods of tinmes, the data exchanges
in the interaction nodel are always initiated by a Sl eepy Node when
its sleep period ends.

1.3. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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Thi s docunent assunes readers are familiar with the ternms and
concepts discussed in [ RFC7252], [ RFC5988],
[I-D.ietf-core-resource-directory],
[I-D.ietf-core-interfaces],[I|-D.ietf-core-observe] and
[I-D.vial-core-mrror-server].

In addition, this docunent nmakes use of the follow ng additiona
t er nmi nol ogy:

Sl eepy Node: a battery-powered node which does the on/off sw tching
of its communication interface with the purpose of conserving battery
ener gy

Sl eepi ng/ Asl eep: A Sl eepy Node being in a "sleeping state" i.e. its
network interface is switched off and a Sl eepy Node is not able to
send or receive nessages.

Awake/ Not Sl eeping: A Sleepy Node being in an "awake state" i.e. its
network interface is switched on and the Sleepy Node is able to send
or receive messages.

Wake up reporting duration: the duration between a wake up froma
Sl eepy Node and the next wake up and report of the sane Node.

Proxy: any node that is configured to, or selected to, perform
conmuni cati on tasks on behalf of one or nore Sl eepy Nodes.

Regul ar Node: any node in the network which is not a Proxy or a
Sl eepy Node.

1.4. Acronyns
This Internet-Draft contains the follow ng acronyns:
DTLS: Datagram Transport Layer Security
EP: Endpoi nt
MC: Ml ticast
RD: Resource Directory
2. Use cases and architecture
To describe the application viewoint of the solution, we introduce
some exanpl e scenarios for the various interactions shown in

Figure 1. The figure assigns the following roles taken up by a
regul ar node:
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Readi ng Node: any regular node that reads information fromthe
Sl eepy Node.

Configuring Node: any regular node that wites information/
configuration into Sl eepy Node(s). Exanples of configuration are
new t hresholds for a sensor or a new value for the wake-up cycle
tinme.

Di scovering Node: any regul ar node that perforns discovery of the
nodes in a network, including Sleepy Nodes.

Destination Node: any regular node or node in a group that
receives a nessage that is generated by the Sleepy Node.

Server Node: an optional server that the Sl eepy Node knows about,
or is told about, which is used to fetch
i nformati on/ configuration/firmvare updates/etc.

Di scovery Server: an optional server that enables nodes to

di scover all the devices in the network, including Sleepy Nodes,
and query their capabilities. For exanple, a Resource Directory
server as defined in [I-D.ietf-core-resource-directory] or a DNS-
SD server as defined in [RFC6763]. For the rest of this docunent
the discovery server is a Resource Directory. Specifically, the
functionalities of the Resource Directory related to the
architecture presented in this Internet-Draft are described in
more details in Section 4.

Del egated resource is the copy at the Proxy of a resource present
in the Sleepy Node.

Node i nteractions and use cases

et al. Expires March 31, 2016 [ Page 6]
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I + . +
| Discovery | <-DlI SCOVERY-| Discovering |
| server | | Node |
| (Optional) | R +
Fom e e o + [
.--DI SCOVERY--"  +--------- +
[ | Reading
[ e Node |
\Y; | Fomm - oo - - +
Fomm e - + [ S +
| Sleepy |---REPORT(A)-->| | <--READ--" +------------- +
| Node |---READ------- >| Pr oxy | <--WRI TE---| Configuring
[ [---WRI TE------ >| | [ Node [
Fomm e oo - + B + o m e e oo o - +
| | | oo +
| | ' ---REPORT(B)->| Destination |
[ Tee--- DI RECT REPORT---------------------- >| Node [
| - +
| R R +
B READ- - == ---ccccmmmeccccece e >  Server |
[ Node [
[ S +

Figure 1: Interaction nodel for Sleepy Nodes in |P-based networks

The interactions visualized in Figure 1 are discussed and notivat ed
with their use cases. The arrows in the figure indicate that the
initiative for an interaction is taken by the source of the arrow.

DI SCOVERY Interaction: a Discovering Node discovers Sleepy Node(s)via
Proxy or Discovery Server; for exanple:

- A Discovering Node wants to di scover given services related to a
group of deployed sensors by sending a nulticast to /.well-known/
core. It gets responses for the sleeping sensors fromthe Proxy
nodes.

- During comi ssioni ng phase, a discovering node queries a
Di scovery Server to find all the proxies providing a given
servi ce.

REPORT | nteraction: On request of a Destination Node or because of
configuration settings which have instructed the Node to do so, a
Node sends a sequence of event notifications to destination Node(s),
(A) directly or (B) via Proxy; for exanple:
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- A battery-powered sensor sends a notification with "battery | ow'
event directly to a designated Destination Node (REPORT(A)).

- A battery-powered occupancy sensor detects an event "people
present", switches on the radio and nulticasts an "ON' conmand to
a group of lights (REPORT(A)).

- A battery-powered tenperature sensor reports periodically the
roomtenperature to a proxy Node (REPORT(A)). The proxy node
reports to all associated HVAC destinati on nodes when the
tenperature change deviates from a predefined range (REPORT(B)).

WRI TE I nteraction: A node sends a request to a proxy to set a val ue.
0 A Sleepy Node WRITES to the proxy; for exanple:

- A battery-powered sensor wants to extend the registration
lifetinme of its del egated resource at the Proxy.

o A configuring Node WRITEs information to a Proxy; for exanple:

- A configuring Node changes the reporting frequency of a
depl oyed sensor by contacting the Proxy node to which the
sensor is registered.

- Sensor firmwvare is upgraded. A configuring Node pushes
firnmvare data bl ocks to the Proxy, which pushes the blocks to
the Sl eepy Node.

- A configuring Node adds a new subscription to an operationa
sensor via the Proxy. Fromthat nmonent on, the new Node
receives also the sensor events and status updates fromthe
sensor.

READ I nteraction: A node sends a read request to a node that returns
a val ue.

0 Sleepy Node sends a read request to a server Node; for exanple:

- A sensor (periodically) updates internal data tables by
fetching it froma predeterm ned renpte node

- A sensor (periodically) checks for newfirmware with a renote
node. If newfirmvare is found, the sensor switches to a non-
sl eepy operation node, and fetches the data.

0 A Sleepy Node sends a read request to its proxy; for exanple:
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(0]

2. 2.

- A sensor (periodically) checks with his Proxy availability of
configuration updates or changes of its del egated resources
(e.g. a sensor may detect in this way that a configuring Node
has changed its nanme or nodified its reporting frequency).

A readi ng Node sends a read request to a proxy; for exanple:
- A Node (e.g. in the backend) requests the status of a
depl oyed sensor, e.g. asking the sensor state and/or firnware
version and/or battery status and/or its error log. The Proxy
returns this information

- A Node requests a Proxy when a Sl eepy sensor was ' ast
active' (i.e. identified as being awake) in the network.

Architecture

The architecture associated with the support of Sleepy Nodes is

ustrated in Figure 2. Three High level interfaces are shown.

direct synchroni ze del egat e

I I I
+----+ | S NIy + | S RS + | +----+
| EP|---]---] sleepy |---]---| proxy |---]---] EP|
[ | IR + | [ - + | [

I I I

Figure 2: Architecture of Sleepy Node support

o Direct interface: it allows the Sleepy Node to communicate

Zotti,

directly to endpoints (i.e. for sending or reading information).
The operations perforned via this interface are always initiated
by the Sl eepy Node when its sleep period ends.

Del egate interface: via this interface the Proxy exposes the

val ues of del egated resources to interested endpoints on behal f of
the Sl eepy Node. The sane interface is used by endpoi nts which
want to comunicate with the Sl eepy Node (e.g. for reading or
witing information).

Synchroni ze interface: used by Sl eepy Node and Proxy to
synchroni ze val ues of del egated resources. Through this interface
operations as discovery of the Proxy, registration, initialization
and update of resources at the Proxy are perfornmed, along with a
de-registration operation to explicitly renove resources already
regi stered to the Proxy.
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The interfaces consist of a set of functions which together realize
the interactions described in Section 2.1.

Endpoi nts and the proxy conmunicate with a Resource Directory (RD) to
di scover resources of the Sl eepy Node and del egated resources on the
proxy (not shown in the Figure 2).

2.3. Exanple contents

The exanples presented in this specification nake use of a smart
tenperature sensor the resources of which are defined bel ow using

Li nk Format [ RFC6690]. Three resources are dedicated to the Device
Description (manufacturer, nodel, nane) and one contains the current
tenperature in degree Cel sius.

</dev/nfg >;rt="ipso.dev.nfg";if="core.rp"
</dev/mdl >; rt="ipso.dev.ndl ";if="core.rp"
</ dev/n>;rt="i pso.dev.n";if="core.p",
</sen/tenp>;rt="ucum Cel ";if="core.s"

3. Design notivation

The Sl eepy Node stack features a CoAP interface, to make the Sl eepy
Node part of the | P-based network. Adding CoAP with a transport
protocol increases the possibilities to configure the Sl eepy Node
within the network. The increased energy consunption coming fromthe
overhead of the CoAP and | P headers can be acceptable in many cases.

The proxy and Sl eepy Node nmake use of the /.well-known/core resource
to handl e discovery during network initialization. Using the
Resource Directory during operation of the Sl eepy Node reduces its
participation in the discovery traffic.

A Sl eepy Node del egates its resources to a proxy. The proxy
functionality extends the functionality of the RD, because the proxy
handl es the val ue of the resource, and the RD does not. A proxy nay
support multiple Sleepy Nodes. A Sleepy Node may al so delegate its
resources to nultiple proxies. A node can select a proxy that
handl es the resource of the Sleepy Node of choice.

The conplexity of the discovery and delegation interfaces is
m nimzed by reusing the RD interface as nuch as possible.

4. Interactions involving Resource Directory

It is assuned that the Proxy has a resource type rt="core.sp", where
sp stands for sleepy proxy.
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In order to becone fully operational in a network and to comuni cate
over the functional interfaces shown in Figure 2, a Sl eepy Node and
the Proxy need to perform operations via the Registration interface
of the RD:

- Discovery of Proxy via RD. The Sl eepy Node MAY discover the
Proxy by sending a request to the RDto return all EP with
rt=core.sp

- Register existence of Proxy. When a RDis present and a Sl eepy
Node has registered itself to a Proxy (see Section 5.2), the Proxy
MUST register the Sl eepy Node at the RD and MUST keep this
registrati on up-to-date.

- Register delegated resources. Wen a RDis present, the Proxy
MUST register the del egated resources at the RD and keep them up-
to date.

A Configuring Endpoint (often part of a so-called Commi ssioning Tool)
registers the services that are reported directly by the Sl eepy Node
in the resource directory, by registering the resource type and the
mul ti cast address. The nulticast address can be associated with a
group as described in [I-D.ietf-core-resource-directory].

A di scovering Endpoint can discover one or nore S|l eepy Node resources
via the Resource Directory.

o m e e e oo - + S +
| Configuring | | Discovering [---.
| Endpoi nt [ | Endpoi nt [ [
Fom e + R + |
I I
| B RS + |
.-Register MCG------ >| | <--Di scover resources -.
| Resource [
| Directory |<--Register Proxy ----- .
.-Proxy Discovery-->| | <--Regi ster resources -.
| Hommmmmmaeaas + |
I I
Fom e - - + Fom - - + |
| Sleepy | [ Pr oxy [--------- '
| Node I I I
TR + Fom e e oo - +

Figure 3: Interactions involving Resource Directory
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5. Synchroni ze interface

The functions of the synchronize interface inplenented by the Proxy
are described in this section.

5.1. Sleepy Node di scovers proxy
A Sl eepy Node can discover the proxy in two ways:

- via the CoAP interface [ RFC7390] by sending a nulticast nessage
to discover an endpoint with rt=core.sp

- via RD as already described in Section 4.

The foll owi ng exanpl e shows a sl eepi ng endpoi nt di scovering a proxy
using this interface, thus learning that the base Proxy resource,
where the Sl eepy Node resources are registered, is at /sp

|
| <---- 2.05 Content "</sp>, rt="core.sp" ------ |

I

Req: GET coap://[ff02::1]/.well-known/ core?rt=core.sp

Res: 2.05 Content
</sp>;rt="core.sp"

The use of /sp is recommended and not conpul sory.
5.2. Registration at a Proxy

Once a Sl eepy Node has di scovered a Proxy by neans of one of the
procedures described in Section 5.1, the registration step can be
performed. To performregistration, a Sl eepy Node sends to the Proxy
Node a CoAP PCST request containing a description of the resources to
be delegated to the Proxy as the nessage payload in the CoRE Link
Format [ RFC6690]. The description of the resource includes the

Sl eepy Node identifier, its domain and the lifetine of the

regi stration.

Upon successful registration a Proxy creates a new del egated resource
or updates an existing del egated resource and returns its |ocation.
The resources specified by the Sl eepy Node during registration are
created with path that has as prefix the base Proxy resource path
(e.g. /sp). The registration interface MJST be inplenented to be
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i denpotent, so that registering twice with the sane endpoi nt
paraneter does not create nultiple del egated resources. The

del egated resource SHOULD inpl ement the Interface Type CoRE Link List
defined in [I-D.ietf-core-interfaces]. A CET request on this
resource MJUST return the list of delegated resources for the
correspondi ng Sl eepy Node.

After successful registration, a Proxy SHOULD enabl e resource

di scovery for the new resources by updating its "/.well-known/core"
resource. A Proxy MJST wait for the initial representation of a
resource before it can be visible during resource discovery. The top
| evel del egated resource MJUST be published in "/.well-known/core" to
enabl e the discovery of the resources via RD as described in

Section 4. Resources of a del egated contai ner SHOULD be di scoverabl e
either directly in "/.well-known/core" or indirectly through gradua
reveal fromthe del egated resource. The Wb Link of a del egated
resource MJUST contain an "ep" attribute with the value of the End-
Poi nt paraneter received during registration.

A Proxy MAY be configured to register the Sleepy Node's resources in
a RD. In this case, a Sl eepy Node MJUST NOT register the resources in
a RD by itself since it is the responsibility of the Proxy to perform
the registration in the RD on behalf of the Sl eepy Node. Since each
Sl eepy Node nmay register resources with different lifetines, a Proxy
MUST register the resources of a given Sleepy Node in a dedi cated
path of the RD.

In case a Sl eepy Node del egates its own resources to nore than one
Proxy and each Proxy registers the Sl eepy Node's resource in a RD,
the RD entries fromthe different Proxies for the sane Sl eepy Node
risk to overlap

To avoid this problem a Proxy MJIST create its own resource path to
regi ster the resources of a Sleepy Node on the RD.

The new path nane is typically forned by concatenating the Proxy's
endpoint identifier with the path in use. This precaution ensures
that the ep identifier of a Sl eepy Node is unique for each resource
path in the RD

| npl enentation note: It is not recommended to reuse the value of the
ep paraneter in the URI of the del egated resource. This paraneter
may be a relatively long identifier to guarantee gl obal uni queness
(e.g. EU64) and woul d generate inefficient URIs on the Proxy where
only a local handler is necessary.

The followi ng exanpl e shows a Sl eepy Node registering with a Proxy.
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Sl eepy Pr oxy

--- POST /sp?ep=0224e8fffe925dcf;rt=sensor "</dev..."--->

<-- 2.01 Created Location: /sp/0Q ----------------------- |

Req: POST coap://sp. exanpl e. or g/ sp?ep=0224e8f f f €925dcf; rt =sensor
Et ag: Ox3f

Payl oad:

</dev/nfg > rt="ipso.dev.nfg";if="core.rp"

</ dev/mdl >; rt="i pso.dev.ndl ";if="core.rp"

</ dev/n>;rt="i pso.dev.n";if="core.p",
</sen/temp>;rt="ucum Cel ";if="core.s"

Res: 2.01 Created
Location: /sp/0

The del egat ed resource has been created with path /sp/0 on the Proxy
in the exanpl e above. The path to the ep can be di scovered as shown
bel ow

Req: GET coap://sp.exanple.org/.well-known/core
Res: 2.05 Content

</sp>;rt="core.sp",

</ sp/ 0>; ep="0224e8f f f e925dcf"; rt ="sensor"

A node can di scover the del egated resources of the ep as shown bel ow

Req: GET coap://sp.exanple.org/sp/0

Res: 2. 05 Content

Payl oad:

</sp/0/dev/nfg > rt="ipso.dev.nfg";if="core.rp",
</ sp/0/dev/mdl >;rt="ipso.dev.ndl";if="core.rp"
</ sp/ 0/ dev/n>;rt="i pso.dev.n";if="core. p"

</ sp/0/sen/temp>;rt="ucum Cel ";if="core.s"

Once the resources are registered in the Proxy, the Proxy registers
the del egated resources in the RD
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--- POST /rd?ep=0224e8fffe925dcf "</sp/0..." -------- >

<-- 2.01 Created Location: /rd/6534 ------------------ |

Req: POST coap://rd. exanpl e. org/rd?ep=0224e8f f f e925dcf
Et ag: Ox6a

Payl oad:

</sp/0/dev/nfg > rt="ipso.dev.nfg";if="core.rp"

</ sp/0/dev/mdl >;rt="ipso.dev.ndl ";if="core.rp"

</ sp/ 0/ dev/n>;rt="i pso.dev.n";if="core.p"

</ sp/0/sen/temp>;rt="ucum Cel ";if="core.s"

Res: 2.01 Created
Location: /rd/ 6534

5.3. De-registration at a Proxy

Sl eepy Node resources in the Proxy are kept active for the period
indicated by the lifetinme paraneter. The Sl eepy Node is responsible
for refreshing the del egated resource within this period using either
the registration or update function (see Section 5.5 of the
Synchroni ze interface). Once a del egated resource has expired, the
Proxy deletes all resources associated to that resource and updates
its "/.well-known/core" resource. When the Proxy resources are also
registered in a RD, the RD and del egated resources are supposed to
have the sane lifetine. Consequently, when the del egated resource
expires, a Proxy MAY let the RD resource expire too instead of
explicitly deleting it. When the delegated resource is deleted by
means of explicit de-registration operation then also the RD resource
MUST be explicitly renoved.

A Proxy could | ose or delete the del egated resource associated to a
Sl eepy Node wi thout sending an explicit notification (e.g. after
reboot). A Sleepy Node SHOULD be able to detect this situation by
processing the response code while using the Sl eepy Node Operation or
Update interface. Especially an error code "4.04 Not Found" SHOULD
cause the Sl eepy Node to register again. A Sleepy Node MAY al so
register with multiple proxies to alleviate the risk of interruption
of service
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5.4. Initialization of del egated resource
Once registration has been successfully perforned, the Sl eepy Node
must initialize the delegated resource. To send the initial contents
(e.g. values, device nane, manufacturer nane) of the del egated
resources to the Proxy, the Sl eepy Node uses CoAP PUT repeatedly.
The basic interface is specified as foll ows:
Interaction: Sleepy -> Proxy
Met hod:  PUT
URI Template: /[{+l ocation}{+resource}{?t}
URI Tenmpl ate Vari abl es:

|l ocation := This is the Location path returned by the Proxy as a
result of a successful registration

resource := This is the relative path to a del egated resource
managed by the registered Sl eepy Node.

It := Lifetime (optional). The nunber of seconds by which the
lifetinme of the whole del egated resource is extended. Range of
1-4294967295. If no lifetime is included, the current
remaining lifetime stays unchanged.

Request Content-Type: Defined at registration
Response Content-Type: Defined at registration for GET net hod.
application/link-format for PUT method if at |east one of the

mut abl e resources has been updated since the |last PUT request.

Etag: The Etag option MAY be included to allow clients to validate a
resource on nultiple Proxies.

Success: 2.01 "Created", the request MJIST include the initial
representation of the del egated resource.

Success: 2.04 "Changed", the request MJST include the new
representation of the del egated resource.

Success: 2.05 "Content", the response MJST include the current
representation of the del egated resource.

Failure: 4.00 "Bad Request". Malforned request.
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Failure: 5.03 "Service Unavailable". Service could not performthe
operati on.

The foll owi ng exanpl e descri bes how a Sl eepy Node can initialize the
resource containing its manufacturer nane just after registration

Sl eepy Pr oxy

|
--- PUT /sp/0/dev/infg "acme" --------------- >

I
|
| <-- 2.01 Created -----------------------~------ |
I

Req: PUT /sp/0/dev/nfg

Payl oad: acme
Res: 2.01 Created

The exanpl e bel ow shows how a Sl eepy Node can indicate that it is
supposed to send a tenperature value at |east every hour to keep its
del egated resource active

Sl eepy Pr oxy

I
--- PUT /sp/0/sen/temp?l t=3600 "22" -------- >

I
|
| <-- 2.04 Changed ----------------------------- [
I

Req: PUT /sp/0/sen/tenp?lt=3600

Payl oad: 22
Res: 2.04 Changed

The use of repeated CoAP PUT can be avoided by witing all rel evant
resources into the Proxy in one operation by neans of the Batch
interface described in [I-D.ietf-core-interfaces]. After successfu
initialization, a Proxy SHOULD enabl e resource discovery for the new
del egated resources by updating its /.well-known/core resource.

5.5. Sleepy Node updates del egated resource at Proxy
A Sl eepy Node can update a del egated resource at the Proxy (REPORT A)
usi ng standard CoAP PUT requests on the del egated resource as shown

in Section 5.4.

When a Sl eepy Node sends a PUT request to update its resources, the
response MAY contain a |link-format payl oad. The payl oad does not
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directly relate to the target resource of the PUT request. |nstead,
it is alist of web links to resources that have been nodified by
clients since either the last PUT request or the last call to the
nmodi fi cation check interface (see Section 5.6).

5.6. Sleepy Node READs resource updates from Proxy

This function allows a Sl eepy Node to retrieve a list of del egated
resources that have been nodified at the Proxy by other nodes. The
interface format for GET is the same as the one specified for PUT in
Section 5. 4.

A configuring Node (EP) can update a resource in the Proxy. The
Sl eepy Node receives an indication of the changed resources as
specified in Section 5.5.

The Sl eepy Node can send GET requests to its Proxy on each del egated
resource in order to receive their updated representation. The
exanple in Figure 4 shows a configuration node which changes the nanme
of a Sleepy Node at the Proxy. The Sl eepy Node can then check and
read the nodification in its resource

Sl eepy Pr oxy EP
| | <---PUT /sp/0/dev/n----
| | Payl oad: Sensorl
Wake- up | ---2.04 Changed-------- >

event [

I |
| --POST /sp/0/dev/.. -->

I
I
|
I
|
| <----2.04 Changed------ | |
Payl oad: <sp/0/dev/n> | |

|

I

I

I

I

I
| |
| ---CGET /sp/0/dev/n---->
I
I
I

<----- 2.05 Content----- |
Payl oad: Sensor1l [

Figure 4: Exanple: A Sleepy Node READs resource updates from his
Pr oxy

6. Delegate Interface

This section details the functions belonging to the del egate
i nterface.
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6.1. Discovering Endpoint discovers Sl eepy Node at Proxy

Through this function, a Discovering Endpoint can di scover one or
nmore Sl eepy Node(s) at a Proxy. In case a Resource Directory is not
present, this is the only way to di scover Sl eepy Nodes. A CoAP
client discovers resources owned by the Sl eepy Node but hosted on the
Proxy using typical nechanisns such as one or nore CETs on the
resource /.well-known/core [ RFC6690] .

Resource di scovery between an Endpoint and a proxy or an Endpoi nt and
a RD needs special care to take into account the fact that resources
froma Sl eepy Node nmight appear duplicated. EPs SHOULD enpl oy 2-step
resource discovery by |ooking up Sl eepy Nodes AND resource types to
detect duplicate resources. EPs MAY use single-step resource

di scovery only if the Sleepy Node can register with no nore than one
Proxy. An EP can use the "ep" link attribute as a filter on the
"/.well-known/core" resource to retrieve a |list of endpoints and
detect duplicate Sleepy Nodes registered on nmultiple proxies. An EP
can use the "ep" type of lookup to do the sanme on a RD. The result
of endpoint discovery is then used to filter out duplicate resources
returned from sinple resource discovery.

The follow ng exanple shows a client discovering the Sl eepy Nodes and
| earning that the Sl eepy Node 0224e8fffe925dcf is registered on two

Pr oxi es.
EP proxyl proxy?2
I I I
| ----- GET /.wel | -known/ core?ep=* ------- >l ------ >|
I I I
I I I
| <---- 2.05 Content "</sp/0>..." -------- [ [
I I I
| <---- 2.05 Content "</sp/0>..." -------- |[------- |

Req: GET coap://[ff02::1]/.well-known/core?ep=*
Res: 2.05 Content

</ sp/ 0>; ep="0224e8ff f e925dcf "

Res: 2.05 Content

</ sp/ 0>; ep="02004cf f f e4f 4f 50"

</ sp/ 1>; ep="0224e8ff f e925dcf "

From t he previous exchange and the next resource discovery request,
the EP can infer that the resources coap://spl/sp/0/sen/tenp and
coap://sp2/sp/ 1/ sen/tenp actually come fromthe same Sl eepy Node with
ep=0224e8f ff e925dcf .
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proxyl proxy2
I

=
I - GET /.well-known/core?rt=i pso:ucum Cel ->|------ >
|

{ <---- 2.05 Content "</sp/0> .." =---------- |

|

<---- 2.05 Content "</sp/1> .." ---------- [--mn-- |

Req: GET coap://[ff02::1]/.well-known/core?rt=ucum Ce
&ep=0224e8f f f €925dcf

Res: 2. 05 Content

</ sp/ 0/ sen/tenp; rt="ucum Cel "

Res: 2.05 Content

</ sp/ 1/ sen/tenmp>; rt="ucum Cel "

6.2. Proxy REPORTs events to Endpoint

This interface can be used by the Endpoint to receive event report
message to Proxy (REPORT A) which further notifies it to interested
Destination Endpoint(s)(REPORT B). This indirect reporting is usefu
for a scalable solution, e.g. there may be many interested

subscri bers but the Sleepy Node itself can only support a linmted
nunber of subscribers given its limts on battery energy. A client
interested in the events related with a specific resource may send a
CoAP GET to the Proxy, to obtain the last published state. If a
Readi ng node is interested in receiving updates whenever the Sl eepy
Node reports new event to its Proxy, it can use observe
[I-D.ietf-core-observe] at the Proxy for that specific resource.

A proxy using the CoAP protocol [RFC7252] SHOULD accept to establish
a CoAP observation relationship between the del egated resource and a
client as defined in [I-D.ietf-core-observe].

A Sl eepy Node may stop updating its del egated resources w thout
explicitly renoving its delegated resource (e.g. transition to

anot her proxy after network unreachability detection). An Endpoint
can detect this situation when the correspondi ng del egated resource
has expired. Upon receipt of a response with error code 4.04 "Not
Found”, an Endpoint SHOULD restart resource discovery to determine if
the resources are now del egated to anot her proxy.

The interface function is specified as foll ows:
Interaction: EP -> Proxy

Met hod: Defined at registration
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URI Tenmplate: /{+l ocation}{+resource}
URI Tenpl ate Vari abl es:

location := This is the Location path returned by the Proxy as a
result of a successful registration

resource := This is the relative path to a del egated resource
managed by a Sl eepy Node.

Content-Type: Defined at registration

In the exanpl e bel ow an EP observes the changes of tenperature
t hr ough t he Proxy.

Sl eepy Pr oxy EP

I
<- CET /sp/0/sen/tenp -

(observe)

I
I
|
| -- 2.05 Content "22" ->
I
- PUT /sp/0/sen/tenp "23" -> |
I

<- 2.04 Changed ------------ |

I
I
I
I
I
I
I
I
|
| -- 2.05 Content "23" -> |

6.3. A Node WRITEs to Sl eepy Node via Proxy

A Configuring Node uses CoAP PUT to wite information (such as
configuration data) to the Proxy, where the information is destined
for a Sleepy Node. Upon change of a del egated resource, an interna
flag is set in the Proxy that the specific resource has changed.

Next time the Sl eepy Node wakes up, the Sl eepy Node checks the Proxy
for any nodification of its del egated resources and reads those
changed resources using CoAP CET requests, as shown in Figure 4. The
al | oned resources that a Configuring Node can wite to, and the CoAP
Cont ent - Format of those CoAP resources, is determined in the initia
regi stration phase.

The followi ng exanpl e shows a conmi ssioning tool (EP) changing the

nane of a Sleepy Node through a Proxy. The Sleepy Node detects this
change right after updating its current tenperature.
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Sl eepy Pr oxy EP
I I
I | <-- PUT /sp/0/dev/n ---
l |
| | -- 2.04 Changed ------ >
| |
| - PUT /sp/0O/sen/tenp --->

| <- 2.04 Changed --------- |

| Payl oad: <sp/0/dev/n> --- |

I I

| - GET /sp/0O/dev/in ------ > |

I I

I

I

<- 2.05 Content --------- |

Req: PUT /sp/0/dev/n
Payl oad: "sensor-1"
Res: 2.04 Changed

Req: PUT /sp/0/sen/tenp

Payl oad: "24"

Res: 2.04 Changed, Content-Type: application/link-format
Payl oad: "</sp/0/dev/n>"

Req: GET /sp/0/dev/n
Res: 2. 05 Content
Payl oad: "sensor-1"

A Node READs information from Sl eepy Node via Proxy

A Readi ng Node uses standard CoAP GET to read information of a Sleepy
Node via a Proxy. However, not all information/resources fromthe

Sl eepy Node may be copied to the Proxy. 1In that case, the Reading
Node cannot get direct access to resources that are not del egated to
the Proxy. The strategy to followin that case is to first WRITE to
the Sl eepy Node (via the Proxy, Section 6.3) a request for reporting
this mssing information; where the request can be fulfilled by the
Sl eepy Node the next tine the Sleepy Node wakes up

Direct Interface
This section details the functions belonging to the direct interface.
Sl eepy Node REPORTs events directly to Destination Node

When the Sl eepy Node needs to report an event to Destination nodes or
groups of Destination nodes present in the subscribers list, it
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7

9.

becones Awake and then it can use standard CoAP POST uni cast or
mul ticast requests to report the event.

TODO. MC exampl e
A Sl eepy Node READs information froma Server Node

A Sl eepy Node whil e Awake uses standard CoAP GET to read any
informati on froma Server Node. While the Sleepy Node awaits a CoAP
response containing the requested information, it remains awake. To
increase battery life of Sleepy Nodes, such an operation should not
be performed frequently.

Real i zation wi th PubSub broker

The PubSub broker [I-D. koster-core-coap-pubsub] can be used to

i npl ement the REPORT function of the Sl eepy Node proxy specified in
this docunent. However, there are sone differences to be taken into
account:

- The PubSub broker handles topics. |In the case of the proxy the
topi cs nmust be equated to resources.

- Clients publish anonynously updates to a topic. In the case of
the proxy, a delegated resource is bound to one given node that is
allowed to update it. For the same functionality, the PubSub
broker nust restrict topic updates to one client only. The client
linked to the topic nust be visible to the clients which subscribe
to the topic.

In addition, sone other functionality needs to be added to the PubSub
broker to satisfy the interaction nodel shown in Figure 1:

- the READ function from Sl eepy Node to proxy is not covered by
the PubSub broker. The PubSub broker needs to piggy-back a "check
topic" on the confirmation of a publication by the proxy. The
proxy can then performa Read on the signalled topic.

- The interaction "register resources" fromproxy to Resource
Directory, showmn in Figure 3, is not part of the PubSub broker

| ANA Consi der ati ons

The new Resource Type (rt=) Link Target Attribute, 'core.sp’ needs to
be registered in the "Resource Type (rt=) Link Target Attribute

Val ues" sub registry under the "Constrai ned RESTful Environments
(CoRE) Paraneters" registry
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10. Security Considerations

For the conmmuni cati on between S|l eepy Node and Proxy it MAY be
sufficient to use Layer 2 (MAC) security w thout the recomended use
of DTLS. However, it nust be ascertained that the Sl eepy Node can
conmmuni cate only with a given secured Proxy. A Sleepy Node nay
obtain the Layer 2 network key using the bootstrappi ng nechani sm
described in [I-D. kumar - 6l o-sel ective-bootstrap]. DILS MJST be used
over link-layer security for further transport-Ilayer protection of
messages between Regul ar Nodes and Proxies in the network. There are
no speci al adaptations needed of the DTLS handshake to support Sl eepy
Nodes. During the whol e handshake, Sleepy Nodes are required to
remai n awake to avoid that, in case of small retransm ssion tiners
the other node may think the handshake nmessage was | ost and starts
retransmtting. In viewof this, the only key point, therefore, is
that DTLS handshakes are not perforned frequently to save on battery
power. Based on the DTLS authentication, also an authorization

met hod coul d be inplenmented so that only authorized nodes can e.g.

- Act as a Proxy for a Sleepy Node. (The Proxy shall be a trusted
device given its inmportant role of storing values of parameters
for the del egated resources);
- READ data from Sl eepy Nodes
- WRITE data to Sl eepy Nodes (via the Proxy);
- Receive REPORTs from Sl eepy Nodes (direct or via Proxy).
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12. Changel og
RFC editor, please delete this section before publication

From version 2 to version 3:

Introduced interfaces and copi ed exanples and text frommirror
server draft.

From version 3 to version 4:

Conpari son with PubSub Broker conpl et ed.
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M st akes i n exanpl es renoved.
Less dependence on 6LowWPAN net wor ks.
Added Design notivation section.
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