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Abstract

Br oadband Servi ce Provider Industry has been gearing towards the
adoption of Virtual CPE (vVCPE) solutions. The concept of VvCPE is
build around the idea that the physical CPE device at the customer
prem ses can be sinplified by nmoving sone of the key feature
functionalities fromthe physical CPE device to the Service Provider
Network. This docunment starts discussing the drivers behind vCPE
adoption followed by Solution |evel requirenents. Two key
Architecture nodels for vCPE, which can address the service provider
and subscriber requirenents, are covered in this reference document.
Docurent al so touches up on sone of the key depl oynent

consi derations, which can influence the adoption of the vCPE
architecture nodel s.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 15, 2016.
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1. Introduction

O~NUOBRADRWWN

Interface . . 11

Br oadband Service Providers are constantly | ooking for opportunities
to generate additional revenue streans fromtheir existing broadband
infrastructure. |In order to achieve this, new val ue added services

need to be created for the end custoners. Custoner retention is

anot her key focus area for broadband subscri bers,

where t hey have

been facing conpetition fromlnternet content providers on hone
mul ti-medi a services such as broadcast video, video on denmand and
voice. There is a need to inprove the overall end user experience on

an ongoi ng basis to reduce the subscriber churn

In order to achieve

t hese business goal s, Broadband Service Providers are starting to
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consi der the deploynent of Virtual CPE based Architectures. There
are several factors, which are driving the adopti on of vCPE-based
solutions. Also the recent technol ogi cal advancements in cloud
conmputing and software defined networking are expected to further
accel erate the adopti on vCPE based architectures.

The key aspect of the vCPE solutions is the sinplification of the
physi cal CPE device. Such a sinplification allows mnimzing the
feature dependency on CPE vendors for the roll out of new service
offerings. Also it reduces the conplexities around service

provi sioning, Service Upgrade Troubl eshooting etc. There are

mul tiple architecture options being considered by the industry for
VvCPE sol uti ons.

bj ective of this draft is to serve as a reference material for

Br oadband Service Operators who are interested in mgrating to vCPE
based architectures. The docunent starts with going over sonme of the
key drivers for vCPE solution adoption. Also it covers typica
solution | evel requirenents, which needs to be considered while
selecting the right architecture nodels. Docunent also touches up on
some of the key depl oynent considerations, which can influence the
adoption of the vCPE architecture nodels.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. Solution Requirenents for vCPE

This section provides a high |l evel summary of solution requiremnents,
whi ch needs to be addressed by Virtual Connected Home Architecture
Model s. The sol ution requirenents can be broadly classified under
the follow ng categories

(1) Subscriber side requirenents: Subscriber in the context of this
docunentation refers to a homeowner w th Broadband connection. These
requirenents primarily map to the end user experience for a hone
subscriber in terns of connectivity, quality of experience and val ue
added services

(2) Broadband Operator side requirenents: Operator is the broadband
service provider such as Cabl e MSCs, DSL providers etc. These
requirenents primarily maps to the business aspects which needs to be
covered in the solution in terns of CAPEX, OPEX reduction, service
vel ocity, new revenue generation opportunities etc.
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4.

4.

Hi gh I evel requirenents under the above two categories are summari sed
in the table bel ow

| Subscriber Side Requirenments | Qperator Side requirenents|

| 1) Private Home Network

| 2) Zero Touch Provi sioning
| 3) Local Bridging

| 4) Local Routing 4) Community W-Fi

+

1) Service Velocity |
I

|

| 5) NAT, FW IDS, Parental 5) | P Address Persi stence|
I

I

I

|

I

I

I

2) Simplified CPE
3) Per UE Visibility

I

I

|

|

| Contr ol | 6) UE Attachnent/

| 6) Home Network Anal ytics | Detachnent detction

| 7) Self Service Portal | 7)Usage based billing

| 8) Dynanmic |P address | 8)Quality of Service

| Assi gnnent | 9) NAT Traversa

| 9) Home Network Renpte Access
I

Figure 1: VCPE Requirenents
Architecture Mdels for vCPE

In this docunent three different architecture nodels are covered for
the Virtual CPE based solutions. This section starts with a
definition of what represents a virtual CPE and then gets into the
details of the Architecture options, which are available for the

i mpl erent ati on of the sane.

1. Virtual CPE Definition

A virtual CPE (VvCPE) is a logical representation of classical CPE
functions performed by a physical CPE device. |n other words,

busi ness logic and feature functionalities which are traditionally
enbedded in a CPE device is separated fromthe hardware device and
runs in the Service Providers cloud. Concepts of vCPE has basis on
the Network Function Virtualization. The business |ogic and feature
functionalities of a CPE device are virtualized and runs as NFV in
the cloud. Each sinplified physical CPE would have a correspondi ng
virtual CPE function running in the cloud. There are several ways to
realize this vCPE instance in the cloud. One approach is to have
separate vCPE instance running as a Linux container or mcro-VM
correspondi ng to each physical CPE instance. The vCPE nmay al so be

i npl emented as a representational state on aggregation platforns such
as broadband network gateways (BNGs). A third approach may rely on a
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combi nation of the BNG representational state and Service function
chaining to represent the vCPE instance in the cloud. These
Architecture nodels are covered in the subsequent sub-sections.

4.2. Virtual CPE Architecture Mdel-01

This nmodel is build around the concept of separate virtualized

i nstance per physical CPE device. |In this nodel Virtual CPE instance
handl es the control plane as well as the data plane. Each mcro VM
represents an NFV elenent of CPE with integrated control and data
plane. Al feature functionalities get inplenmented on the NFV

el ement itself. This npdel does not |everage the dynam c service
function chaining capabilities.

A high level Architecture view of this nodel is provided in figure-
bel ow:
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Fi gure 2: VCPE depl oynent nodel -01

P- CPE device performs just the bridging function where the |ayer-2
traffic between directly connected devices will be sinply bridged by
the P-CPE. Any layer-3 traffic will be transparently forwarded to
the cl oud over the tunnel

In this nodel all the key cl oud based components run on virtualized
pl atforns. These virtual conponents are depl oyed on standal one
virtual platfornms rather than on large scale virtual DC of Service
providers. Therefore, the tunnel will be termnated on the vSwitch
rather than a tunnel termination GVNIlocated at the boarder of the DC
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An inplenentation could | everage either a vendor specific vSwitch or
an Open vSwitch

Tunnel end points are uniquely identified with the I P address of the
P-CPE. The vSwitch maps the de-encapsul ated traffic fromthe tunnels
to unique VXLANs and will forward to the corresponding Mcro VM
instances. Mcro VMinstances will be responsible for supporting the
key functions traditionally performed on physical CPE devices. After
the feature processing, V-CPE instance will send the traffic back to
the v-Switch over VXLAN tunnels and vSwitch will forward it to
external network.

4.3. Virtual CPE Architecture Mdel-02

In this nodel vCPE in the cloud is corresponding to each physical CPE
is realized by a representational state on a tunnel aggregation

pl atform such as BNG A provisioned physical CPE in run state is
expected to have at |east one tunnel established between the physica
CPE and the BNG As long as the PCPE is in run state there will be a
CPE session on the BNG which represents the CPE itself. Sone of the
key CPE features will be running on the BNG while suppl enmentary
features and services can be depl oyed using dynanic service function
chai ni ng functions.

A high level Architecture view of this node2 is provided in figure-
bel ow.
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Fi gure 3: VCPE depl oynent nodel -02
In this nodel as well, P-CPE device perforns just the bridging

function where the layer-2 traffic between directly connected devices
will be sinply bridged by the P-CPE. Any layer-3 traffic will be
transparently forwarded to the BNG over the tunnel

There is no need for pre-configuration of the tunnels on BNG \Wen a
P- CPE devi ce becone active and gets provisioned it will try to
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establish an EoGRE tunnel session with V-CPE. Up on detecting a new
P- CPE end point, the BNG woul d i nvoke an aut hori zation process for
the tunnel end point. It is up to the inplenentation to decide

whet her an out of band authentication nmechanismis required before
establishing v-CPE state on the BNG |If the access network is
untrusted, the service provider nmay decide to overlay the EoGRE
tunnel with | PSec encapsul ation

BNG wi Il need to uniquely tag the subscriber flows before forwarding
to the SFC framework. This can be acconplished by using sone
scal abl e taggi ng nechani sns such as VXLAN.

4.4. Virtual CPE Architecture Mdel-03

This is simlar to nodel-02 but |everages split architecture for
control plane and data plane for the BNG This nodel introduces the
concept of a BNG controller, which essentially carries out the
control plane functions. Data plane conponent of the BNG can be a
pur pose built hardware optinized for scal eabl e tunnel term nation
data encryption and data forwarding. Control plane intelligence of
each vCPE resides as a session state on the BNG controller and the
data plane intelligence including tunnel termination of each vCPE
resi des on the BNG DP system BNG CP will |everage the FPC
(Forwardi ng Policy Configuration) interface which is being defined in
the DMM wor ki ng group to instruct the BNG DP systemto establish
V-CPE DP states with relevant configuration.Role of FPC interface in
this solution is described in the sub-section below. In this nodel
al | basic and suppl enmentary subscriber features will be inpl enented
usi ng a dynam ¢ service function-chaining framework.

A high level Architecture view of this node3 is provided in figure-
bel ow.
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4.4.1. Forwarding Policy Configuration (FPC) Interface

FPC Protocol interface defined in the DVM working group enabl es DVM
use cases with Control Plane and data pl ane separation. |In vCPE

sol ution nodel -03, FPC protocol is applied to the interface between
BNG CP and BNG- DP. FPC interface consists of a client function which
resides on the Control Plane System (BNG CP in this case) and an
agent function which resides on the Data Plane System (BNG DP in this
case). FPC defines a standard set of protocol semantics to exchange
configuration information fromthe client to the agent. Agent
processes the protocol semantics and translates theminto
configurati on commands as per BNG DP systemtechnol ogy. FPC client
function residing on BNG CP device will |everage FPC Protoco
semantics to provision activate or deactivate the V-CPE DP states on
BNG DP with desired features.

5. Depl oynent Considerations for vCPE

This section at a high level touches up on sone of the key depl oynent
charecteristics which needs to be considered while selecting the
right vCPE architecure

5.1. Milti-tenancy

VCPE represents the abstraction of key functions and features
typically perforned by cl assical device into service provider cloud.
In order for such a solution to be operationally feasible and
profitable, it is inportant for vCPE architecture to support nulti-
tenancy. This multi tenancy support needs to scale of the order of
hundreds of thousands. Fromthe context of vCPE deploynents, the
multi-tenancy refers to the | ogical separation of vCPE instances,

whi ch are housed in a conmon backend infrastructure. This backend
infrastructure could consist of virtual elenents on a conpute

pl atform or physi cal networking conponents. It could very well be a
conbi nation of virtual and physical conponents in the service

provi der cloud. Few of the key areas where nulti-tenancy nodel will
have an inplication on the operational efficiency of the solution are
listed bel ow

Overl apping I P addressing: Typically hone networks are configured
with RFC 1918 private address space 192.168.0.0/24. A vCPE solution
whi ch deals with | P address nmanagenent of the private honme network
must support address overlap for these private hone subnets.

Tunnel scale: Tunnel term nation points in the service provider nust

support tunnel scale of the order of hundreds of thousands. A vCPE
i mpl ementati on nust inplenent sone formof unique tunnel id per
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physical CPE to support saleable nulti-tenancy for tunne
term nation.

Overl apping SSI D nam ng: vCPE framework nust be flexible enough to
al | ow honme subscribers to configure private SSID nanmes of their
choice. Possibility of overlapping SSID nanes cannot be ruled out as
subscri bers randomy decide up on their private SSID names. Milti-
tenancy solution for a vCPE framework must take into consideration
this.

5.2. Tunneling

In a vCPE solution, the end subscriber data nust be tunneled fromthe
physi cal CPE towards the vCPE instance in the cloud. Typical hone

br oadband depl oyments may have community W-Fi SSID enabled in
addition to subscribers private honme SSID. For such cases, the
tunnel nust be capable of carrying both private and comunity W-Fi
SSID traffic in a secured manner. Today there are various tunneling
met hods being used for community W-Fi deploynents. Two of the nost
common tunneling nethods in use are EOGRE and PM Pv6. EOCGRE is a

| ayer-2 tunneling technology and it does not have a control plane of
its owmn. PMPv6 is a layer-3 tunneling technology with a well -
defined control plane for tunnel managenent and sessi on nanagenent.

Ei ther of these tunneling options can be |leveraged to carry the
private SSID traffic fromthe home towards the cloud-based VvVCPE. And
both are capable of carrying community W-Fi and private hone SSID
traffic. The choice of the tunneling technol ogy may be influenced by
various factors such as sinplicity, need for |IP address persistence
with client roamng, layer-2 forwarding in the data plane to the
cloud as opposed to layer-3 forwarding etc.

5.3. Security
The cl assi cal hone broadband depl oynents based up on intelligent
physi cal CPE devices typically provide data privacy and security for
the end subscriber content as it gets carried over the access
network. A security framework for a vCPE network has to account for
the follow ng key aspects:
Subscri ber Authentication
Prot ection agai nst spoofing attacks
Data privacy

Prevention of eaves droppi ng between subscribers
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Security considerations go hand in hand with multi-tenancy
requirenents as data and neta data frommultiple subscribers will be
handl ed by the backend systens.

5.4. Dynanic Service Chaining

One of the key notivation behind a cloud based connected hone
solution is to find additional revenue generation opportunities

t hrough rapid depl oynent of new services. The inplenentation of
these new services requires a conbination of system and network | eve
functions to be applied to the end user traffic flows. Sone of these
functions may be enabl ed, by |everaging systemlevel features on the
CPE Devi ce Anchor. But in many cases, it makes nore sense to offl oad
the feature processing to network function elements, which are
external to the CPE Device Anchor (CDA).

Service function chaining (SFC) refers to a collection of network
el ements connected in a serialized fashion through which a traffic
flowwill be diverted prior to forwarding to the intended
destination. Traditionally these service chains are hard connected
there by causing chall enges around flexibility and scal e.

Wth dynam c service function chaining approach, the network

el ements, which performvarious service functions, are arranged in
grid nodel. Logical connectivity is established on a per traffic

fl ow basis between the network el enents to establish SFC pipeline for
a qualified traffic flow. Dynam c SFC addresses the scal e and

flexibility limtations of the traditional chaining nodel. A vCPE
sol ution nust support the deploynent of dynamic service function
chai ni ng.

5. 5. NAT Tr aversa

Sone VCPE depl oynents may | everage third party access networks and
offer the solution as an overlay. In such cases, there nay be

requi renent to bring up P-CPE behind a NAT router. The vCPE service
provi der may not have direct control over the NAT router, which is
managed by the access network provider. In such cases, a tunne
transport node, which can traverse NAT, needs to be sel ected.

EoGRE tunnel s do not support NAT traversal, since there is no UDP

| ayer in the encapsul ati on header. PM Pv6 can support NAT traversa
if the right data encapsul ation option is selected. |If a |layer
tunneling technology is desired for the inplenentati on where NAT
traversal is a requirement, then tunnel transport nechani sns such as
L2TPV3 may be expl ored.
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6. Concl usi on

In this docunent, the concept of VCPE is illustrated in detail. The
basi ¢ concept of VCPE is to shift the conplicated functions fromthe
pCPE at the custoner side to the VCPE at the service provider side.
The notivation of such shifting can be concl uded as providi ng quick
| aunched custonmer defined services, reducing the Capex and Opex of
the pCPE, and simify the maintainance of both pCPE and VCPE. A use
cases of comunity W-Fi is proposed for VCPE, which is a typical
scenario for DM Three nodels are then discussed for the field
depl oynent of VCPE. And CP/DP interface is suggested to be utilized
in the depl oynent nodel s.
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