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Abst ract

Mul ti path TCP [ RFC6824] defines the ADD _ADDR option to all ow a host
to announce its addresses to the renpbte host. |In this docunment we

anal yze some of the issues with the address advertisenent technique
defined [ RFC6824] and propose sone nodifications to nmitigate these

problens. W also show that the reverse DNS coul d be an excel |l ent

alternative to advertise the stable addresses of a server
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1. Introduction

Multipath TCP is an extension to TCP [ RFCO793] that was specified in
[ RFC6824]. Miltipath TCP was designed with nulti-addressed hosts in
m nd [ RFC6182]. A Miltipath TCP connection is conposed of subflows
that are established between any of the addresses of the

communi cating hosts. [RFC6824] defines two options to nmanage the
host addresses

0 ADD ADDR is used to announce one address bound to a host (possibly
combi ned with a port numnber)

0 REMOVE ADDR is used to indicate that an address previously
attached to a host is not anynore attached to this host

To cope with Network Address Translation (NAT), the ADD ADDR and
REMOVE_ADDR options contain an address identifier encoded as an 8
bits integer.

Wien the initial subflowis created, it is assunmed to be initiated
fromthe address of the client whose identifier is O towards the
address of the server whose identifier is also 0. Both the client
and the server can use ADD ADDR to advertise the other addresses that
they use. Wen an additional subflowis created, the MP_JO N option
placed in the SYN (resp. SYN+ACK) contains the identifier of the
address used to create (resp. accept) the subfl ow

Experience with Multipath TCP shows that these two options allowto
support multi-homed or dual -stack servers [ TMA2015] and nobile
devices [Cellnet12]. VWhile the ADD ADDR option has been supported in
the Linux inplenentation of Miultipath TCP, other inplenentors have
chosen to not support it [I-D. eardley-nptcp-inplenentations-survey]
while still supporting the REMOVE_ADDR opti on.
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In this docunment, we first analyse in Section 2 several issues with
the current ADD ADDR option as defined in [ RFC6824] and
[I-D.ietf-nptcp-rfc6824bis]. Then in Section 3 we show how Multipath
TCP could |l everage the existing DNS to obtain informati on about the
different addresses attached to a server.

2. Issues with ADD ADDR
A first issue are the security risks if an attacker is able to send

spoofed TCP segnments that include the ADD ADDR option. Miltipath TCP
[ RFC6824] defines the ADD ADDR option shown in Figure 1.

1 2 3
01234567890123456789012345678901

e e e o e e e o Fom e - Fom e - e e e o +
[ Ki nd [ Lengt h | Subtype| IPVer | Address ID |
. e R R . +
| Address (I Pv4 - 4 octets / IPv6 - 16 octets) |
e T T +
| Port (2 octets, optional) |

Fom e e e e e e e e e e ee oo +

Fi gure 1: The ADD_ADDR option

From a security viewpoint, this option introduces a potenti al
security risk if an attacker is able to send a spoofed ADD ADDR
option. [I-D.ietf-nptcp-rfc6824bis] proposes a new format for this
option by placing a truncated HVAC i nside the option to authenticate
it. The format for this new option (ADD _ADDR2) is shown in Figure 2.

1 2 3

01234567890123456789012345678901
Fom e e e oo Fom e e e oo Fom oo - Fom oo - Fom e e e oo +
| Ki nd | Length | Subtype| IPVer | Address ID |
o e oo o e oo Fom e e Fom e e o e oo +
| Address (I Pv4d - 4 octets / IPv6 - 16 octets) |
S S +
| Port (2 octets, optional) | |
Fom e e e e e e e e e m oo oo + [
| Truncated HVAC (8 octets) |
| e +
I I

S +

Fi gure 2: The ADD ADDR2 option
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2.1. Usage of the Address ldentifiers

A second issue with the ADD ADDR option is the nmanagenent of the
address identifiers. At first glance, a Miultipath TCP inpl enentation
could maintain a table of the I P addresses bound to the | ocal host
and associate one identifier with each address. Wen a new |IP
address is configured, it is added to the table and the index in the
table can be used as its identifier. |If a local address stops to be
bound to the host, the Multipath TCP can extract its identifier from
the table and send t he REMOVE_ADDR option over all existing Miltipath
TCP connections. Unfortunately, such a naive inplenentation is not
possible with the current Multipath TCP inpl ementation

As defined in [RFC6824], the identifiers O are assigned to the
addresses that were used for the establishment of the initial
subflow. This is because the MP_CAPABLE option does not contain any
field to encode an address identifier in contrast with the MP_JON
option.

An annoyi ng consequence of this design choice is that a Multi path TCP
i mpl ementation nust at |east remenber the identifier of the address
that was used to create the initial subflow It cannot sinply rely
on the global address table described above because when an address
fails, it nmust be able to send a REMOVE ADDR with for address
identifier O if this address was used to create the initial subflow
This forces a Multipath TCP inplenmentation to at |east store the
address identifier of the initial subflow for each connection.

One suggestion to ease the nai ntenance of the addresses on a
Mul tipath TCP inplementation would be to stop assunming that the
address identifier O corresponds to the address used to establish the

initial subflow Instead, the inplenentation should maintain a table
of all the addresses that it uses with Miultipath TCP and assi gn one
strictly positive identifier to each address. In this case, each

address assigned to the host has the sane address identifier for al
the Multipath TCP connections. Wen a new address is learned, it is
automati cally assigned the next avail able address identifier and can
be announced over all existing Miultipath TCP connecti ons dependi ng on
the policy applied for the address announcements. Wen an address is
not bound anynore to this host, then the sane REMOVE ADDR option can
be sent over all Miltipath TCP connecti ons.

There is one nmissing element in the solution di scussed above : how to
announce the real address identifier that corresponds to the initial
subflow. A sinple solution to this problemis to use the ADD ADDR
option w thout an address as shown in Figure 3.
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1 2 3
01234567890123456789012345678901
e e e o e e e o Fom e - Fom e - e e e o +
[ Ki nd [ Lengt h | Subtype| IPVer | Address ID |
o e oo o e oo Fom e e Fom e e o e oo +

Figure 3: The ADD ADDR option indicating the address identifier of
the current subfl ow

This enpty ADD ADDR option indicates the address identifier of the
address on the subflow over which it has been transmitted. |t MJST
only be used on the initial subflow since on the other subflows the
same information is carried reliably in the MP_JO N option of the SYN
segnents. The IPVer field of this ADD ADDR option MJUST match the IP
version used for the initial subflow

2.2. Reliability of the ADD ADDR Option

Athird issue with the ADD ADDR option is that since it is
transmitted as a TCP option, it is not delivered reliably
[Cellnet12]. If it announces an | Pv4 address, the ADD ADDR option
could be inserted inside a segnent that carries data and would thus
be delivered reliably like the user data. However, if the ADD ADDR
option contains an | Pv6 address, it might be too large to fit inside
a segnment that already contains a DSS option and possibly other
options such as the [RFC1323] tinestanps. Gven its length, the
ADD _ADDR2 option cannot be placed in the sanme segnent as a DSS
option. In these two cases, the ADD ADDR/ ADD ADDR2 option will be
often transmitted inside a duplicate ACK that is not delivered
reliably. [Cellnetl2] proposes a nmethod to inprove the reliability
of the transnission of the ADD ADDR option, but to our know edge this
met hod has never been inplenmented. To cope with packet |osses, sone
i npl ementations could decide to transnit several copies of the
ADD_ADDR option over the sane connection

3. Learning the Addresses bound to a host through the DNS

[ RFC6824] defines the ADD _ADDR option as the basic technique to |earn
the addresses bound to the renote host. G ven the inportance of

| earni ng those addresses, one woul d expect this technique to be
supported by all Miltipath TCP inplenmentations. This is not the
case, since only the Linux inplenmentation of Miultipath TCP supports
the ADD ADDR option [I-D.eardl ey-nptcp-inpl ementati ons-survey] as
defined in [ RFC6824]. The other inplenentations do not support this
option [I-D. eardl ey-nptcp-inpl enentations-survey]. This design

choi ce was probably notivated by security concerns with this option
and al so because these inplenmentations assune that only the client
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creates the subflows and the server is single-honed. 1In this case,
the client (e.g. a smartphone), can create the subflows from any of
its own addresses towards the single address of the server

However, with the deploynment of |Pv6, the nunber of dual-stack
clients and servers will grow and it will be inportant for a host
that creates a connection towards the | Pv4 address of a server to

al so learn the 1 Pv6 address associated to this particular server. W
show in this section that the DNS could be used to distribute the
addressing information that is required by Miultipath TCP

There are three possibilities to use to DNS to distribute the Iist of
addresses associated to a given server. A first approach is to use
the existing forward DNS and consider that all the 'A and ' AAAA
records associated with a nane correspond to the sane server and can
be used to establish Multipath TCP subflows. Unfortunately, when
several records are associated to a DNS nane, this is often for |oad
bal anci ng reasons and those records point to the addresses of
different hosts. A second approach would be to define a new DNS
record that contains the list of the | P addresses associated to a

gi ven host. However, this would require to deploy a new type of DNS
record. Proposals that were nade in the past to define new RR types
were not endorsed by the IETF (e.g., one single RR for dual stack
hosts [I-D.li-dnsext-ipv4-ipv6] or a distinct RR for |Pv4-Enbedded

| Pv6 Address [I-D. boucadair-behave-dns-a64]).

The third approach that we propose in this docunent is to use the
reverse DNS to encode the informati on about the alternate addresses
that are associated to a given host. The reverse DNS tree typically
only contains PTR records that associate nanmes to reverse | Pv4 or

| Pv6 addresses. However, nothing prevents the use of the reverse DNS
to store A and AAAA records. This is the approach that we reconmend.
It does not require any change to the DNS protocol and can | everage
dynanmi ¢ updates to the DNS [ RFC3007] and DNSSec to authenticate the
adverti senent of addresses [ RFC4034].

As an exanpl e, consider the server whose nane is nptcp.exanple.org
and which is reachable via the following I P addresses taken fromthe
docunent ati on prefixes [RFC3849] [RFC5737]

o 192.0.2.10

o 198.51.100. 23

0 2001:db8::1234

The forward DNS will contain the follow ng records for this server
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npt cp. exanpl e. or g. 7200 IN A 192.0.2. 10
npt cp. exanpl e. or g. 7200 IN A 198. 51. 100. 23
nmpt cp. exanpl e. or g. 7200 I'N AAAA  2001: db8::1234

In addition, the following entries would be added in the reverse DNS

10.2.0.192.in-addr.arpa. 7200 | N AAAA 2001: db8::1234
10.2.0.192.in-addr.arpa. 7200 IN A 198. 51. 100. 23

23.100.51.198.in-addr.arpa. 7200 IN AAAA 2001:db8::1234
23.100.51.198.in-addr.arpa. 7200 IN A 192.0.2.10

4.3.2.1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
8.b.d.0.1.0.0.2.ip6.arpa. 7200 IN A 192.0.2.10

4.3.2.1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
8.b.d.0.1.0.0.2.ip6.arpa. 7200 IN A 198.51.100. 23

These reverse records can, of course, be signed with DNSSec
[ RFC4034] .

4. Concl usion

In this docunment, we have di scussed several issues with the

adverti senent of addresses with the ADD ADDR and ADD ADDR2 options in
Multipath TCP. Then, we have shown that the reverse DNS can be used
by servers to advertise their alternate | P addresses. This does not
require any nodification to the DNS protocol and coul d be used by
applications that do not want or cannot rely on the ADD ADDR option

5. Acknow edgenents

This work was partially supported by the FP7-Trilogy2 project. This
docunent was inproved thanks to the comments and suggestions received
from Fabi en Duchene, Benjam n Hesmans and Mbhamred Boucadair.

6. Informative References

[Cel I net 12]
Paasch, C., Detal, G, Duchene, F., Raiciu, C., and O
Bonaventure, "Exploring Mbile/ WFi Handover with
Mul tipath TCP", ACM SI GCOW wor kshop on Cel | ul ar Net wor ks
(Cellnet12) , 2012,
<http://inl.info.ucl.ac.bel/publications/
expl ori ng-nobi | ewi fi-handover-nultipath-tcp>

Bonavent ur e Expi res January 7, 2016 [ Page 7]



Internet-Draft MPTCP ADDR July 2015

[I-D. boucadai r - behave- dns- a64]
Boucadair, M and E. Burgey, "A64: DNS Resource Record for
| Pv4- Enbedded | Pv6 Address”, draft-boucadair-behave-dns-
a64-02 (work in progress), Septenber 2010.

[I-D. eardl ey-npt cp-i npl enent ati ons- survey]
Eardl ey, P., "Survey of MPTCP | nplenentations", draft-
ear dl ey- npt cp-i npl enent ati ons-survey-02 (work in
progress), July 2013.

[I-D.ietf-nptcp-rfc6824bis]
Ford, A, Raiciu, C, Handley, M, and O Bonaventure,
"TCP Extensions for Multipath Operation with Miltiple
Addr esses", draft-ietf-nptcp-rfc6824bis-04 (work in
progress), March 2015.

[I-D.li-dnsext-ipv4-ipv6]
Li, L., Li, Z, and X Duan, "DNS Extensions to Support
| Pv4 and | Pv6", draft-li-dnsext-ipv4-ipv6-02 (work in
progress), October 2009.

[ RFCO793] Postel, J., "Transm ssion Control Protocol", STD 7, RFC
793, Septenber 1981.

[ RFC1323] Jacobson, V., Braden, B., and D. Bornman, "TCP Extensions
for H gh Performance", RFC 1323, My 1992.

[ RFC3007] Wellington, B., "Secure Donmmin Nane System (DNS) Dynamic
Update", RFC 3007, Novenber 2000.

[ RFC3849] Huston, G, Lord, A, and P. Snmith, "IPv6 Address Prefix
Reserved for Docunentation”, RFC 3849, July 2004.

[ RFC4034] Arends, R, Austein, R, Larson, M, Mssey, D., and S
Rose, "Resource Records for the DNS Security Extensions",
RFC 4034, March 2005.

[ RFC5737] Arkko, J., Cotton, M, and L. Vegoda, "IPv4 Address Bl ocks
Reserved for Docunentation”, RFC 5737, January 2010.

[ RFC6182] Ford, A, Raiciu, C., Handley, M, Barre, S., and J.
I yengar, "Architectural Guidelines for Miultipath TCP
Devel oprent", RFC 6182, March 2011.

[ RFC6824] Ford, A, Raiciu, C., Handley, M, and O Bonaventure,

"TCP Extensions for Multipath Operation with Miltiple
Addr esses", RFC 6824, January 2013.

Bonavent ur e Expi res January 7, 2016 [ Page 8]



Internet-Draft

[ TMA2015]

MPTCP ADDR July 2015

Hesmans, B., Hoang Tran-Viet, ., Sadre, R, and O
Bonaventure, "A first look at real Miultipath TCP traffic",
TMA 2015 , April 2015,
<http://inl.info.ucl.ac.bel/publications/
first-look-real-nmultipath-tcp-traffic>.

Aut hor’ s Addr ess

divier Bonaventure

UCLouvai n

Email : A ivier.Bonavent ur e@icl ouvai n. be

Bonavent ur e

Expi res January 7, 2016 [ Page 9]



Net wor k Wor ki ng Group M Boucadair

I nternet-Draft C. Jacquenet

I nt ended status: Standards Track France Tel ecom

Expires: May 20, 2016 T. Reddy
Ci sco

Novenber 17, 2015

DHCP Options for Network-Assisted Miltipath TCP (MPTCP)
dr af t - boucadai r - npt cp- dhc- 04

Abst ract

One of the prom sing depl oynent scenarios for Multipath TCP ( MPTCP)
is to enable a Custoner Prem ses Equipnent (CPE) that is connected to
multiple networks (e.g., DSL, LTE, WLAN) to optim ze the usage of its
network attachments. Because of the |lack of MPTCP support at the
server side, some service providers consider a network-assi sted nodel
that relies upon the activation of a dedicated function called: MPTCP
Concentrator.

Thi s docunent focuses on the explicit deploynment schenme where the
identity of the MPTCP Concentrator(s) is explicitly configured on
connected hosts. This docunent specifies DHCP (I Pv4 and | Pv6)

options to configure hosts with Multipath TCP (MPTCP) paraneters.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
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docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on May 20, 2016.
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1. I nt roducti on

One of the prom sing depl oynent scenarios for Miultipath TCP (MPTCP

[ RFC6824]) is to enable a Custoner Premi ses Equi pnent (CPE) that is
connected to multiple networks (e.g., DSL, LTE, WLAN) to optinize the
usage of such resources, see for exanple [RFC4908]. This depl oynent
scenario relies on MPTCP proxies | ocated on both the CPE and network
sides (Figure 1). The latter plays the role of traffic concentrator
A concentrator term nates the MPTCP sessions established froma CPE,
before redirecting traffic into a | egacy TCP session
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| P Network #1

B RS + aeeaaa-- _ B RS +
I I (e.g., LTE) | I
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|  Proxy) I ( ) | (MPTCP I
[ [ | Proxy) |[------ > | nternet
I I I I
| | I P Network #2 | |
| | e | |
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I + + I
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+----- oo - + ( _______ ) B RS +

I
----CPE network----

I

end- nodes

Figure 1: "Network-Assisted" MPTCP Design

Both inplicit and explicit nodes are considered to steer traffic
towards an MPTCP Concentrator. This docunent focuses on the explicit
nmode that consists in configuring explicitly the reachability

i nformati on of the MPTCP concentrator on a host.

Thi s docunment defines DHCPv4 [ RFC2131] and DHCPv6 [ RFC3315] options
that can be used to configure hosts with MPTCP Concentrator |P
addr esses.

Thi s specification assumes an MPTCP Concentrator is reachabl e through
one or multiple I P addresses. As such, a list of |IP addresses can be
returned in the DHCP MPTCP option. Also, it assunmes the various
network attachments provided to an MPTCP-enabl ed CPE are nmanaged by
the sane adnministrative entity.

2. Term nol ogy
Thi s docunment nmakes use of the follow ng terns:

0o MPTCP Concentrator (or concentrator): refers to a functiona
el ement that is responsible for aggregating the traffic of a group
of CPEs. This elenment is |located upstreamin the network. One or
mul tiple concentrators can be deployed in the network side to
assi st MPTCP-enabl ed CPEs to establish MPTCP connections via
avai |l abl e network attachnents.
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On the uplink path, the concentrator terninates the MPTCP
connections [ RFC6824] received fromits custoner-facing interfaces
and transforns these connections into | egacy TCP connections

[ RFCO793] towards upstream servers.

On the downlink path, the concentrator turns the | egacy server’s
TCP connection into MPTCP connections towards its customer-facing
i nterfaces.

0 DHCP refers to both DHCPv4 [ RFC2131] and DHCPv6 [ RFC3315].

0 DHCP client denotes a node that initiates requests to obtain
configuration paraneters fromone or nore DHCP servers

0 DHCP server refers to a node that responds to requests from DHCP
clients.

3. DHCPv6 MPTCP Option
3. 1. For mat

The DHCPv6 MPTCP option can be used to configure a list of |IPv6
addresses of an MPTCP Concentrator.

The format of this option is shown in Figure 2. As a remnder, this
format follows the guidelines for creating new DHCPv6 options
(Section 5.1 of [RFC7227]).
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
OPTI ON_V6_MPTCP [ Option-length [
B e i i S e S i e S T S R S e o o T S s

i pv6-address

B S i S S ity SR S S il SR NP S o

i pv6-address

—_—_

B S T S S S e e T e 2 e S

I
+-
I
I
I
I
+-
I
I
I
I
+-
| -
R o T S T S T e T i T S S S S S S S e

Fi gure 2: DHCPv6 MPTCP option
The fields of the option shown in Figure 2 are as foll ows:

0 Option-code: OPTION V6_MPTCP (TBA, see Section 8.1)
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0o Option-length: Length of the ' MPTCP Concentrator |P Address(es)’
field in octets. MJST be a multiple of 16.

o MPTCP Concentrator |Pv6 Addresses: Includes one or nore |Pv6
addresses [ RFC4291] of the MPTCP Concentrator to be used by the
MPTCP client.

Not e, |Pv4-mapped | Pv6 addresses (Section 2.5.5.2 of [RFC4291])
are allowed to be included in this option

To return nore than one MPTCP concentrators to the requesting DHCPv6
client, the DHCPv6 server returns multiple instances of
OPTI ON_V6_MPTCP

3. 2. DHCPv6 Client Behavi or

Clients MAY request option OPTION V6_MPTCP, as defined in [ RFC3315],
Sections 17.1.1, 18.1.1, 18.1.3, 18.1.4, 18.1.5, and 22.7. As a
conveni ence to the reader, we nention here that the client includes
requested option codes in the Option Request Option

The DHCPv6 client MJST be prepared to receive multiple instances of
OPTI ON_V6_MPTCP; each instance is to be treated separately as it
corresponds to a given MPTCP Concentrator: there are as nany
concentrators as instances of the OPTION_V6_MPTCP option

If an | Pv4-mapped | Pv6 address is received in OPTION_V6_MPTCP, it
i ndi cates that the MPTCP Concentrator has the correspondi ng | Pv4d
addr ess.

The DHCPv6 client MJUST silently discard nulticast and host | oopback
addresses [ RFC6890] conveyed in OPTI ON_V6_MPTCP

4. DHCPv4 MPTCP Option
4.1. Format
The DHCPv4 MPTCP option can be used to configure a list of |Pv4d

addresses of an MPTCP Concentrator. The format of this option is
illustrated in Figure 3.
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+ =4 4
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Fi gure 3: DHCPv4 MPTCP option
The fields of the option shown in Figure 3 are as foll ows:

0 Code: OPTION_V4_MPTCP (TBA, see Section 8.2);

0 Length: Length of all included data in octets. The mnimum]length
is 5.

0 List-Length: Length of the "List of MPTCP Concentrator |Pv4
Addresses" field in octets; MJST be a nultiple of 4.

o List of MPTCP Concentrator |Pv4 Addresses: Contains one or nore
| Pv4 addresses of the MPTCP Concentrator to be used by the MPTCP
client. The format of this field is shown in Figure 4.

0o OPTION_VA_MPTCP can include multiple lists of MPTCP Concentr at or
| Pv4 addresses; each list is treated separately as it corresponds
to a given MPTCP Concentrat or

When several lists of MPTCP Concentrator |Pv4 addresses are to be

i ncluded, "List-Length" and "MPTCP Concentrator |Pv4 Addresses"”
fields are repeated.
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0 8 16 24 32 40 48
+----- +----- +----- +----- +----- +----- +- -
| al| a2 | a3 | ad | al | a2 |
+----- +----- +----- +----- +----- +----- +- -
| Pv4 Address 1 | Pv4 Address 2 ..

This format assunmes that an | Pv4 address is encoded as al. a2. a3. a4.
Figure 4: Format of the List of MPTCP Concentrator |Pv4 Addresses

OPTION_ V4_MPTCP is a concatenation-requiring option. As such, the
mechani sm specified in [ RFC3396] MJUST be used if OPTI ON V4 MPTCP
exceeds the nmaxi mum DHCPv4 option size of 255 octets.

4. 2. DHCPv4 Cl i ent Behavi or

To di scover one or nore MPTCP Concentrators, the DHCPv4 client MJST
i nclude OPTION V4 MPTCP in a Paraneter Request List Option [ RFC2132].

The DHCPv4 client MJST be prepared to receive multiple lists of MPTCP
Concentrator |1Pv4 addresses in the same OPTION V4 _MPTCP; each list is
to be treated as a separate MPTCP Concentrator instance.

The DHCPv4 client MJUST silently discard nulticast and host | oopback
addresses [ RFC6890] conveyed in OPTI ON_V4_MPTCP

5. DHCP Server Configuration Guidelines

DHCP servers that support the DHCP MPTCP Concentrator option can be
configured with a list of |IP addresses of the MPTCP Concentrator(s).
If multiple | P addresses are configured, the DHCP server MJST be
explicitly configured whether all or sonme of these addresses refer
to:

1. the sane MPTCP Concentrator: the DHCP server returns nmultiple
addresses in the sane instance of the DHCP MPTCP Concentr at or
option.

2. distinct MPTCP Concentrators : the DHCP server returns nultiple
lists of MPTCP Concentrator |P addresses to the requesting DHCP
client (encoded as nultiple OPTION V6_MPTCP or in the sane
OPTI ON_V4_MPTCP); each list refers to a distinct MPTCP
Concentrator.

Preci sely how DHCP servers are configured to separate lists of IP

addresses according to which MPTCP Concentrator they refer to is out
of scope for this docunent. However, DHCP servers MJST NOT conbine
the I P addresses of multiple MPTCP Concentrators and return themto
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the DHCP client as if they were belonging to a single MPTCP
Concentrator, and DHCP servers MJST NOT separate the addresses of a
singl e MPTCP Concentrator and return themas if they were bel ongi ng
to distinct MPTCP Concentrators. For exanple, if an adm nistrator
configures the DHCP server by providing a Fully Qualified Dormai n Name
(FQDN) for a MPTCP Concentrator, even if that FQDN resolves to
mul ti pl e addresses, the DHCP server MUST deliver themw thin a single
server address bl ock.

DHCPv6 servers that inplenment this option and that can popul ate the
option by resolving FQDNs will need a nechani smfor indicating

whet her to query A records or only AAAA records. Wen a query
returns A records, the IP addresses in those records are returned in
the DHCPv6 response as | Pv4-mapped | Pv6 addresses.

Since this option requires support for |IPv4-napped | Pv6 addresses, a
DHCPv6 server inplenmentation will not be conplete if it does not
query A records and represent any that are returned as | Pv4-nmapped

| Pv6 addresses in DHCPv6 responses. The mechani sm wher eby DHCPv6

i mpl ement ations provide this functionality is beyond the scope of
this docunent.

For gui delines on providing context-specific configuration
information (e.g., returning a regional -based configuration), and

i nformati on on how a DHCP server m ght be configured with FQDNs that
get resolved on demand, see [I-D.ietf-dhc-topo-conf].

6. Security Considerations

The security considerations in [RFC2131] and [ RFC3315] are to be
consi der ed.

MPTCP-rel ated security considerations are discussed in [ RFC6824].

Means to protect the MPTCP concentrator agai nst Deni al - of - Service
(DoS) attacks rmust be enabled. Such neans include the enforcenent of
ingress filtering policies at the boundaries of the network. In
order to prevent exhausting the resources of the concentrator by
creating an aggressive nunber of sinultaneous subflows for each MPTCP
connection, the adm nistrator should limt the nunber of allowed
subfl ows per host for a given connection

Attacks outside the domain can be prevented if ingress filtering is
enforced. Nevertheless, attacks fromw thin the network between a
host and a concentrator instance are yet another actual threat.
Means to ensure that illegiti mate nodes cannot connect to a network
shoul d be i npl enent ed.

Boucadair, et al. Expi res May 20, 2016 [ Page 8]



Internet-Draft DHCP for MPTCP Novenmber 2015

8.

8.

8.

Traffic theft is also arisk if anillegitimte concentrator is
inserted in the path. Indeed, inserting an illegitimte concentrator
in the forwarding path allows to intercept traffic and can therefore
provi de access to sensitive data issued by or destined to a host. To
mtigate this threat, secure neans to discover a concentrator (for
non-transparent nodes) should be enabl ed.

Privacy Consi derations

Generic privacy-related considerations are discussed in
[I-D.ietf-dhc-anonymity-profile].

The concentrator may have access to privacy-related information
(e.g., International Mobile Subscriber ldentity (IMI), link
identifier, subscriber credentials, etc.). The concentrator nust not
| eak such sensitive information outside an adninistrative domain.

| ANA Consi der ati ons
1. DHCPv6 Option

I ANA is requested to assign the following new DHCPv6 Option Code in
the registry maintained in http://ww.iana.org/assi gnnents/
dhcpv6- paranet er s

Option Nane Val ue

OPTI ON_V6_MPTCP TBA
2. DHCPv4 Option

I ANA is requested to assign the foll owi ng new DHCPv4 Option Code in
the registry maintained in http://ww.iana. org/assi gnnents/ boot p-
dhcp- paraneters/:

Option Name Val ue Data | ength Meaning
OPTI ON_V4_MPTCP TBA  Vari abl e; I ncl udes one or nultiple lists of
the m ni num MPTCP Concentrator |P addresses;
length is each list is treated as a separate
5. MPTCP Concentr at or
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Abst ract

Because of the lack of Miultipath TCP (MPTCP) support at the server

si de, sone service providers now consider a network-assisted node
that relies upon the activation of a dedicated function called MPTCP
Conversion Point (MCP). Network-assisted MPTCP depl oynent nodels are
designed to facilitate the adoption of MPTCP for the establishment of
mul ti-path communi cati ons without maki ng any assunption about the
support of MPTCP by the comunicating peers. MCPs located in the
network are responsible for establishing nulti-path conmmunications on
behal f of endpoints, thereby taking advantage of MPTCP capabilities
to achieve different goals that include (but are not limted to)
optimi zation of resource usage (e.g., bandw dth aggregation), of
resiliency (e.g., primary/backup conmunication paths), and traffic

of f1 oad managenent .

Thi s docunent focuses on the explicit deploynment schenme where the
identity of the MPTCP Conversion Point(s) is explicitly configured on
connected hosts. This docunent specifies DHCP (I Pv4 and | Pv6)
options to configure hosts with Miultipath TCP (MPTCP) paraneters

Requi rement s Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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1. Introduction

One of the prom sing depl oynent scenarios for Miultipath TCP ( MPTCP

[ RFC6824]) is to enable a Custoner Premi ses Equi pnent (CPE) that is
connected to multiple networks (e.g., DSL, LTE, WLAN) to optinize the
usage of such resources. This deploynent scenario relies on MPTCP
Conversion Points (MCPs) |ocated on both the CPE and network sides
(Figure 1). The latter plays the role of traffic concentrator. An
MCP term nates the MPTCP sessions established froma CPE, before
redirecting traffic into a | egacy TCP session. Further Network-

Assi sted MPTCP depl oynent and operational considerations are

di scussed in [I-D. nam npt cp-depl oynent - consi der ati ons] .

Fommm e e e + B e e e e oo +
I I ( LTE ) I
| CPE +=======+ +===+ Backbone |
| (MCP) I (_ ) I Net wor k I
| I G P REEEEEPEEEES +|
| | IP Network #1 || Concentrator |[]|------ > | nternet
I I | | ( MCP) | |
| | [+ oo +|
[ [ | P Network #2 | [
I I R _ I I
I I ( DSL ) | I
| +o=——=——=—+ +==+ |
I I (_ ) I I
F--- - - Fomm - - - + (. ) S +
I
---- LAN ----
I
end- nodes

Figure 1: "Network-Assisted" MPTCP Design

This docunent focuses on the explicit node that consists in
configuring explicitly the reachability information of the MCP on a
host. Concretely, the explicit nmode has several advantages, e.g.,

o It does not inpose any specific constraint on the |ocation of the
MCP. For exanple, the MCP can be located in any access network,
| ocated upstreamin the core network, or located in a data canter
facility.

0 Tasks required for activating the explicit node are minimal. In
particular, this node does not require any specific routing and/or
forwardi ng policies for handling outbound packets other than
ensuring that an MCP is reachable froma CPE, and vice versa
(which is straightforward | P routing policy operation).
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0 The engineering effort to change the |ocation of an MCP for sone
reason (e.g., to better acconmpbdate di nensioning constraints, to
move the MCP to a data canter, to enable additional MCP instances
closer to the custoner prenises, etc.) is mninal

0 An operator can easily enforce strategies for differentiating the
treatment of MPTCP connections that are directly initiated by an
MPTCP- enabl ed host connected to an MCP if the explicit node is
enabl ed. Typically, an operator may decide to of fl oad MPTCP
connections originated by an MPTCP-enabl ed term nal from being
forwarded through a specific MCP, or decide to relay themvia a
specific MCP. Such policies can be instructed to the MCP
I mpl ementi ng such differentiating behavior if the inplicit node is
in use may be conplex to achieve.

o Miltiple MCPs can be supported to service the same CPE, e.g., an
MCP can be enabled for internal services (to optimze the delivery
of sonme operator-specific services) while another MCP nmay be
solicited for external services (e.g., access to the Internet).
The explicit node allows the deploynment of such scenario owing to
the provisioning of an MCP sel ection policy table that relies upon
the destination IP prefixes to select the MCP to involve for an
ongoi ng MPTCP connection, for instance.

0 Because the MCP's reachability information is explicitly
configured on the CPE, nmeans to guarantee successful inbound
connections can be enabled in the CPE to dynam cally discover the
external | P address that has been assigned for conmmunicating with
renote servers, instruct the MCP to naintain active bindings so
that incom ng packets can be successfully redirected towards the
appropriate CPE, etc.

0 Troubl eshooting and root cause analysis may be facilitated in the
explicit node since faulty key nodes that may have caused a
service degradation are known. Because of the | oose adherence to
the traffic forwarding and routing polices, troubleshooting a
service degradation that is specific to nmulti-access serviced
customers should first investigate the behavior of the involved
MCP.

Thi s docunment defines DHCPv4 [ RFC2131] and DHCPv6 [ RFC3315] options
that can be used to configure hosts with MCP | P addresses.

This specification assumes an MCP is reachabl e through one or
multiple I P addresses. As such, a list of IP addresses can be
returned in the DHCP MPTCP option. Also, it assunes the various
network attachments provided to an MPTCP-enabl ed CPE are nanaged by
the same adninistrative entity.

Boucadair, et al. Expires April 11, 2018 [ Page 4]



Internet-Draft DHCP for MPTCP Cct ober 2017

2. Term nol ogy
Thi s docunment nmakes use of the follow ng terns:

0o Miltipath Conversion Point (MCP): a function that terninates a
transport flow and relays all data received over it over another
transport flow. This elenent is |ocated upstreamin the network.
One or multiple MCPs can be deployed in the network side to assist
MPTCP- enabl ed devices to establish MPTCP connections via avail abl e
network attachnents.

On the uplink path, the MCP terninates the MPTCP connecti ons

[ RFC6824] received fromits custonmer-facing interfaces and
transforns these connections into | egacy TCP connections [ RFC0793]
t owar ds upstream servers

On the downlink path, the MCP turns the | egacy server’'s TCP
connection into MPTCP connections towards its custoner-facing
i nterfaces.

0 DHCP refers to both DHCPv4 [ RFC2131] and DHCPv6 [ RFC3315].

0 DHCP client denotes a node that initiates requests to obtain
configuration paraneters fromone or nore DHCP servers

0 DHCP server refers to a node that responds to requests from DHCP
clients.

3. DHCPv6 MPTCP Option
3. 1. For mat

The DHCPv6 MPTCP option can be used to configure a list of |IPv6
addresses of an MCP

The format of this option is shown in Figure 2. As a remnder, this

format follows the guidelines for creating new DHCPv6 options
(Section 5.1 of [RFC7227]).
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i pv6- addr ess
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I
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I
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I
+-
I
I
I
I
+-
| c.
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Fi gure 2: DHCPv6 MPTCP option
The fields of the option shown in Figure 2 are as foll ows:

0 Option-code: OPTION V6_MPTCP (TBA, see Section 7.1)

0 Option-length: Length of the 'MCP I P Address(es)’ field in octets.
MUST be a nultiple of 16.

0o MCP I Pv6 Addresses: Includes one or nore | Pv6 addresses [ RFC4291]
of the MCP to be used by the MPTCP client.

Not e, |Pv4-mapped | Pv6 addresses (Section 2.5.5.2 of [RFC4291])
are allowed to be included in this option

To return nore than one MCPs to the requesting DHCPv6 client, the
DHCPv6 server returns multiple instances of OPTION_V6_MPTCP. Sone
gui delines for DHCP servers are el aborated in Appendi x A

3. 2. DHCPv6 C i ent Behavi or

Clients MAY request option OPTION V6_MPTCP, as defined in [RFC3315],
Sections 17.1.1, 18.1.1, 18.1.3, 18.1.4, 18.1.5, and 22.7. As a
conveni ence to the reader, we nention here that the client includes
requested option codes in the Option Request Option

The DHCPv6 client MJUST be prepared to receive multiple instances of
OPTI ON_V6_MPTCP; each instance is to be treated separately as it
corresponds to a given MCP: there are as many MCPs as instances of
the OPTI ON_V6_MPTCP option
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4.

4.

If an | Pv4-mapped | Pv6 address is received in OPTI ON_V6_MPTCP, it
i ndi cates that the MCP has the correspondi ng | Pv4 address.

The DHCPv6 client MJUST silently discard nulticast and host | oopback
addresses [ RFC6890] conveyed in OPTI ON _V6_MPTCP

DHCPv4 MPTCP Opti on

For mat

The DHCPv4 MPTCP option can be used to configure a list of |Pv4d
addresses of an MCP. The format of this option is illustrated in
Fi gure 3.

0123456789012345
i i S e i (I SRR HE S SR R S
| de | Length

B i i e e s o EIE I e R
| List-Length [ Li st of

+- - - - - - - -+ MPTCP

/ MCP | Pv4 Addresses
+

I

+

/

+

| —————— —

I
+
I
I
/
I i i e S e e S e S e o
Li st-Length | Li st of |
i I T e s MPTCP |
MCP | Pv4 Addr esses /

B T i e O e i i S N TR

. C. Opti ona
B ol o s ks st S S S S S R S e
| List-Length | Li st of |
Bl i T R e MPTCP |
/ MCP | Pv4 Addresses /
B Tl T sl i S S S S S

Fi gure 3: DHCPv4 MPTCP option

The fields of the option shown in Figure 3 are as foll ows:

Code: OPTION_V4_MPTCP (TBA, see Section 7.2);

Length: Length of all included data in octets. The m ninmum |l ength
is 5.

Li st-Length: Length of the "List of MCP | Pv4 Addresses" field in
octets; MJIST be a nultiple of 4.

Li st of MCP | Pv4 Addresses: Contains one or nore |Pv4 addresses of
the MCP to be used by the MPTCP client. The format of this field
is shown in Figure 4.

OPTI ON_V4_MPTCP can include nmultiple lists of MCP | Pv4 addresses;
each list is treated separately as it corresponds to a given MCP
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When several lists of MCP | Pv4 addresses are to be included,
"Li st-Length" and "MCP | Pv4 Addresses" fields are repeated.

0 8 16 24 32 40 48
oo o oo o oo o oo o oo o oo o +- -
| a1 | a2 | a3 | a4 | al | a2 |
S S S S S S +- -
| Pv4 Address 1 | Pv4 Address 2 ..

This format assunes that an | Pv4 address is encoded as al. a2. a3. a4.
Figure 4: Format of the List of MCP | Pv4 Addresses

OPTION_V4_MPTCP is a concatenation-requiring option. As such, the
mechani sm specified in [ RFC3396] MJUST be used if OPTI ON_V4_MPTCP
exceeds the nmaxi mum DHCPv4 option size of 255 octets.

Some gui delines for DHCP servers are el aborated in Appendi x A
4.2. DHCPv4 dient Behavi or

To di scover one or nore MCPs, the DHCPv4 client MJST i ncl ude
OPTION_V4_MPTCP in a Paraneter Request List Option [ RFC2132].

The DHCPv4 client MJST be prepared to receive multiple lists of MCP
| Pv4 addresses in the same OPTION V4 MPTCP; each list is to be
treated as a separate MCP instance.

The DHCPv4 client MJUST silently discard nulticast and host | oopback
addresses [ RFC6890] conveyed in OPTI ON V4 _MPTCP

5. Security Considerations

The security considerations in [RFC2131] and [ RFC3315] are to be
consi der ed.

MPTCP-rel ated security considerations are discussed in [ RFC6824].

Means to protect the MCP agai nst Deni al -of - Service (DoS) attacks nust
be enabl ed. Such nmeans include the enforcenent of ingress filtering
policies at the boundaries of the network. 1In order to prevent
exhausting the resources of the MCP by creating an aggressi ve nunber
of simultaneous subflows for each MPTCP connection, the adm nistrator
should I'imt the nunber of allowed subflows per host for a given
connecti on.

Attacks outside the domain can be prevented if ingress filtering is
enforced. Nevertheless, attacks fromw thin the network between a
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host and an MCP instance are yet another actual threat. Means to
ensure that illegitimte nodes cannot connect to a network should be
i mpl ement ed.

Traffic theft is also arisk if anillegitimate MCP is inserted in
the path. Indeed, inserting an illegitimte MCP in the forwarding
path allows to intercept traffic and can therefore provide access to
sensitive data issued by or destined to a host. To mitigate this
threat, secure nmeans to discover an MCP (for non-transparent nodes)
shoul d be enabl ed.

6. Privacy Considerations
Generic privacy-rel ated considerations are discussed in [ RFC7844].

The MCP may have access to privacy-related information (e.qg.

I nternational Mobile Subscriber Identity (IMSI), link identifier
subscri ber credentials, etc.). The MCP nust not |eak such sensitive
i nformati on outside an adm nistrative domain.

7. | ANA Consi derati ons
7.1. DHCPv6 Option

I ANA is requested to assign the foll owing new DHCPv6 Option Code in
the registry maintained in http://ww.iana. org/assi gnnents/
dhcpv6- par anet er s

Option Nane Val ue

OPTI ON_V6_MPTCP TBA
7.2. DHCPv4 Option

I ANA is requested to assign the foll owing new DHCPv4 Option Code in
the registry maintained in http://ww.iana.org/assi gnnents/boot p-
dhcp- paraneters/:

Option Nane Value Data | ength Meani ng

OPTI ON_V4_MPTCP TBA Variable; the Includes one or nmultiple |ists of
m ni mum MCP | P addresses; each list is
length is 5. treated as a separate MCP
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Appendi x A, DHCP Server Configuration Quidelines

DHCP servers that support the DHCP MCP option can be configured with
alist of IP addresses of the MCP(s). If multiple | P addresses are
configured, the DHCP server MJST be explicitly configured whether all
or sonme of these addresses refer to:

1. the sane MCP: the DHCP server returns nultiple addresses in the
sane instance of the DHCP MCP opti on.

2. distinct MCPs : the DHCP server returns nmultiple lists of MCP IP
addresses to the requesting DHCP client (encoded as multiple
OPTI ON_V6_MPTCP or in the same OPTION V4 MPTCP); each list refers
to a distinct MCP.
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Preci sely how DHCP servers are configured to separate lists of IP
addresses according to which MCP they refer to is out of scope for
this docunment. However, DHCP servers MJST NOT conbine the IP
addresses of nmultiple MCPs and return themto the DHCP client as if
they were belonging to a single MCP, and DHCP servers MJST NOT
separate the addresses of a single MCP and return themas if they
were belonging to distinct MCPs. For exanple, if an adm nistrator
configures the DHCP server by providing a Fully Qualified Domai n Name
(FQN) for an MCP, even if that FQDN resolves to nultiple addresses,
the DHCP server MUST deliver themwi thin a single server address

bl ock.

DHCPv6 servers that inplenment this option and that can popul ate the
option by resolving FQDNs will need a nechani smfor indicating
whether to query A records or only AAAA records. Wen a query
returns A records, the I P addresses in those records are returned in
the DHCPv6 response as | Pv4-mapped | Pv6 addresses.

Since this option requires support for |IPv4-nmapped | Pv6 addresses, a
DHCPv6 server inplementation will not be conplete if it does not
query A records and represent any that are returned as | Pv4-mapped

| Pv6 addresses in DHCPv6 responses. The mechani sm wher eby DHCPv6

i npl ementations provide this functionality is beyond the scope of

t hi s docunent.

For gui delines on providing context-specific configuration
information (e.g., returning a regional -based configuration), and
i nformati on on how a DHCP server m ght be configured with FQDNs that
get resolved on denmand, see [ RFC7969].
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Abst ract

One of the prom sing depl oynent scenarios for Multipath TCP ( MPTCP)
is to enable a Custoner Prem ses Equi pnent (CPE) that is connected to
multiple networks (e.g., DSL, LTE, WLAN) to optimize the usage of its
network attachments. Because of the |lack of MPTCP support at the
server side, some service providers now consider a network-assisted
nmodel that relies upon the activation of a dedicated function called
MPTCP Concentrator. This docunment focuses on a depl oynent schene
where the identity of the MPTCP Concentrator(s) is explicitly
configured on connected hosts.

Thi s docunent specifies an MPTCP option that is used to avoid an

encapsul ati on scheme between the CPE and the MPTCP Concentrat or.

Al so, this docunment specifies how UDP traffic can be distributed

anong avail abl e paths without requiring any encapsul ati on schene.
Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this

docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
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1. Introduction

One of the prom sing depl oynent scenarios for Miultipath TCP ( MPTCP

[ RFC6824]) is to enable a Custoner Premi ses Equi pnent (CPE) that is
connected to multiple networks (e.g., DSL, LTE, WLAN) to optinize the
usage of such resources, see for exanple [I|-D. deng-nptcp-proxy] or

[ RFC4908]. This depl oynent scenario relies on MPTCP proxies |ocated
on both the CPE and network sides (Figure 1). The latter plays the
role of traffic concentrator. A concentrator term nates the MPTCP
sessions established froma CPE, before redirecting traffic into a

| egacy TCP sessi on.

| P Network #1

s + T _ s +
| (e.g., LTE) | |
CPE +=======+ +===+ |
(MPTCP (_ ) | Concentrat or
Pr oxy) (. ) | (MPTCP |

Pr oxy) |[------ > | nternet

|
I P Network #2 |
I
I

( e.g., DSL)

+=======+4+ +==+
I (_ )
+----- oo - + ( _______ B RS +
I
----CPE network----

end- nodes
Figure 1: "Network-Assisted" MPTCP Design

Both inplicit and explicit nodels are considered to steer traffic
towards an MPTCP Concentrator. This docunent focuses on the explicit
nmodel that consists in configuring explicitly the reachability

i nformati on of the MPTCP concentrator on a host (e.g.

[I-D. boucadair - npt cp-dhc]) .

This specification assumes an MPTCP Concentrator is reachabl e through
one or multiple IP addresses. Also, it assunes the various network
attachnents provided to an MPTCP-enabl ed CPE are nmanaged by the sane
adm nistrative entity. Additional assunptions are listed in

Section 3.

Thi s docunent explains how a plain transport nbde, where packets are
exchanged between the CPE and the concentrator w thout requiring the
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activation of any encapsul ati on schene (e.g., IP-in-1P [RFC2473], GRE
[ RFC1701], SOCKS [ RFC1928], etc.), can be enabl ed.

Al so, this docunent investigates an alternate track where UDP fl ows
can be distributed anong avail abl e paths w thout requiring any
encapsul ati on schene.

The solution in this docunment does not require the nodification of
the binding informati on base (BIB) structure maintai ned by both the
CPE and the Concentrator. Likew se, this approach does not infer any
nodi fi cation of the Network Address Translator (NAT) functions that
may reside in both the CPE and the device that enbeds the
concentrator.

The solution al so works properly when NATs are present in the network
bet ween the CPE and the Concentrator, unlike solutions that rely upon
GRE tunneling. Likew se, the solution accomobdates depl oynents that

i nvol ve CGN (Carrier Grade NAT) upstreamthe Concentrator

2. Term nol ogy
Thi s docunent nakes use of the follow ng terns:

0 Custoner-facing interface: is an interface of the MPTCP
Concentrator that is visible to a CPE and which is used for
communi cati on purposes between a CPE and the MPTCP Concentrat or.

0o MPTCP Proxy: is a software nodule that is responsible for
transform ng a TCP connection into an MPTCP connection, and vice
versa. Typically, an MPTCP proxy can be enbedded in a CPE and/or
a Concentrator.

0o MTCP leg: Refers to a network segment on which MPTCP is used to
establish TCP connecti ons.

o MPTCP Concentrator (or concentrator): refers to a functiona
el ement that is responsible for aggregating the traffic of a group
of CPEs. This elenment is |located upstreamin the network. One or
mul ti ple concentrators can be deployed in the network side to
assi st MPTCP-enabl ed CPEs to establish MPTCP connections via
avai |l abl e network attachments.

On the uplink path, the concentrator termninates the MPTCP
connections received fromits custoner-facing interfaces and
transforns these connections into | egacy TCP connections towards
upstream servers
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On the downlink path, the concentrator turns the | egacy server’s
TCP connection into MPTCP connections towards its custoner-facing
i nterfaces.

3. Assunptions
The foll owi ng assunptions are made:

o The logic for nounting network attachnments by a host is
depl oynent - and inpl enentation-specific and is out of scope of
t hi s docunent.

0 The Network Provider that manages the various network attachnments
(including the concentrators) can enforce authentication and
aut hori zati on policies using appropriate nmechani sns that are out
of scope of this docunent.

o0 Policies can be enforced by a concentrator instance operated by
the Network Provider to nanage both upstream and downstream
traffic. These policies may be subscriber-specific, connection-
specific or systemwi de.

o The concentrator may be notified about the results of nonitoring
(including probing) the various network legs to service a
custoner, a group of custoners, a given region, etc. No
assunption is nmade by this docunent about how these nonitoring
(i ncluding probing) operations are executed.

0 An MPTCP-enabled, multi-interfaced host that is directly connected
to one or multiple access networks is allocated addresses/prefixes
via | egacy nechani sns (e.g., DHCP) supported by the various
avai |l abl e network attachnents. The host nmay be assigned the sane
or distinct IP address/prefix via the various avail abl e network
attachnents.

0 The location of the concentrator(s) is deployment-specific.

Net wor k Provi ders may choose to adopt centralized or distributed
(even if they may not be present on the different network
accesses) designs, etc. Nevertheless, in order to take advantage
of MPTCP, the |ocation of the concentrator should not jeopardize
packet forwarding performance for traffic sent fromor directed to
connect ed hosts.

4. Introducing the MPTCP Plain Transport Mde
4.1. An Alternative to Encapsul ation

The design option for aggregating various network accesses often
relies upon the use of an encapsul ati on schene (such as GRE) between
the CPE and the Concentrator. The use of encapsulation is notivated
by the need to steer traffic through the concentrator and also to

all ow the distribution of UDP fl ows anong the avail abl e paths wi t hout
requi ring any advanced traffic engi neering tweaking technique in the
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network side to intercept traffic and redirect it towards the
appropriate concentrator.

Thi s docunent specifies another approach that relies upon plain
transport node between the CPE and the Concentrator

The use of a plain transport node does not require the upgrade of any
i ntermedi ate function (security, TCP optim zer, etc.) that may be

| ocated on-path. Thus, the introduction of MPTCP concentrators in
operational networks to operate plain node does not add any extra
complexity as far as the operation of possible internediate functions
i s concerned.

4.2. Plain Mode MPTCP Option
The format of the Plain Mbde MPTCP option is shown in Figure 2

01234567890123456789012345678901

I I oo - oo - I +
| Ki nd | Length | SubType| D] Y| Flag Bits

e e e o e e e o Fom e - Fom e - e e e o +
[ Address (I Pv4 - 4 octets / |Pv6 - 16 octets) [
. e e e e eiieaeciiiaasaacaiaaaaas +
[ Port (2 octets, optional) [

e e +

Figure 2: Plain Mode MPTCP Option

The description of the fields is as foll ows:

0 Kind and Length: are the sane as in [ RFC6824].

0 Subtype: to be defined by | ANA (Section 6).

o Dbit (direction bit): This flag indicates whether the enclosed IP
address (and a port nunber) reflects the source or destination IP
address (and port). Wen the D-bit is set, the enclosed IP
address nust be interpreted as the source | P address. \When the
D-bit is unset, the enclosed |IP address nust be interpreted as the
destination | P address.

o Ubit (UDP bit): The use of this flag is detailed in Section 5.

o The "Flag" bits are reserved bits for future assignnment as

additional flag bits. These additional flag bits MJST each be set
to zero and MJST be ignored upon receipt.
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(o]

(0]

4. 3.

Address: Includes a source or destination |P address. The address
famly is determned by the "Length" field.

Port: May be used to carry a port nunber.

Theory of Operation

Pl ai n mode operation is as follows:

(1

(2)

(3)

The CPE is provisioned with the reachability information of one
or several Concentrators (e.g., [|-D.boucadair-nptcp-dhc]).

Qut goi ng TCP packets that can be forwarded by a CPE al ong MPTCP
subflows are transformed into TCP packets carried over a MPTCP
connection. The deci sion-maki ng process to deci de whether a

fl ow shoul d be MPTCP-tagged or not is local to the Concentrator
and the CPE. It depends on the policies provisioned by the
networ k provider. As such, the decision-naking process is
policy-driven, inplenentation- and depl oynment - specific.

MPTCP packets are sent using a plain transport node (i.e.
wi t hout any encapsul ati on header).

The source | P address and source port nunber are those assigned
locally by the CPE. Because nultiple | P addresses nmay be
available to the CPE, the address used to rewite the source IP
address for an outgoing packet forwarded through a given network
attachnent (typically, a WAN interface) MJST be associated with
that network attachnent. It is assumed that ingress filtering
([RFC2827]) is inplemented at the boundaries of the networks to
prevent any spoofing attack

The destination I P address is replaced by the CPE with one of
the | P addresses of the Concentrator.

The destination port number nmay be mamintained as initially set
by the host or altered by the CPE

The original destination |IP address is copied into a dedicated
MPTCP option called Plain Mbde MPTCP option (see Section 4.2).
Because of the linmted TCP option space, it is RECOMWENDED to

i mpl ement the solution specified in [I-Dietf-tcpmtcp-edo]. As
a renminder, [I-D.touch-tcpmtcp-syn-ext-opt] specifies a
proposal for TCP SYN extended option space.

A binding entry nust be naintained by the CPE for that outgoing
packet. This binding entry is instantiated by the NAT and/or
the firewall functions enbedded in the CPE.
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4.

4.

(4) Upon receipt of the packet on the MPTCP |l eg, the Concentrator
extracts the | P address included in the Plain Mode MPTCP Option
that it uses as the destination |IP address of the packet
generated in the TCP leg towards its ultimate destination

The source | P address and port are those of the Concentrators.
A binding entry is instantiated by the Concentrator to record
the state.

The concentrator may be configured to behave as either a 1:1
address translator or a N:1 translator where the sane address is
shared anong multiple CPEs. Network Providers should be aware
of the conplications that may arise if a given | P address/prefix
is shared anong multiple hosts (see [ RFC6967]). Whether these
complications apply or not is deployment-specific.

The Concentrator should preserve the sane | P address that was
assigned to a given CPE for all its outgoing connections when
transform ng an MPTCP connection into a TCP connection

(5) For incom ng TCP packets that need to be forwarded to a CPE, the
Concentrator records the source |P address in a Plain Mbde MPTCP

Option

The source I P address is replaced with one of the |IP addresses
listed in the aforenentioned binding i nformati on base nai nt ai ned
by the Concentrator (if such a state entry exists) or with one
of the Concentrator’s | P addresses.

The destination I P address is replaced with the CPE's | P address
(if the corresponding state entry is found in the Concentrator’s
binding table) or with one of the CPE' s | P addresses (that are
known by the concentrator using some neans that are out of the
scope of the docunent).

Fl ow Exanpl e
A typical flow exchange is shown in Figure 3.

This exanpl e assunmes no NAT is | ocated between the CPE and the
concentrator.

Because the renote server is not MPTCP-aware, the Concentrator is
responsi ble for preserving the sane I P address (conc_@ in the
exanple) for the sane CPE even if distinct |IP addresses (cpe_@ and
cpe_@, in the exanple) are used by the CPE to establish subflows
with the Concentrator.
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S +
| DNS I
+oo- oo + | System | S +
| CPE | R + | Concentrator|
S NIy + | o mmm e o +
I I I
DNS I I I
-------- > DNS Query | |
Query | --oooseeeeeeooo > |
[ DNS Reply [ [
| < | |
I I
I I
src=s_@src=cpe_@ dst =conc_@l| src=conc_@

———————— >/ --------Plain Mbde MPTCP Option(d_@--------->|-------->
dst=d_@ | dst=d_@

I I
src=d_@dst=cpe_@ src=conc_@| src=d_@

S | <------- Pl ai n Mode MPTCP Option(d_@---------- | <-------
dst=s_@ | dst =conc_@
src=s_@src=cpe_@ dst =conc_@l| src=conc_@

-------- > --------Plain Mode MPTCP Option(d_@--------->|-------->
dst=d_@ | dst=d_@

Legend:

* "--Plain Mbde MPTCP Option()->" indicates the packet is sent
in a plain node, i.e., without any encapsul ati on hander,

and that "Plain Mbde MPTCP Option" is carried in the packet.

Figure 3: Flow Exanple (No NAT between the CPE and the Concentrator)
5. UDP Traffic

From an application standpoint, there may be a value to distribute
UDP dat agrans anong avail abl e network attachnents for the sake of
network resource optimsation, for exanple.

Unl i ke existing proposals that rely upon encapsul ati on schemes such
as IP-in-1P or GRE, this docunment suggests the use of MPTCP features
to control how UDP datagrans are distributed anong existing network
attachnents. UDP datagrans are therefore transforned into TCP-
formatted packets.
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The CPE and the Concentrator establish a set of MPTCP subfl ows.

These subflows are used to transport UDP datagranms that are

di stributed anong existent subflows. TCP session tracking may not be
enabl ed for the set of subflows that are dedicated to transport UDP
traffic. The establishnment of these subflows is not conditioned by
the recei pt of UDP packets; instead, these subflows are initiated
upon CPE reboot or when network conditions change (e.g., whenever a
new Concentrator is discovered or a new | P address is assigned to the
Concentrator). Additional MPTCP connections may be established to
anticipate UDP traffic to be distributed anong several paths. The
maxi mum nunber of MPTCP connections that can be dedicated to UDP
traffic may be configured locally to the CPE and the Concentrator

How this paraneter is configured is inplenentation and depl oynent -
speci fic.

When the CPE (or the Concentrator) transforns a UDP packet into a TCP
one, it nmust insert the Plain Mode MPTCP Option with the U-bit set.
When setting the source I P address, the destination |IP address, and
the I P address enclosed in the Plain Mbde MPTCP Option, the sane
consi derations specified in Section 4.3 nust be foll owed.

In addition, the CPE (or the Concentrator) nust replace the UDP
header with a TCP header. Upon receipt of the packet with the U bit
set, the Concentrator (or the CPE) transforns the packet into a UDP
packet and follows the sane considerations specified in Section 4. 3.
Both the CPE and the Concentrator may be configured to disable sone
features (e.g., reordering). Enabling these features is deploynent
and i npl enent ati on-specific.

Rel ayi ng UDP packets is not conditioned by TCP session establishnent
because the required subflows that are dedicated to transport UDP
traffic are already in place (either at the CPE or the Concentrator).

A flow exanple is shown in Figure 4.
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6.

oo + oo +
| CPE | | Concentr at or |
Fom e e e - - + Fom e e o +
I A e R \
| Dedi cat ed MPTCP SubFl ows for UDP |
I e e /|
I I
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
- UDP-->| - LG R >| - - - UDP- - >
dst=d_@ Pl ai n Mode MPTCP Option(U, d @ | dst=d_@
src=s_@src=cpe_@ dst =conc_@2| src=conc_@
e UDP-->| - m e - LG R >| - - - UDP- - >
dst=d_@ Pl ai n Mode MPTCP Option(U, d_@ | dst=d_@
| |
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
R . = e . >| - - - UDP- - >
dst=d1_@ Pl ai n Mode MPTCP Option(U, d_@ | dst=d1_@
I I
src=s_@src=cpe_@ dst =conc_@2| src=conc_@
- UDP-->| - LS R >| - - - UDP- - >
dst=dl1_@ Pl ai n Mode MPTCP Option(U, d_ @ | dst=d1l_@

Figure 4: Distributing UDP packets over multiple paths
| ANA Consi derati ons
Thi s docunent requests an MPTCP subtype code for this option:
o Plain Mbde MPTCP Option
Security Considerations

The concentrator may have access to privacy-related information
(e.g., IMSl, link identifier, subscriber credentials, etc.). The
concentrator rnust not |eak such sensitive information outside a | ocal
domai n.

Means to protect the MPTCP concentrator agai nst Denial - of - Service
(DoS) attacks rmust be enabled. Such neans include the enforcenent of
ingress filtering policies at the boundaries of the network. In
order to prevent exhausting the resources of the concentrator by
creating an aggressive nunber of sinultaneous subflows for each MPTCP
connection, the adm nistrator should limt the nunber of allowed
subfl ows per host for a given connection.
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Attacks outside the domain can be prevented if ingress filtering is
enforced. Nevertheless, attacks fromw thin the network between a
host and a concentrator instance are yet another actual threat.
Means to ensure that illegiti mate nodes cannot connect to a network
shoul d be i npl enent ed.

Traffic theft is also arisk if anillegitimte concentrator is
inserted in the path. Indeed, inserting an illegitimte concentrator
in the forwarding path allows to intercept traffic and can therefore
provi de access to sensitive data issued by or destined to a host. To
mtigate this threat, secure neans to discover a concentrator (for
non-transparent nodes) should be enabl ed.
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Abstract

Because of the lack of Miultipath TCP (MPTCP) support at the server
side, sone service providers now consi der a network-assi sted nodel
that relies upon the activation of a dedicated function called MPTCP
Conversion Point (MCP). Network-Assisted MPTCP depl oynment nodel s are
designed to facilitate the adoption of MPTCP for the establishment of
mul ti-path communi cati ons wi t hout maki ng any assunption about the
support of MPTCP by the communicating peers. MCPs located in the
network are responsible for establishing nulti-path communications on
behal f of endpoints, thereby taking advantage of MPTCP capabilities
to achieve different goals that include (but are not Iimted to)
optimzation of resource usage (e.g., bandw dth aggregation), of
resiliency (e.g., primary/backup comunication paths), and traffic

of fl oad nmanagenent .
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Thi s docunent specifies extensions for Network-Assisted MPTCP
depl oynent nodel s.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Septenber 10, 2017
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.
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I ntroduction

The overall quality of connectivity services can be enhanced by
combi ni ng several access network links for various purposes -
resource optimzation, better resiliency, etc. Some transport
protocol s, such as Miultipath TCP [ RFC6824], can hel p achi eve such
better quality, but failed to be nmassively deployed so far

The support of multipath transport capabilities by conmunicating
hosts remains a privileged target design so that such hosts can
directly use the avail able resources provided by a variety of access
net wor ks they can connect to. Nevertheless, network operators do not
control end hosts while the support of MPTCP by content servers
remai ns close to zero
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Net wor k- Assi st ed MPTCP depl oynent nodel s are designed to facilitate
the adoption of MPTCP for the establishnent of nulti-path
communi cati ons wit hout maki ng any assunption about the support of
MPTCP capabi lities by communi cating peers. Network-Assisted MPTCP
depl oynent nodel s rely upon MPTCP Conversion Points (MCPs) that act
on behal f of hosts so that they can take advantage of establishing
conmuni cations over nultiple paths. MCPs can be depl oyed in CPEs
(Customer Prem ses Equipnent), as well as in the provider’s network.
MCPs are responsible for establishing nmulti-path comunications on
behal f of endpoints. Further details about the target use cases are
provided in Section 3.

Most of the current operational deploynents that take advantage of
multi-interfaced devices rely upon the use of an encapsul ati on schene
(such as [1-D.zhang-gre-tunnel -bonding], [TR-348]). The use of
encapsul ation is notivated by the need to steer traffic towards the
concentrator and also to allow the distribution of any kind of
traffic besides TCP (e.g., UDP) anong the avail able paths without
requi ring any advanced traffic engi neering tweaking technique in the
network to intercept traffic and redirect it towards the appropriate
MCP.

Current operational MPTCP depl oynents by network operators are
focused on the forwarding of TCP traffic. The design of such

depl oynents sonetinmes assunmes the use of extra signalling provided by
SOCKS [ RFC1928], at the cost of additional nanagement conplexity and
possi bl e service degradation (e.g., up to 6 SOCKS nessages may have
to be exchanged between two MCPs before actual payload data to be
transferred, thereby yielding several tens of nilliseconds of extra
del ay before the connection is established)

To avoid the burden of encapsul ati on and additional signalling

bet ween MCPs, this docunent explains how a plain transport node is
enabl ed, so that packets are exchanged between a device and its
upstream MCP wi t hout requiring the activation of any encapsul ation
scheme (e.g., IP-in-1P [RFC2473], GRE [RFC1701]). This plain
transport node al so avoids the need for out-of-band signalling,
unli ke the aforenmenti oned SOCKS cont ext .

The solution described in this docunent al so works properly when NATs
are present in the comunication path between a device and its
upstream MCP. I n particular, the solution in this docunent
accommodat es depl oynments that involve CGN (Carrier G ade NAT)
upstream t he MCP

Net wor k- Assi st ed MPTCP depl oynent and operati onal considerations are
di scussed in [I-D. nam npt cp-depl oynent - consi der ati ons] .
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The plain transport node is characterized as foll ows:

O- RTT proxy.

No encapsul ation required (no tunnels, whatsoever).

No out - of -band signaling for each MPTCP subflow is required
Targets both on-path and of f-path MCPs.

Avoids interference with native MPTCP connecti ons.

Assi sts MPTCP connections even if endpoints are MPTCP-capabl e.
Accommodat es vari ous depl oynent contexts, such as those that
require the preservation of the source |IP address and others
characterized by an address sharing design. In particular

OO0OO0OO0OO0OO0OOo

This solution is conpatible with | Pv4/I1Pv6.
This solution does not inpose any constraint on the addressing
schene to be used by the client.

* This solution does not require nor exclude the use of distinct
I P prefix pools for network-assisted MPTCP depl oynents.

* This solution supports both transparent and non-transparent
operati ons.

2. Term nol ogy

The reader should be famliar with the term nol ogy defined in
[ RFC6824] .

Thi s docunment nmakes use of the follow ng terns:

0o Cdient: an endhost that initiates transport flows forwarded al ong
a single path. Such endhost is not assuned to support multipath
transport capabilities.

o0 Server: an endhost that communicates with a client. Such endhost
is not assumed to support multipath transport capabilities.

0o Miltipath dient: a Cient that supports nultipath transport
capabilities.

o Miltipath Server: a Server that supports multipath transport
capabilities. Both the client and the server can be singl e-honed
or multi-homed. However, for the use cases discussed in this
docunent, the nunber of interfaces available at the endhosts is
not rel evant.

o Transport flow a sequence of packets that belong to a
uni directional transport flow and which share at | east one common
characteristic (e.g., the sanme destination address). TCP and SCTP
fl ows are conposed of packets that have the sane source and
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3.

3.

destination addresses, the sanme protocol nunber and the sane
source and destination ports.

o Miltipath Conversion Point (MCP): a function that terninates a
transport flow and relays all data carried in the flowinto
anot her transport fl ow.

MCP is a function that converts a nultipath transport flow and
relays it over a single path transport flow and vice versa.

Target Use Cases

W consider two inportant use cases in this document. We briefly
introduce themin this section and | eave the details to Section 6 and
Section 7. The first use case is a Miltipath ient that interacts
with a renote Server through a MCP (Section 3.1). The second use
case is a nulti-honed CPE that includes a MCP and interacts with a
remote Server through a downstream MCP (Section 3.2).

1. Miltipath dient

In this use case, the Multipath Client would |ike to take advantage
of MPTCP even if the Server does not support MPTCP. A typical
exanple is a snmartphone that could use both WLAN and LTE access
networks to reach a server in order to achi eve higher bandw dth or
better resilience.

+- -+ +om - + +- -+
| C | | MCP | IS |
+- -+ Foomm - + +- -+
I I I
| < MPTCP Leg >| <---TCP -->
| | |
Legend:
C. dient
MCP: Ml tipath Conversion Point
S. Server

Figure 1: Network-assisted MPTCP (Host-based Model)

In reference to Figure 1, the MCP terni nates the MPTCP connection
established by the client and binds it to a TCP connection towards
the renote server. Two deploynments of this use case are possible.

A first deploynent is when the MCP is on the path between the
Multipath dient and the Server. In this case, the MCP can terninate
the MPTCP connection initiated by the Client and binds it to a TCP
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connection that the MCP establishes with the Server. Wen the MCP is
not |located on all default forwarding paths, the MPTCP connecti on
must be initiated by using the path where the MCP is | ocat ed.

A second depl oynent is when the MCP is not on the path between the
Multipath Client and the Server. |In this case, the dient nmust first
initiate a connection towards the MCP and request it to initiate a
TCP connection towards the Server. This is what the SOCKS protoco
performs by exchangi ng control nmessages to create appropriate

mappi ngs to handl e the connection. Unfortunately, this requires
additional round-trip-time that affects the performance of the end-
to-end data transfer, in particular for short-1lived connections.

Thi s docunment specifies the MP_CONVERT Information Element that is
carried in the SYN segnent of the initial subflow This SYN segnent
is sent towards the MCP. The MP_CONVERT Information El ement contains
the destination address (and optionally a port nunmber) of the Server.
Thanks to this information, the MCP can i mmedi ately establish the TCP
connection with the Server wi thout any additional round-trip-tine,

unl i ke a SOCKS- based MPTCP desi gn.

3.2. Miltipath CPE

In this use case, neither the dient nor the Server support MPTCP.
Two MCPs are used as illustrated in Figure 2. The upstream MCP is
enbedded in the CPE while the downstream MCP is located in the
provider’s network. The CPE is attached to nultiple access networks
(e.g., xDSL and LTE). The upstream MCP transparently term nates the
TCP connections initiated by the dient and converts theminto MPTCP
connecti ons.

Upstream Downst r eam
oo+ FE + FER + oo+
| H1| | MCP | | MCP | | RM
- -+ oo + oo + - -+
| | | |
| <---TCP--- >| <========\PTCP Leg:::::::::::>| <---TCP--- >|

I I I I
Fi gure 2: Network-assisted MPTCP ( CPE-based Mdel)

The same considerations detailed in Section 3.1 apply for the
insertion of the downstream MCP in an MPTCP connecti on.
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4.

4.

The MP_PREFER PROXY MPTCP Opti on

The inplicit node assunmes that the MCP is |ocated on a default
forwardi ng path (Section 5.2.2 of

[1-D. nam npt cp- depl oynment - consi derations]). |n such node, the first
subfl ow nust al ways be placed over that primary path so that the MCP
can intercept MPTCP flows. Once intercepted, the MCP advertises its
reachability information by neans of MPTCP signals (MP_JO N or
ADD_ADDR) .

In order to distinguish native MPTCP connections from proxi ed ones, a
new MPTCP option, called MP_PREFER PROXY, is defined. This optionis
meant to informan on-path MCP that the connection should be proxied.
The absence of the MP_PREFER PROXY option is an indication that the
correspondi ng MPTCP connection is native: an on-path MCP nmust not be
i nvol ved in such connection. |If no explicit signal is included in
the initial SYN nessage, the MCP cannot distinguish "native" MPTCP
connections from "proxied" ones.

1. Option Format

The format of the MP_PREFER PROXY is shown in Figure 3.

1 2 3
01234567890123456789012345678901
B B o m oo - B +
| Ki nd | Length | Subt ype| Reserved |
S S E SR o +

Fi gure 3: MP_PREFER_PROXY MPTCP Opti on

0 Kind and Length: are the sane as those defined in Section 3 of
[ RFC6824]. The size of this option is 4 bytes.

0 Subtype: nust be allocated by | ANA (Section 9).
0 "Reserved" bits: are reserved bits for future assignnment as

additional flag bits. These additional flag bits MIST each be set
to zero and MJST be ignored upon receipt.

.2. Option Processing

The MP_PREFER _PROXY option MJST only appear in the SYN nessage used
to create the initial subflow of a Multipath TCP connection

If the MP_PREFER PROXY appears in either a SYN segnent that does not
i nclude the MP_CAPABLE option or a segment whose SYN flag is unset,
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it MUST be ignored. An inplenmentation MAY |log this event since it
Iikely indicates an operational issue.

The sender inserts the MP_PREFER PROXY option for MPTCP connections
that it wants to be proxied by an on-path MCP. Such insertion is
possi bl e only when there is enough space left in the dedicated TCP
option space.

Upon receipt of a SYN nmessage with an MP_CAPABLE, the MCP MJST check
whet her an MP_PREFER PROXY option is present:

o |f no such option is included, the MCP MUST NOT interfere with
that MPTCP connection (that is, it must not track this MPTCP
connection). Processing subsequent subflows of this connection
wi Il be handled directly by the endpoints.

o |f the MP_PREFER PROXY option is present, the MCP MJST track the
establi shment of the connection. That nmeans that the MCP nust be
prepared to insert itself for the establishnent of subsequent
subflows, in particular.

Section 5.2.2.1 of [I-D. nam nptcp-depl oynent -consi derati ons] details
the use of the MP_PREFER _PROXY opti on.

5. Supplying Data to MCPs

This section focuses mainly on th explicit node (Section 5.2.1 of
[1-D. nam npt cp- depl oynent - consi derati ons]) which assunes that the IP
reachability information of an MCP is explicitly configured on a
device, e.g., by neans of a specific DHCP option

[1-D. boucadai r - npt cp-dhc] .

5.1. The MP_CONVERT I nfornmation El ement

In order to avoid extra del ays when establishing a proxied MPTCP
connection, specific information are provided to an MCP during the
3WHS. Such information is neant to help the MCP instantiate the
required states to process the connection upstream The supply of
such information is achi eved by nmeans of an object called the
MP_CONVERT (MC) Information Elenent (1E). This information el enent
typically carries the source/destination | P addresses and/or port
numbers of the used by the source and destination endpoints. O her

i nformati on may al so be supplied to an MCP; future extensions may be
defi ned.

The format of the MP_CONVERT Information Elenent is shown in
Fi gure 4.
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01234567890123456789012345678901

o +
| Magi ¢ Nunber |
S S e +- +- +
| Type | Length | Reserved | DI M
o e oo o e oo o e e e e e e ee oo +- +- +
| Address (I Pv4d - 4 octets / IPv6 - 16 octets) |
B B +
| Port (2 octets, optional) |

2 +

Fi gure 4: MP_CONVERT I nformation El enent
The description of the fields is as foll ows:

0 Magic Nunmber: This field MIUST be set to "OxFAA8 OxFAA8" to
indicate this is an MP_CONVERT Information Elenent. This field is
meant to unanbi guously distinguish any data supplied by an
application fromthe one injected by an MCP. Oher magi ¢ nunbers
are considered by the authors (e.g., 64 bits that include in
addition to "OxFAA8 OxFAA8" 32 hits to enclose the RFC nunber).

0 Type: This field indicates the type of the MP_CONVERT | nformation
Element. It MJST be set to O to indicate this elenent includes an
| P address and, eventually, a port nunber. Oher type val ues MAY
be defined in the future.

0 Length: Indicates, in bytes, the length of MP_CONVERT | nfornation
El ement. The mininumsize of this option is 4 bytes.

0 "Reserved" bits: are reserved bits for future assignnment as
additional flag bits. These additional flag bits MIST each be set
to zero and MJST be ignored upon receipt.

o Dbit (Direction bit): this flag indicates whether the enclosed IP
address (and port nunber) reflects the source or the destination
| P address (and port nunber). Wen the D-bit is set, the enclosed
| P address must be interpreted as the source I P address. Wen the
D-bit is unset, the enclosed |IP address nust be interpreted as the
destination | P address.

o Mbit (Mre bit): Wien the Mbit is unset, it indicates that
anot her MP_CONVERT IE is included. Wen the Mbit is set, it
indicates this is the last MP_CONVERT | E included in the payl oad;
if any data is placed right after this MP._ CONVERT IE, it is
application data.
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0 Address: includes a source or destination |IP address. The address
famly is determned by the "Length" field. Concretely, a
MP_CONVERT Information Element that carries an | Pv4 address has a
Length field of 8 bytes (or 10, if a port nunber is included). A
MP_CONVERT I nformation El enent that carries an | Pv6 address has a
Length of 20 bytes (or 22, if a port number is included).

o Port: If the D-bit is set (resp. unset), a source (resp.
destination) port nunmber may be associated with the I P address.
This field is valid for protocols that use a 16 bit port nunber
(e.g., UDP, TCP, SCTP). This field is optional.

If the length of MP_CONVERT Information Element is not a nultiple of
4 bytes, padding MJST be added to preserve 32 bits boundari es.

5.2. Processing an MP_CONVERT | nformation El enent

The MP_CONVERT Information Elenment is a variable |ength object that
MUST NOT be used in TCP segnments whose SYN flag is unset. This IE
can only appear in the TCP control nessages with SYN flag set. The
information carried in the MP_CONVERT IE is used by an MCP to create
the initial subflow of a Miultipath TCP connection (see the exanple in
Fi gure 5).

Up to two MP_CONVERT Information Elenents with type set to zero can
appear inside a SYN segment. |If two MP_CONVERT Information El ements

with type zero are included, these options MJST NOT have the sane
D-bit val ue.
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+----+ +--- - - + +- -+
| C| | MCP | IS |
+-- - -+ +em e + +- -+

| _ | |

/ Initial subflow \ |

========SYN( MP_CAPABLE+M( S) ) ===>|
[ --SYN------- >
| <- - SYN ACK- - -

|/ Addi tional subflow \ |
I\ / |
Legend:

<===>. MPTCP leg
<---> TCP |l eg
MC(): MP_CONVERT I nformation El enent

Figure 5: Carrying the MP_CONVERT I nformation El enent

The MP_CONVERT | nformation El ement MJUST be included in the payl oad of
a TCP segnment whose SYN flag is set.

If the MP_CONVERT Information El enment appears in either a SYN segnent
that does not include the MP_CAPABLE option or a segnent whose SYN
flag is reset, it MJST be ignored. An inplenentation MAY log this
event since it likely indicates an operational issue.

If the original SYN nmessage contains data in its payload (e.qg.
[ RFC7413]), that data MJUST be placed right after the MP_CONVERT I Es
when generating the SYNin the MPTCP | eg.

An inplementati on MJUST i gnore MP_CONVERT Information El ements that

i nclude multicast, broadcast, and host | oopback addresses [ RFC6890].
Concretely, an inplenentation that receives an MP_CONVERT | nformation
El ement with such addresses MJUST silently tear down the MPTCP
connecti on.

An inplementation that supports the MP_CONVERT | nformation El enent
with type zero MIUST echo in the SYN ACK the instances of the
MP_CONVERT Information Elenents included in a SYN received fromthe
sender. A sender that does not receive in a SYN ACK a copy of the
MP_CONVERT I nformation El enents it included in a SYN nessage MJST
term nate the MPTCP connection and falls back to TCP or native MPTCP
connection. Furthernore, the sender MJST add an entry to its | oca
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cache to record the MCPs that do not support the MP_CONVERT
Information El enent. This cache MJST be flushed out under the
followi ng conditions: a new network attachnent is detected by the
host, a new MCP is configured, the host gets a new | P address/prefix,
or a TTL has expired. Subsequent connections to an MCP in the cache
MUST NOT be placed using the explicit proxy node. This procedure is
denoted as MCP capability discovery.

In the follow ng sections, MP_CONVERT Information Element is used to
refer to the MP_CONVERT Information Elenent with the type field set
to zero. Future docunents will specify the exact behavior of
processi ng MP_CONVERT I nformation Elenments with a non zero type
field.

6. MPTCP Connections froma Miltipath TCP dient
6.1. Description

The sinpl est usage of the MP_CONVERT Information Elenment is when a
Multipath TCP Client wants to use MPTCP to efficiently utilise
different network paths (e.g., WLAN and LTE from a smartphone) to
reach a server that does not support Multipath TCP. The basic
operation is illustrated in Figure 6

To use its nultipath capabilities to establish an MPTCP connecti on
over the avail able networks, the Client splits its end-to-end
connection towards the TCP Server into two:

(1) An MPTCP connection, that typically relies upon the
establ i shment of one subflow per network path, is established
between the client and the MCP

(2) A TCP connection that is established by the MCP with the server

Any data that is eligible to be transported over the MPTCP connecti on
is sent by the dient towards the MCP over the MPTCP connection. The
MCP then forwards these data over the regular TCP connection unti
they reach the server. The same forwarding principle applies for the
data sent by the Server over the TCP connection with the MCP
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C <===========>SMCP <---=---=------ > S
+<L=mmm =>4
Legend:

<===>: subflows of the upstream MPTCP connecti on
<--->: downstream TCP connecti on

Figure 6: A Multipath TCP Cient interacts with a Server through a
Mul ti pat h Conversion Point

6.2. Theory of Qperation

We assune in this section that the Multipath TCP dient has been
configured with the I P address of one or nore MCPs which convert the
Mul tipath TCP connection into a regular TCP connection. The address
of such MCPs can be statically configured on the dient, dynamcally
provi sioned to the MPTCP Cient by neans of a DHCP option

[I-D. boucadai r-nptcp-dhc], or by any other neans that are outside the
scope of this docunent.

Conceptual ly, the MCP acts as a rel ay between an upstream MPTCP
connection and a downstream TCP connection. The MCP has at |east a
single I P address that is reachable fromthe Miltipath TCP dient.

It may be assigned other |IP addresses. For the sake of sinplicity,
we assune in this section that the MCP has a single | P address
denoted MCP@ Similarly, we assune that the client has two addresses
Cad and C@ while address S@is assigned to the server

The MCP maps an upstream MPTCP connection (and its associ ated
subfl ows) onto a downstream TCP connection. On the MCP, an
established Multipath TCP connection can be identified by the |oca
Token that was assigned upon reception of the SYN segnent.

This Token is guaranteed to be unique on the MCP (provided that it
has a single I P address) during the entire lifetine of the MPTCP
connection. The 4-tuple (IP src, IP dst, Port src, Port dst) is used
to identify the downstream TCP connecti on

To initiate a connection to a renote server S, the Miultipath TCP
Client sends a SYN segnment towards the MCP that includes the
MP_CONVERT I nfornmation El enent described in Figure 4. The
destination address of the SYN segnent is the |IP address of the MCP
The MP_CONVERT I nformation Elenent included in the SYN contains the
| P address and optionally the destination port of the Server (see
Figure 7).
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+----+ +--- - - + +- -+
| C| | MCP | S|
+-- - -+ +em e + +- -+
ca ca MCP@ S@
I I
/ Initial subflow \
=======SYN( MP_CAPABLE+MC( S@ ) ===>|
| <- SYN ACK-

I
I
I
| - - SYN-- - - >|
|
I
I
I

| / Addi tional subflow \
|\ / I

Legend:
<===>. MPTCP leg
<--->. TCP leg

Figure 7: Single-ended MCP Fl ow Exanpl e

The MCP processes this SYN segnent as follows. First, it generates
the I ocal key and a uni que Token for the Miltipath TCP connection
This Token identifies the MPTCP connection. It is passed to the MCP
together with the contents of the MP_CONVERT I nfornmation El enent
(i.e., the address of the destination server) and the destination
port.

The MCP then establishes a TCP connection with the destination
server. |If the received MP_CONVERT Infornmation El enent contains a
port nunber, it is used as the destination port of the outgoing TCP
connection that is being established by the MCP. O herwi se, the
destination port of the upstream MPTCP connection is used as the
destination port of the downstream TCP connection. The MCP creates a
flow entry for the downstream TCP connection and rmaps the upstream
MPTCP connection onto the downstream TCP connecti on

The downstream TCP connection is considered to be active upon
reception of the SYN ACK segnent sent by the destination server. The
reception of this segnment triggers the MCP that confirns the
establ i shment of the upstream MPTCP connection by sending a SYN ACK
segrment towards the Multipath TCP dient (including MP_Convert).

At this point, there are two established connections. The endpoints
of the upstream Multipath TCP connection are the Multipath TCP dient
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7.

7.

and the MCP. The endpoints of the downstream TCP connection are the
MCP and the Server. These two connections are bound by the MCP.

Al'l the techniques defined in [ RFC6824] can be used by the upstream
Mul tipath TCP connection. |In particular, the subflows established
over the different network paths can be controlled by either the
Multipath TCP Cient or the MCP. It is likely that the network
operators that deploy MCPs will define policies for the utilisation
of the MCP. These policies are discussed in Section 5.6 of

[1-D. nam npt cp- depl oynment - consi der ati ons].

Any data received by the MCP on the upstream Multi path TCP connecti on
will be forwarded by the MCP over the bound downstream TCP
connection. The sane applies for data received over the downstream
TCP connection which will be forwarded by the MCP over the upstream
Mul ti path TCP connecti on.

One of the functions of the MCP is to nmaintain the binding between
the upstream Mul ti path TCP connection and the downstream TCP
connection. |f the downstream TCP connection fails for sone reason
(excessive retransm ssions, reception of a RST segnent, etc.), then
the MCP SHOULD force the teardown of the upstream Multipath TCP
connection by transmtting a FASTCLOSE. Sinilarly, if the upstream
Mul tipath TCP connection fails for sone reason (e.g., reception of a
FASTCLCSE), the MCP SHOULD tear the downstream TCP connecti on down
and renove the flow entries.

The sane reasoni ng applies when the upstream Multi path TCP connecti on
ends with the transm ssion of DATA FINs. In this case, the MCP
SHOULD al so termi nate the bound downstream TCP connection by using
FIN segments. [|f the downstream TCP connection terminates with the
exchange of FIN segnents, the MCP SHOULD initiate a graceful

term nation of the bound upstream Miul ti path TCP connecti on.

An MCP SHOULD associate a lifetine with the Multipath TCP and TCP
flow entries. |In this case, it SHOULD use the sane lifetine for each
pai r of bounded connecti ons.

MPTCP Connections Between Single Path Cient and Server
1. Description

There are situations where neither the client nor the server can use
mul tipath transport protocols albeit network providers would want to
optim ze network resource usage by neans of mnulti-path comunication
techni ques. Hybrid access service offerings are typical business
i ncentives for such situations, where network operators conbine a
fixed network (e.g., xDSL) with a wirel ess network (e.g., LTE). In
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this case, as illustrated in Figure 8 two MCPs are used for each
flow The first MCP, |ocated downstream of the client, converts the
single path TCP connection originated fromthe client into a

Mul ti path TCP connection established with a second MCP. The latter
will then establish a TCP connection with the destination server.

Upstream Downst r eam
C<---> MCP <z===========> MCP <--------=---- > S
+< >+

Legend:
<===>. MPTCP |l eg
<---> TCP |l eg

Figure 8 A dient interacts with a Server through an upstream and a
downstream Mul ti path Conversion Points

7.2. Theory of Operation
7.2.1. Downst r eam MCP

The downstream MCP can be depl oyed on-path or off-path. [If the
downstream MCP i s depl oyed off-path, its behavior is described in
Section 6. 2.

If the downstream MCP i s depl oyed on-path, it only term nates MPTCP
connections that carry an enpty MP_PREFER PROXY option inside their
SYN (i.e., no address is conveyed). |If the MCP receives a SYN
segnent that contains the MP_CAPABLE option but no MP_PREFER PROXY,
it MUST forward the SYNto its final destination w thout any

nodi fi cati on.

7.2.2. Upstream MCP

The upstream and downstream MCPs cooperate. The upstream MCP nay be

configured with the addresses of downstream MCPs. |f the downstream
MCP is depl oyed on-path, the upstream MCP inserts an MP_PREFER_PROXY
opti on.

In this section, we assune that the upstream MCP has been confi gured
with one address of the downstream MCP. This address can be
configured statically, dynam cally distributed by means of a DHCP
option [I|-D. boucadair-nptcp-dhc], or by any other nmeans that are
out side the scope of this docunent.

We assune that the upstream MCP has two addresses uMCP@ and uMCP@
whil e the downstream MCP is assigned a single |IP address dMCP@
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The upstream MCP maps an upstream TCP connection onto a downstream

MPTCP connection (and its associated subflows) . On the upstream MCP,
an established MPTCP connection can be identified by the | ocal Token
that was assi gned upon reception of the SYN segnent fromthe dient.

The Cient sends a SYN segnent addressed to the Server and it is

i ntercepted by the upstream MCP which in turns initiates an MPTCP
connection towards its downstream MCP that includes the MP_CONVERT
Information El ement described in Figure 4. The destination address
of the SYN segnent is the | P address of the downstream MCP. The
MP_CONVERT I nformati on El enent included in the SYN contains the IP
address and optionally the destination port of the Server; this
information is extracted fromthe SYN nessage received over the
upstream TCP connecti on.

Concretely, the upstream MCP processes the SYN segnent received from
the dient as foll ows.

First, it generates the | ocal key and a uni que Token for the

Mul tipath TCP connection to identify the MPTCP connection. It
extracts the destination IP address and, optionally, the destination
port that will then be carried in a MP_CONVERT | nformation El enent.
The upstream MCP establ i shes an MPTCP connection with the downstream
MCP. The upstream MCP creates a flow entry for the downstream MPTCP
connection and maps the upstream TCP connecti on onto the downstream
MPTCP connecti on.

The downstream MPTCP connection is considered to be active upon
reception of the SYN+ACK segnent fromthe downstream MCP. The
reception of this segnment triggers the upstream MCP that confirns the
establ i shment of the upstream TCP connection by sending a SYN+ACK
segrment towards the TCP dient.

At this point, there are two established connections naintai ned by
t he upstream MCP;

(1) The endpoints of the upstream TCP connection are the dient and
t he upstream MCP.

(2) The endpoints of the downstream MPTCP connection are the
upstream MCP and t he downstream MCP.

These two connections are bound by the upstream MCP. An exanple is
shown in Figure 9.
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Upstream Downst r eam

+- -+ +----- + +----- + +- -+
| C1] | MCP | | MCP | | S1]
+- -+ +----- + +----- + +- -+
ca uMCP@ uMCP@ dMCP@ S@

I | | I I

| --SYN--->]/ Initial subflow \ [

| | =======SYN( MP_CAPABLE+MC( S@ ) ==>| |

| | |-~ SYN---->|

| | | <- SYN/ ACK- |

[ | <====SYN ACK( MP_CAPABLE) ========| [

| <SYN ACK- | - | |

I \ / I

| |
| | 1/ Additional subflow \| |
[\ /

Fi gure 9: Dual - Ended MCP Fl ow Exanpl e

Al'l the techniques defined in [ RFC6824] can be used by the MPTCP
connection. |In particular, the utilisation of the different network
pat hs can be controlled by one MCP or the other.

Any data received by the upstream MCP over the upstream TCP
connection will be forwarded by the MCP over the bound downstream
MPTCP connection, assunming such data are eligible to MPTCP transport.
The sane applies for data received over the downstream MPTCP
connection which will be forwarded by the upstream MCP over the
upstream TCP connecti on.

The sane considerations as in Section 6.2 apply for the maintenance
of the connections by the upstream MCP.

8. Interaction with TFO

This section discusses the inplications of using MP_CONVERT
Information El ements with TCP Fast Open (TFO . We distinguish

bet ween TFO negotiation (i.e., a Fast Open option with an enpty
cookie field to request a cookie) and TFO data (i.e., SYNwith data
and the cookie in the Fast Open option).

This section focuses on the inplications of using MP_CONVERT
Information El enent on TFO efficiency. Inplications related to MPTCP
options and TFO negotiation are not specific to this docunment; the
reader may refer to [I-D. barre-nptcp-tfo].
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Distinct inplications are assessed dependi ng whet her TFO negoti ati on
and usage occurs before MCP capability discovery phase is conpleted
or not (Section 5.2). Concretely, the follow ng cases are di scussed:

1. MCP capability discovery was al ready conpleted prior to receiving
a message with TFO negotiation or TFO data: For this case, the
host has already contacted its MCP in the context of a prior
connection. The outcone of such connections is used to determ ne
the capabilities of its MCP (Section 5.2).

A.  The MCP supports MP_CONVERT I nfornation El enent: Any
information provided to an MCP to facilitate MPTCP operation
i s unambi guously di stingui shed from TFO data that are al so
included in the SYN payload. An upstream MCP will renove the
MP_CONVERT | nformati on El enents before rel aying the SYN
message (with TFO data) to the next hop.

B. The MCP does not support MP_CONVERT Information El enent: No
addi tional issue is raised for obvious reasons.

2. MCP capability discovery is not conpleted prior to receiving a
message with TFO negotiation or TFO dat a.

A. |If the sane nessage is used to negotiate TFO and to retrieve
the capabilities of the MCP, extra delay rmay be observed
bef ore negotiating TFOif the MCP does not support the
MP_CONVERT I nformati on El enent. Cbviously, no concern is
rai sed when the MCP supports the MP_CONVERT I nfornation
El ement .

B. If the sane nessage includes TFO data and is used to retrieve
the capabilities of the MCP, extra delay rmay be observed
bef ore negotiating TFOif the MCP does not support the
MP_CONVERT I nformation El enent. Cbviously, no concern is
rai sed when the MCP supports the MP_CONVERT I nfornation
El enent .

To mtigate cases where extra del ays are experienced when TFO i s
present, it is RECOMVENDED to not proxy connections with TFO before
the MCP capability discovery procedure is conpleted.

9. | ANA Consi derati ons

Thi s docunent requests an MPTCP subtype code for this option:

o MP_PREFER PROXY
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10.

10.

10.

10.

11.

Security Considerations

MPTCP-rel ated security threats are discussed in [RFC6181] and
[ RFC6824]. Additional considerations are discussed in the follow ng
sub-secti ons.

1. Privacy

The MCP may have access to privacy-related information (e.g., |Msl,
link identifier, subscriber credentials, etc.). The MCP MJUST NOT

| eak such sensitive information outside a |ocal domain.

2. Denial -of - Service (DoS)

Means to protect the MCP agai nst Denial -of - Service (DoS) attacks MJST
be enabl ed. Such neans include the enforcenent of ingress filtering
policies at the network boundaries [ RFC2827].

In order to prevent the exhaustion of MCP resources by establishing a
great nunber of simultaneous subflows for each MPTCP connection, the
MCP admi nistrator SHOULD limt the nunber of allowed subflows per CPE
for a given connection. Means to protect against SYN fl oodi ng
attacks MJST al so be enabl ed ([ RFC4987]).

Attacks that originate outside of the donain can be prevented if
ingress filtering policies are enforced. Nevertheless, attacks from
within the network between a host and an MCP instance are yet another
actual threat. Means to ensure that illegitimte nodes cannot
connect to a network shoul d be inpl enented.

3. Illegitinmte MCP

Traffic theft is arisk if anillegitimte MCP is inserted in the
path. Indeed, inserting an illegitimate MCP in the forwarding path
allows traffic intercept and can therefore provide access to
sensitive data issued by or destined to a host. To mitigate this
threat, secure nmeans to di scover an MCP shoul d be enabl ed.
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Provi sions and are provided wi thout warranty as

Mul tipath TCP was standardized in [ RFC6824] and five independant
i npl enment ati ons have been devel oped

[1-D. eardl ey-nptcp-inpl enent ati ons-survey].

As of Septenber 2015,

Mul tipath TCP has been or is being inplenmented on the follow ng

platforns :

0 Linux kernel [MiltipathTCP-Linux]
0 Apple iCS and MacGsS [ Appl e- MPTCP]
o Citrix l|oad bal ancers

0 FreeBSD [ FreeBSD- MPTCP]

o Oacle
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The first three inplenentations

[1-D.eardl ey-nptcp-inpl ement ati ons-survey] are known to interoperate.
The last two are currently being tested and i nproved agai nst the

Li nux inplenmentation. Three of these inplenentations are open-
source. Apple’'s inplenentation is wi dely depl oyed.

Since the publication of [ RFC6824], experience has been gathered by
various network researchers and users about the operational issues
that arise when Multipath TCP is used in today' s Internet.

When the MPTCP wor ki ng group was created, several use cases for

Mul tipath TCP were identified [RFC6182]. Since then, other use cases
have been proposed and sone have been tested and even depl oyed. W
descri be these use cases in Section 2

Section 3 focuses on the operational experience with Miltipath TCP
Most of this experience cones fromthe utilisation of the Multipath
TCP inplenentation in the Linux kernel [MiltipathTCP-Linux]. This
open-source inpl enentati on has been downl oaded and is used by

t housands of users all over the world. Many of these users have
provided direct or indirect feedback by witing docunents (scientific
articles or blog nessages) or posting to the nptcp-dev mailing |ist
(see https://listes-2.sipr.ucl.ac.be/synpal/arc/nptcp-dev ). This
Mul tipath TCP inplementation is actively maintai ned and continuously
inmproved. It is used on various types of hosts, ranging from

smart phones or enbedded routers to high-end servers.

The Multipath TCP inplenentation in the Linux kernel is not, by far
the nost wi despread depl oynent of Miultipath TCP. Since Septenber
2013, Multipath TCP is al so supported on snartphones and tablets
running i OS7 [10S7]. There are likely hundreds of nillions of
Mul ti path TCP enabl ed devices. However, this particular Miltipath
TCP inplementation is currently only used to support a single
application. Unfortunately, there is no public information about the
| essons | earned fromthis |arge scal e depl oynent.

Section 3 is organized as follows. Supporting the m ddl eboxes was
one of the difficult issues in designing the Miltipath TCP protocol
We explain in Section 3.1 which types of m ddl eboxes the Linux Kerne
i npl ementation of Multipath TCP supports and how it reacts upon
encountering these. Section 3.2 summarises the MPTCP specific
congestion controls that have been inplenented. Section 3.3 and
Section 3.7 discuss heuristics and issues with respect to subfl ow
managenment as well as the scheduling across the subfl ows.

Section 3.8 explains sone problens that occurred with subflows having
di fferent Maxi mum Segnent Size (MSS) values. Section 3.9 presents

i ssues with respect to content delivery networks and suggests a

Bonaventure, et al. Expires April 21, 2016 [ Page 3]
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solution to this issue. Finally, Section 3.10 docunents an issue
with captive portals where MPTCP wi |l behave suboptimally.

2. Use cases

Mul tipath TCP has been tested in several use cases. There is already
an abundant scientific literature on Multipath TCP [ MPTCPBI B] .

Several of the papers published in the scientific literature have
identified possible inmprovenents that are worth bei ng di scussed here.

2. 1. Dat acent ers

A first, although initially unexpected, docunented use case for

Mul tipath TCP has been in datacenters [HotNets][SI GCOMWL1]. Today’s
dat acenters are designed to provide several paths between single-
honed servers. The multiplicity of these paths cones fromthe
utilization of Equal Cost Multipath (ECMP) and ot her | oad bal anci ng
techni ques inside the datacenter. Mst of the depl oyed | oad

bal anci ng techni ques in datacenters rely on hashes conputed over the
five tuple. Thus all packets fromthe same TCP connection follow the
same path and so are not reordered. The results in [HotNets]
denonstrate by sinulations that Multipath TCP can achieve a better
utilization of the available network by using nultiple subflows for
each Multipath TCP session. Although [ RFC6182] assunes that at |east
one of the comunicating hosts has several |P addresses, [HotNets]
demonstrates that Multipath TCP is beneficial when both hosts are
singl e-honed. This idea is analysed in nore details in [SI GCOUL1]
where the Miultipath TCP inplenentation in the Linux kernel is
nodified to be able to use several subflows fromthe sane | P address.
Measurenments in a public datacenter show the quantitative benefits of
Mul tipath TCP [ SI GCOWIL1] in this environnment.

Al t hough ECWVP is w dely used inside datacenters, this is not the only
environment where there are different paths between a pair of hosts.
ECMP and ot her | oad bal anci ng techni ques such as Link Aggregation

G oups (LAG are widely used in today' s networks and having nmultiple
pat hs between a pair of single-honed hosts is beconing the norm

i nstead of the exception. Although these multiple paths have often
the sanme cost (froman IGP netrics viewpoint), they do not
necessarily have the sane perfornmance. For exanple, [IMCl3c] reports
the results of a | ong nmeasurenent study showi ng that |oad bal anced

I nternet paths between that sanme pair of hosts can have huge del ay

di fferences.
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2.2. Cellular/WFi Ofl oad

A second use case that has been explored by several network
researchers is the cellular/ WFi offload use case. Snartphones or
other nobile devices equipped with two wireless interfaces are a very
common use case for Multipath TCP. |In Septenber 2015, this is also
the | argest depl oyment of Miltipath-TCP enabl ed devices [I1OS7]. It
has been briefly discussed during IETF88 [ietf88], but there is no
publ i shed paper or report that analyses this deploynent. For this
reason, we only discuss published papers that have mainly used the
Mul tipath TCP i nplenmentation in the Linux kernel for their

experi nents.

The performance of Multipath TCP in wireless networks was briefly
eval uated in [NSDI 12]. One experinment analyzes the performance of
Multipath TCP on a client with two wireless interfaces. This

eval uati on shows that when the receive windowis large, Miltipath TCP
can efficiently use the two available Iinks. However, if the w ndow
beconmes smaller, then packets sent on a slow path can bl ock the
transm ssi on of packets on a faster path. |In sone cases, the
performance of Miltipath TCP over two paths can beconme | ower than the
performance of regular TCP over the best performng path. Two
heuristics, reinjection and penalization, are proposed in [NSDI 12] to
solve this identified performance problem These two heuristics have
since been used in the Miultipath TCP inplenentation in the Linux

kernel. [CONEXT13] explored the problemin nore detail and reveal ed
some ot her scenarios where Miltipath TCP can have difficulties in
efficiently pooling the available paths. |Inprovenents to the

Mul tipath TCP i nplenentation in the Linux kernel are proposed in
[ CONEXT13] to cope with some of these problens.

The first experinental analysis of Multipath TCP in a public wrel ess
environment was presented in [Cellnetl2]. These measurenents explore
the ability of Multipath TCP to use two wirel ess networks (real WFi
and 3G networks). Three nodes of operation are conpared. The first
nmode of operation is the sinmultaneous use of the two wireless
networks. In this node, Miltipath TCP pools the avail abl e resources
and uses both wireless interfaces. This node provides fast handover
fromWFi to cellular or the opposite when the user noves.
Measurenents presented in [ CACML4] show that the handover from one
wirel ess network to another is not an abrupt process. Wen a host
nmoves, there are regions where the quality of one of the wreless
networks is weaker than the other, but the host considers this

wireless network to still be up. When a nobile host enters such
regions, its ability to send packets over another w reless network is
inmportant to ensure a snooth handover. This is clearly illustrated

fromthe packet trace discussed in [ CACML4].
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Many cel | ul ar networ ks use vol une-based pricing and users often
prefer to use unmetered WFi networks when avail abl e i nstead of
metered cel lul ar networks. [Cellnetl12] inplenments support for the
MP_PRI O option to explore two other nodes of operation

In the backup node, Miltipath TCP opens a TCP subfl ow over each
interface, but the cellular interface is configured in backup node.
This inplies that data only flows over only the WFi interface when
both interfaces are considered to be active. |If the WFi interface
fails, then the traffic switches quickly to the cellular interface,
ensuring a snooth handover fromthe user’s viewpoint [Cellnetl2].
The cost of this approach is that the WFi and cellular interfaces
are likely to remain active all the tine since all subflows are

est abli shed over the two interfaces.

The single-path node is slightly different. This node benefits from
t he break-before-nmake capability of Miultipath TCP. When an MPTCP
session is established, a subflowis created over the WFi interface.
No packet is sent over the cellular interface as long as the WFi
interface remains up [Cellnet12]. This inplies that the cellul ar
interface can remain idle and battery capacity is preserved. Wen
the WFi interface fails, a new subflowis established over the
cellular interface in order to preserve the established Multipath TCP
sessions. Conpared to the backup node described earlier

measurenents reported in [Cellnetl12] indicate that this node of
operation is characterised by a throughput drop while the cellular
interface is brought up and the subflows are reestablished.

From a protocol viewpoint, [Cellnetl2] discusses the problem posed by
the unreliability of the ADD ADDR option and proposes a snmall

protocol extension to allow hosts to reliably exchange this option

It woul d be useful to anal yze packet traces to understand whether the
unreliability of the REMOVE ADDR option poses an operational problem
in real deploynents.

Anot her study of the performance of Miultipath TCP in wirel ess
networ ks was reported in [IMC13b]. This study uses |aptops connected
to various cellular 1SPs and WFi hotspots. It conpares various file
transfer scenarios. [IMC13b] observes that 4-path MPTCP out perforns
2-path MPTCP, especially for larger files. The conparison between
LIA, OLIA and Reno does not reveal a significant perfornmance
difference for file sizes snaller than 4MB

A different study of the performance of Miultipath TCP with two

wirel ess networks is presented in [INFOCOML4]. In this study the two
networks had different qualities : a good network and a | ossy
network. When using two paths with different packet |oss ratios, the
Mul tipath TCP congestion control scheme noves traffic away fromthe
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lossy link that is considered to be congested. However, [|NFOCOML4]
docunents an interesting scenario that is summarised in Figure 1.

client ----------- pathl -------- server

Figure 1: Sinple network topol ogy

Initially, the two paths have the sane quality and Miultipath TCP
distributes the | oad over both of them During the transfer, the
second path becones | ossy, e.g. because the client noves. Miltipath
TCP detects the packet |osses and they are retransnitted over the
first path. This enables the data transfer to continue over the
first path. However, the subfl ow over the second path is still up
and transnmits one packet fromtine to tine. Although the N packets
have been acknow edged over the first subflow (at the MPTCP | evel),

t hey have not been acknow edged at the TCP | evel over the second
subflow. To preserve the continuity of the sequence numbers over the
second subflow, TCP will continue to retransmt these segments unti
either they are acknow edged or the maxi mum nunber of retransm ssions
is reached. This behavior is clearly inefficient and may lead to

bl ocki ng since the second subflow will consune wi ndow space to be
able to retransnmit these packets. [|NFOCOML4] proposes a new
Multipath TCP option to solve this problem In practice, a new TCP
option is probably not required. Wen the client detects that the
data transmtted over the second subfl ow has been acknow edged over
the first subflow, it could decide to terminate the second subfl ow by
sending a RST segnent. |f the interface associated to this subfl ow
is still up, a new subflow could be imedi ately reestablished. It
woul d then be i medi ately usable to send new data and woul d not be
forced to first retransmt the previously transmtted data. As of
this witing, this dynam c nanagenent of the subflows is not yet

i mpl emented in the Multipath TCP inplenentation in the Linux kernel

2.3. Miltipath TCP proxies

As Multipath TCP is not yet w dely depl oyed on both clients and
servers, several deploynents have used various forns of proxies. Two
famlies of solutions are currently being used or tested

[I-D. deng- npt cp- proxy] .

A first use case is when a Miultipath TCP enabled client wants to use
several interfaces to reach a regular TCP server. A typical use case
is a smartphone that needs to use both its WFi and its cellular
interface to transfer data. Several types of proxies are possible
for this use case. An HTTP proxy deployed on a Miultipath TCP capabl e
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server woul d enabl e the snmart phone to use Miultipath TCP to access
regul ar web servers. (Cbviously, this solution only works for
applications that rely on HITP. Another possibility is to use a
proxy that can convert any Miltipath TCP connection into a regul ar
TCP connection. Miltipath TCP-specific proxies have been proposed
[1-D. wei-nptcp-proxy-nmechani snj [ Hot M ddl ebox13b]

[I-D. hanpel - npt cp- pr oxi es-anchor s] .

Anot her possibility | everages the SOCKS protocol [RFC1928]. SOCKS is
often used in enterprise networks to allow clients to reach externa
servers. For this, the client opens a TCP connection to the SOCKS

server that relays it to the final destination. |If both the client
and the SOCKS server use Multipath TCP, but not the fina
destination, then Miultipath TCP can still be used on the path between

the client and the SOCKS server. At |ETF 93, Korea Tel ecom announced
that they have deployed in June 2015 a commercial service that uses
Mul tipath TCP on snart phones. These smartphones access regular TCP
servers through a SOCKS proxy. This enables themto achieve

t hr oughputs of up to 850 Moips [KT].

Measurenments performed with Android smart phones [ Mbi conl5] show t hat
popul ar applications work correctly through a SOCKS proxy and
Mul ti path TCP enabl ed snmart phones. Thanks to Miultipath TCP, |ong-
Iived connections can be spread over the two available interfaces.
However, for short-lived connections, nost of the data is sent over
the initial subflow that is created over the interface correspondi ng
to the default route and the second subflow is al nost not used.

A second use case is when Miultipath TCP is used by ni ddl eboxes,
typically inside access networks. Various network operators are

di scussi ng and eval uating solutions for hybrid access networks

[ BBF-WI'348]. Such networks arise when a network operator controls
two different access network technologies, e.g. wired and cellul ar,
and wants to conbine themto inprove the bandwi dth offered to the
endusers [|-D. | hwxz- hybri d-access-network-architecture]. Severa
solutions are currently investigated for such networks [BBF-W348].
Fi gure 2 shows the organisation of such a network. VWhen a client
creates a normal TCP connection, it is intercepted by the Hybrid CPE
(HPCE) that converts it in a Miultipath TCP connection so that it can
use the avail abl e access networks (DSL and LTE in the exanple). The
Hybrid Access Gateway (HAG does the opposite to ensure that the
regul ar server sees a normal TCP connection. Sone of the solutions
that are currently discussed for hybrid networks use Multipath TCP on
the HCPE and the HAG Qher solutions rely on tunnels between the
HCPE and the HAG [I-D. | hwxz-gre-notifications-hybrid-access].
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client --- HCPE ------ DSL ------- HAG --- internet --- server

Figure 2: Hybrid Access Network
3. Operational Experience
3.1. Mddlebox interference

The interference caused by various types of niddl eboxes has been an
i mportant concern during the design of the Miltipath TCP protocol
Three studies on the interactions between Miltipath TCP and

m ddl eboxes are worth di scussing.

The first analysis appears in [IMC11]. This paper was the nain
nmotivation for Miultipath TCP i ncorporating various techniques to cope
with m ddl ebox interference. More specifically, Miltipath TCP has
been designed to cope with m ddl eboxes that

o0 change source or destination addresses
0o change source or destination port numbers
o change TCP sequence nunbers
o split or coal esce segnents
o renove TCP options
o nodify the payl oad of TCP segnents
These mi ddl ebox interferences have all been included in the MBtest
suite [ MBTest]. This test suite is used in [HotM ddl ebox13] to
verify the reaction of the Multipath TCP inplenentation in the Linux
kernel when faced with niddl ebox interference. The test environnent
used for this evaluation is a dual-homed client connected to a
si ngl e-honed server. The m ddl ebox behavi or can be activated on any
of the paths. The main results of this analysis are
o the Multipath TCP inplenentation in the Linux kernel is not
af fected by a m ddl ebox that perforns NAT or nodifies TCP sequence
nunbers
o when a niddl ebox renpves the MP_CAPABLE option fromthe initial

SYN segnent, the Miultipath TCP inpl enentation in the Linux kerne
falls back correctly to regular TCP
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o when a middl ebox renoves the DSS option fromall data segments,
the Multipath TCP inplenmentation in the Linux kernel falls back
correctly to regular TCP

o when a niddl ebox perforns segnent coal escing, the Miltipath TCP
i mpl ementation in the Linux kernel is still able to accurately
extract the data corresponding to the indicated mapping

o when a mddl ebox perforns segnent splitting, the Miultipath TCP
i mpl ementation in the Linux kernel correctly reassenbles the data
corresponding to the indicated mappi ng. [HotM ddl ebox13] shows on
figure 4 in section 3.3 a corner case with segnment splitting that
may |l ead to a desynchronisation between the two hosts.

The interactions between Miultipath TCP and real depl oyed m ddl eboxes
is also analyzed in [ Hot M ddl ebox13] and a particular scenario with
the FTP application |level gateway running on a NAT is described.

M ddl ebox interference can al so be detected by anal ysi ng packet
traces on Multipath TCP enabl ed servers. A closer |ook at the
packets received on the nultipath-tcp.org server [ TMA2015] shows t hat
anong the 184,000 Multipath TCP connections, only 125 of them were
falling back to regular TCP. These connections originated from 28
different client |P addresses. These include 91 HTTP connections and
34 FTP connections. The FTP interference is expected and due to
Application Level Gateways running hone routers. The HITP
interference appeared only on the direction fromserver to client and
coul d have been caused by transparent proxies deployed in cellular or
enterprise networks.

From an operational viewpoint, knowing that Miltipath TCP can cope
with various types of niddl ebox interference is inportant. However,
there are situations where the network operators need to gather

i nformati on about where a particul ar nddl ebox interference occurs.
The tracebox software [tracebox] described in [IM13a] is an
extension of the popular traceroute software that enabl es network
operators to check at which hop a particular field of the TCP header
(including options) is nodified. It has been used by several network
operators to debug various m ddl ebox interference problens. tracebox
i ncludes a scripting | anguage that enables its user to specify

preci sely which packet (including IP and TCP options) is sent by the
source. tracebox sends packets with an increasing TTL/ HopLinit and
conpares the information returned in the | CMP nessages with the
packet that it sent. This enables tracebox to detect any

i nterference caused by ni ddl eboxes on a given path. tracebox works
better when routers inplenent the | CVP extension defined in

[ RFC1812] .
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Users of the Multipath TCP i npl ementati on have reported some
experience with m ddl ebox interference. The strangest scenario has
been a m ddl ebox that accepts the Multipath TCP options in the SYN
segnment but later replaces Miultipath TCP options with a TCP EQL
option [StrangeMoox]. This causes Miltipath TCP to performa

fall back to regular TCP without any inpact on the application

3.2. Congestion contro

Congestion control has been an inportant problemfor Miltipath TCP
The standardi sed congestion control schene for Miltipath TCP is
defined in [ RFC6356] and [NSDI 11]. This congestion control schene
has been inplemented in the Linux inplenentation of Miltipath TCP

Li nux uses a nodul ar architecture to support various congestion
control schenmes. This architecture is applicable for both regul ar
TCP and Multipath TCP. While the coupl ed congestion control schene
defined in [RFC6356] is the default congestion control schene in the
Li nux inpl ementation, other congestion control schemes have been
added. The second congestion control schene is OLI A [ CONEXT12].
Thi s congestion control schenme is also an adaptation of the NewReno
singl e path congestion control schene to support mnultiple paths.

Si nul ati ons and neasurenents have shown that it provides sone
performance benefits conpared to the the default congestion contro
scheme [ CONEXT12]. Measurenments over a w de range of paraneters
reported in [ CONEXT13] al so indicate some benefits with the QLI A
congestion control scheme. Recently, a del ay-based congestion
control schenme has been ported to the Multipath TCP inplementation in
the Linux kernel. This congestion control schene has been eval uated
by using simulations in [ICNP12]. The fourth congestion contro
schenme that has been included in the Linux inplenmentation of

Mul tipath TCP is the BALI A schene

[1-D. walid-nptcp-congestion-control].

These different congestion control schenes have been conpared in
several articles. |[CONEXT13] and [PaaschPhD] conpare these
algorithms in an enul ated environment. The eval uati on showed t hat

t he del ay- based congestion control schene is less able to efficiently
use the available Iinks than the three other schenes. Reports from
some users indicate that they seemto favor OLIA

3.3. Subfl ow nmanagenent

The multipath capability of Miultipath TCP comes fromthe utilisation
of one subflow per path. The Miultipath TCP architecture [ RFC6182]
and the protocol specification [RFC6824] define the basic usage of
the subflows and the protocol nmechanisns that are required to create
and term nate them However, there are no guidelines on how subfl ows
are used during the lifetinme of a Multipath TCP session. Mst of the
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publ i shed experiments with Miltipath TCP have been perforned in
controlled environments. Still, based on the experience running them
and di scussions on the nptcp-dev mailing list, interesting | essons
have been | earned about the nanagenent of these subfl ows.

From a subfl ow vi ewpoint, the Miultipath TCP protocol is conmpletely
symretrical. Both the clients and the server have the capability to
create subflows. However in practice the existing Miultipath TCP

i npl ementations [I-D. eardl ey-nptcp-inpl enent ati ons-survey] have opted
for a strategy where only the client creates new subflows. The main
notivation for this strategy is that often the client resides behind
a NAT or a firewall, preventing passive subfl ow openings on the
client. Although there are environments such as datacenters where
this probl em does not occur, as of this witing, no precise

requi renent has energed for allowi ng the server to create new
subf | ows.

3.4. Inplenmented subfl ow nanagers

The Multipath TCP inplenmentation in the Linux kernel includes severa
strategi es to nmanage the subflows that compose a Miltipath TCP
session. The basic subflow manager is the full-nmesh. As the nane
inplies, it creates a full-nmesh of subfl ows between the comunicating
host s.

The nmost frequent use case for this subflow manager is a multihonmed
client connected to a single-homed server. 1In this case, one subfl ow
is created for each interface on the client. The current

i mpl ementation of the full-mesh subflow manager is static. The
subflows are created inmediately after the creation of the initia
subflow. |If one subflow fails during the lifetinme of the Miltipath
TCP session (e.g. due to excessive retransm ssions, or the | oss of
the corresponding interface), it is not always reestablished. There
is ongoing work to enhance the full-nmesh path nanager to deal with
such events.

When the server is nultihomed, using the full-mesh subfl ow manager
may |lead to a | arge nunber of subfl ows being established. For
exanpl e, consider a dual -honed client connected to a server with
three interfaces. 1In this case, even if the subflows are only
created by the client, 6 subflows will be established. This may be
excessive in sonme environnents, in particular when the client and/or
the server have a | arge nunber of interfaces. A recent draft has
proposed a Miultipath TCP option to negotiate the maxi mum nunber of
subflows. However, it should be noted that there have been reports
on the nptcp-dev nmailing indicating that users rely on Miultipath TCP
to aggregate nore than four different interfaces. Thus, there is a
need for supporting many interfaces efficiently.
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Creating subfl ows between multihoned clients and servers may
sometines |l ead to operational issues as observed by di scussions on
the mptcp-dev mailing list. In sone cases the network operators
woul d like to have a better control on how the subflows are created
by Multipath TCP [I-D. boucadair-npt cp- max-subflow]. This night
require the definition of policy rules to control the operation of
t he subfl ow manager. The two scenarios below illustrate sonme of
these requirenments

Figure 3: Sinple sw tched network topol ogy

Consi der the sinple network topology shown in Figure 3. From an
operational viewpoint, a network operator could want to create two
subfl ows between the communi cati ng hosts. From a bandw dth
utilization viewpoint, the nost natural paths are host1-sw tchl-host?2
and host 1-switch2-host2. However, a Miltipath TCP inpl enentation
runni ng on these two hosts may sonetines have difficulties to obtain
this result.

To understand the difficulty, let us consider different allocation
strategies for the IP addresses. A first strategy is to assign two
subnets : subnetA (resp. subnetB) contains the |IP addresses of
hostl's interface to switchl (resp. switch2) and host2’s interface to
switchl (resp. switch2). |In this case, a Multipath TCP subfl ow
manager should only create one subflow per subnet. To enforce the
utilization of these paths, the network operator would have to
specify a policy that prefers the subflows in the same subnet over
subfl ows between addresses in different subnets. It should be noted
that the policy should probably also specify how the subfl ow nanager
shoul d react when an interface or subflow fails.

A second strategy is to use a single subnet for all IP addresses. In
this case, it becomes nore difficult to specify a policy that
i ndi cates whi ch subfl ows shoul d be established.

The second subfl ow nanager that is currently supported by the

Mul tipath TCP i nplementation in the Linux kernel is the ndiffport
subfl ow manager. This manager was initially created to exploit the
path diversity that exists between single-honed hosts due to the
utilization of flow based | oad bal anci ng techni ques [ SI GCOWIL1] .
Thi s subfl ow manager creates N subflows between the sane pair of IP
addresses. The N subflows are created by the client and differ only
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in the source port selected by the client. It was not designed to be
used on mnulti homed hosts.

3.5. Subfl ow destination port

The Multipath TCP protocol relies on the token contained in the
MP_JO N option to associate a subflow to an existing Miltipath TCP
session. This inplies that there is no restriction on the source
address, destination address and source or destination ports used for
the new subflow. The ability to use different source and destination
addresses is key to support multihoned servers and clients. The
ability to use different destination port nunbers is worth di scussing
because it has operational inplications.

For illustration, consider a dual-honed client that creates a second
subflow to reach a single-honmed server as illustrated in Figure 4.
client ------- rl --- internet --- server
I I
[ S —— r2------- +

Figure 4: Miltihoned-client connected to single-homed server

When the Multipath TCP inplenmentation in the Linux kernel creates the
second subflow it uses the sanme destination port as the initial
subflow. This choice is notivated by the fact that the server m ght
be protected by a firewall and only accept TCP connections (including
subflows) on the official port nunber. Using the sanme destination
port for all subflows is also useful for operators that rely on the
port nunbers to track application usage in their network.

There have been suggestions from Miultipath TCP users to nodify the

i npl ementation to allowthe client to use different destination ports
to reach the server. This suggestion seens mainly notivated by
traffic shaping m ddl eboxes that are used in sonme wirel ess networks.
In networks where different shaping rates are associated to different
destination port nunbers, this could allow Miultipath TCP to reach a
hi gher performance. As of this witing, we are not aware of any

i npl ementation of this kind of tweaking.

However, from an inplenentation point-of-view supporting different
destination ports for the same Miltipath TCP connection can cause
some issues. A legacy inplenmentation of a TCP stack creates a
listening socket to react upon incom ng SYN segnments. The |istening
socket is handling the SYN segnents that are sent on a specific port
nunber. Demnul tipl exing incom ng segnents can thus be done solely by
| ooking at the I P addresses and the port nunbers. Wth Miltipath TCP
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however, incom ng SYN segnents may have an MP_JO N option with a
different destination port. This nmeans, that all incom ng segments
that did not match on an existing |istening-socket or an al ready
est abl i shed socket nust be parsed for an eventual MP_JO N option.
This inposes an additional cost on servers, previously not existent
on | egacy TCP i npl enent ati ons.

3.6. dosing subflows

client server

I

MPTCP: established
Sub: established

MPTCP: established |
Sub: established |

I
DATA FIN |
MPTCP: cl ose-wai t R e | close() (step 1)

I
I
I
I
I
Sub: established |

I

| mmmm e > | MPTCP: fin-wait-2

[ | Sub: established

I I

| DATA FIN + subflowFIN |
close()/shutdown() | ------------------------ > | MPTCP: time-wait
(step 2) | DATA ACK | Sub: close-wait
MPTCP: cl osed R R R L |
Sub: fin-wait-2 [ [

I I

| subfl ow FI N |
MPTCP: cl osed | <ememmmee e | subfl owcl ose()
Sub: tine-wait | subf | ow ACK
(step 3) I R T T > | MPTCP: tinme-wait

I
I

| | Sub: closed
I

Figure 5: Multipath TCP may not be able to avoid tine-wait state
(even if enforced by the application).

Figure 5 shows a very particular issue within Multipath TCP. Many

hi gh- performance applications try to avoid Tinme-Wit state by
deferring the closure of the connection until the peer has sent a
FIN. That way, the client on the |left of Figure 5 does a passive
closure of the connection, transitioning fromC ose-Wait to Last-ACK
and finally freeing the resources after reception of the ACK of the
FIN. An application running on top of a Miultipath TCP enabl ed Li nux
kernel m ght also use this approach. The difference here is that the
close() of the connection (Step 1 in Figure 5) only triggers the
sendi ng of a DATA FIN. Nothing guarantees that the kernel is ready
to conbine the DATA FINwith a subflowFIN. The reception of the
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DATA FIN will rmake the application trigger the closure of the
connection (step 2), trying to avoid Tinme-Wait state with this late
closure. This tine, the kernel m ght decide to conbine the DATA FIN
with a subflowFIN. This decision will be fatal, as the subflow s
state machine will not transition fromC ose-Wiit to Last-Ack, but
rather go through Fin-Wait-2 into Time-Wait state. The Tine-Wit
state will consume resources on the host for at least 2 MSL (Maxi mum
Segrment Lifetine). Thus, a smart application that tries to avoid
Time-Wait state by doing late closure of the connection actually ends
up with one of its subflows in Tine-Wait state. A high-perfornmance
Mul tipath TCP kernel inplenentation should honor the desire of the
application to do passive closure of the connection and successfully
avoid Tinme-Wait state - even on the subfl ows.

The solution to this problemlies in an optimstic assunption that a
host doing active-closure of a Miultipath TCP connection by sending a
DATA FIN will soon also send a FIN on all its subflows. Thus, the
passi ve cl oser of the connection can sinply wait for the peer to send
exactly this FIN - enforcing passive closure even on the subfl ows.

O course, to avoid consuning resources indefinitely, a timer nust
limt the tine our inplenmentation waits for the FIN

3.7. Packet schedul ers

In a Miltipath TCP inplenentation, the packet scheduler is the
algorithmthat is executed when transmitting each packet to deci de on
whi ch subflow it needs to be transmitted. The packet schedul er
itself does not have any inpact on the interoperability of Miltipath
TCP inpl enmentations. However, it may clearly inpact the perfornmance
of Multipath TCP sessions. The Miltipath TCP inplenentation in the
Li nux kernel supports a pluggable architecture for the packet
schedul er [PaaschPhD]. As of this witing, tw schedul ers have been
i npl ement ed: round-robin and lowest-rtt-first. The second schedul er
relies on the round-trip-tinme (rtt) neasured on each TCP subfl ow and
sends first segnments over the subflow having the | owest round-trip-
time. They are conpared in [CSW514]. The experinents and

measur enents described in [ CSW514] show that the lowest-rtt-first
schedul er appears to be the best conpromise froma performance

vi ewpoi nt. Anot her study of the packet schedulers is presented in

[ PAMS2014]. This study relies on sinulations with the Miultipath TCP
i mpl ementation in the Linux kernel. They conpare the |owest-rtt-
first with the round-robin and a random schedul er. They show sone
situations where the lowest-rtt-first schedul er does not perform as
well as the other schedul ers, but there are many scenari os where the
opposite is true. [PAMS2014] notes that "it is highly likely that
the optimal scheduling strategy depends on the characteristics of the
pat hs bei ng used."
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Segment size selection

When an application perforns a wite/send systemcall, the kerne

al | ocates a packet buffer (sk _buff in Linux) to store the data the
application wants to send. The kernel will store at npbst one MSS
(Maxi mum Segnent Size) of data per buffer. As the MSS can differ
anongst subflows, an MPTCP inpl enentation nust select carefully the
MBS used to generate application data. The Linux kerne

i npl ement ati on had vari ous ways of selecting the MSS: m ni mum or

maxi mum anongst the different subflows. However, these heuristics of
MBS sel ection can cause significant perfornance i ssues in sone
environnment. Consider the followi ng exanple. An MPTCP connection
has two established subflows that respectively use a MsSS of 1420 and
1428 bytes. |If MPTCP selects the nmaxi mum then the application wll
generate segnents of 1428 bytes of data. An MPTCP i npl enentation
will have to split the segnent in two (a 1420-byte and 8-byte
segnments) when pushing on the subflow with the snallest MSS. The
latter segnent will introduce a |large overhead as for a single data
segment 2 slots will be used in the congestion wi ndow (in packets)
therefore reducing by roughly twi ce the potential throughput (in
bytes/s) of this subflow Taking the smallest MSS does not solve the
i ssue as there nmight be a case where the subflow with the snall est
MBS only sends a few packets therefore reducing the potentia

t hroughput of the other subflows.

The Linux inplenmentation recently took another approach [ Detal M5S].
Instead of selecting the mninumand maxi mum val ues, it now
dynanical |y adapts the MSS based on the contribution of all the
subflows to the connection’s throughput. For this it conputes, for
each subflow, the potential throughput achi eved by sel ecting each MsS
val ue and by taking into account the |ost space in the cwnd. It then
selects the MSS that allows to achieve the highest potential

t hr oughput .

Interactions with the Domai n Nane System

Mul ti homed clients such as snmartphones can send DNS queries over any
of their interfaces. Wen a single-honed client performs a DNS
query, it receives fromits |local resolver the best answer for its
request. If the client is nmultihomed, the answer returned to the DNS
query may vary with the interface over which it has been sent.
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3.

cdnl
client -- cellular -- internet -- cdn3
e Wi e .
CdLZ

Figure 6: Sinple network topol ogy

If the client sends a DNS query over the WFi interface, the answer
will point to the cdn2 server while the same request sent over the
cellular interface will point to the cdnl server. This m ght cause
probl ens for CDN providers that |locate their servers inside ISP

net wor ks and have contracts that specify that the CDN server will
only be accessed fromwithin this particular | SP. Assune now t hat
both the client and the CDN servers support Miltipath TCP. In this
case, a Miultipath TCP session fromcdnl or cdn2 would potentially use
both the cellular network and the WFi network. Serving the client
fromcdn2 over the cellular interface could violate the contract

bet ween the CDN provider and the network operators. A simlar
probl em occurs with regular TCP if the client caches DNS replies.

For exanple the client obtains a DNS answer over the cellul ar
interface and then stops this interface and starts to use its WFi
interface. |If the client retrieves data fromcdnl over its WFi
interface, this may also violate the contract between the CDN and the
net wor k oper at or s.

A possible solution to prevent this problemwould be to nodify the
DNS resolution on the client. The client subnet EDNS extension
defined in [I-D.ietf-dnsop-edns-client-subnet] could be used for this
purpose. Wen the client sends a DNS query fromits WF interface,
it should also send the client subnet corresponding to the cellular
interface in this request. This would indicate to the resol ver that
the answer should be valid for both the WFi and the cellul ar
interfaces (e.g., the cdn3 server).

10. Captive portals

Mul tipath TCP enabl es a host to use different interfaces to reach a
server. |In theory, this should ensure connectivity when at |east one
of the interfaces is active. |In practice however, there are sone
particul ar scenarios with captive portals that may cause operationa
probl enms. The reference environnment is shown in Figure 7
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client ----- net wor k1
I
+o--- - internet ------------- server
Figure 7: Issue with captive porta

The cli ent

is attached to two networks :

net wor k1 that provides

limted connectivity and the entire Internet through the second

network interface.

WFi network with a captive

service for the second interface
interface is preferred over the cellular interface.

smart phone | earns a default

typically prefer to use the WFi
and create the first subflow.

TCP. A better approach woul
the WFi
initial subflow as well.

3.11. Statel ess webservers

MPTCP has been designed to i
from SYN-cooki es to protect
MPTCP achi eves this by echoi
MP_CAPABLE handshake in the
Reception of this third ACK

state specific to MPTCP

However, one caveat to this
the third ACK

not be able to reconstruct the MPTCP-state.
This is in contrast to regular TCP, as

regular TCP in this case

In practice,

I ndeed, when the third ACK gets |ost,

this scenario corresponds to an open

portal for networkl and a cellul ar
On many snart phones, the W Fi
If the
route via both interfaces, it wll

interface to send its DNS request
This is not optimal with Multipath
d probably be to try a few attenpts on

interface and then try to use the second interface for the

nteroperate with webservers that benefit
agai nst SYN-fl oodi ng attacks [ RFC4987].
ng the keys negotiated during the

third ACK of the 3-way handshake.

then allows the server to reconstruct the

mechani smis the non-reliable nature of
the server wll
MPTCP will fallback to

clients usually start the application’s transaction by sending data

to the server.

enabl es statel ess servers to create the TCP-rel ated state,

case the third ACK has been

Thi s data-segnent (that

is sent reliably by TCP)

even in
| ost.
This issue m ght be considered as a mnor one for MPTCP. Losing the
|l oss is high. However, when

third ACK should only happen when packet

packet-loss is high MPTCP provides a | ot of benefits as it can nove

traffic away fromthe | ossy
hi gher chance to fal
envi ronment s.

link. 1t is undesirable that MPTCP has a

back to regular TCP in those | ossy

[1-D. paasch- npt cp- syncooki es] discusses this issue and suggests a
nmodi fi ed handshake nmechani smthat ensures reliable delivery of the

MP_CAPABLE,
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make MPTCP reliable, even in |lossy environments when servers need to
use SYN-cookies to protect agai nst SYN-flooding attacks.

3.12. Loadbal anced serverfarns

Large-scal e serverfarns typically deploy thousands of servers behind

a single virtual IP (VIP). Steering traffic to these servers is done
t hrough | ayer-4 | oadbal ancers that ensure that a TCP-flow will always
be routed to the sane server [Presto08].

As Multipath TCP uses nmultiple different TCP subflows to steer the
traffic across the different paths, |oadbal ancers need to ensure that
all these subflows are routed to the same server. This inplies that
the | oadbal ancers need to track the MPTCP-rel ated state, allow ng
themto parse the token in the MP_JO N and assign those subflows to
the appropriate server. However, serverfarns typically depl oy

mul tiple of these | oadbal ancers for reliability and capacity reasons.
As a TCP subflow mi ght get routed to any of these | oadbal ancers, they
woul d need to synchronize the MPTCP-rel ated state - a solution that
is not feasible at |arge scale.

The token (carried in the MP_JON) contains the infornmation

i ndi cating whi ch MPTCP-session the subflow belongs to. As the token
is a hash of the key, servers are not able to generate the token in
such a way that the token can provide the necessary information to

t he | oadbal ancers which would allow themto route TCP subflows to the
appropriate server. [I-D.paasch-nptcp-|oadbal ancer] discusses this
issue in detail and suggests two alternative MP_CAPABLE handshakes to
overcone these. As of Septenber 2015, it is not yet clear how MPTCP
m ght acconodate such use-case to enable its deploynent within

| oadbal anced serverfarns.

4. Concl usion

In this docunment, we have docunented a few years of experience with
Mul tipath TCP. The information presented in this docunment was
gathered fromscientific publications and discussions with various
users of the Multipath TCP inplenmentation in the Linux kernel
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Abstr act
Thi s docunment di scusses both use cases and operational experience
with Multipath TCP in real networks. It lists several prom nent use
cases where Multipath TCP has been considered and is being used. It
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to realize these use cases and suggests possible inprovenents.
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1.

I nt roducti on

Multipath TCP was specified in [ RFC6824] and five independent
i npl enment ati ons have been devel oped. As of Novenber 2016, Miltipath
TCP has been or is being inplenmented on the follow ng platforns:

0 Linux kernel [MiltipathTCP-Linux]
o0 Apple i GS and nacGS [ Appl e- MPTCP]
o CGitrix |load bal ancers

0 FreeBSD [ FreeBSD- MPTCP]

0 Oacle Solaris

The first three inplenentations are known to interoperate. Three of
t hese i npl enentati ons are open-source (Linux kernel, FreeBSD and
Apple’s i0S and nacCS). Apple’s inplenmentation is w dely depl oyed.

Since the publication of [ RFC6824] as an experimental RFC, experience
has been gathered by various network researchers and users about the
operational issues that arise when Miltipath TCP is used in today’'s

I nternet.

When t he MPTCP wor ki ng group was created, several use cases for
Multipath TCP were identified [RFC6182]. Since then, other use cases
have been proposed and sone have been tested and even depl oyed. W
descri be these use cases in Section 2

Section 3 focuses on the operational experience with Miltipath TCP
Most of this experience cones fromthe utilization of the Multipath
TCP i nplementation in the Linux kernel [MiltipathTCP-Linux]. This
open-source inpl enentati on has been downl oaded and is used by

t housands of users all over the world. Many of these users have
provided direct or indirect feedback by witing docunents (scientific
articles or blog nessages) or posting to the nptcp-dev mailing list
(see https://listes-2.sipr.ucl.ac.be/synmpa/arc/nmptcp-dev ). This
Multipath TCP i nplementation is actively maintained and conti nuously
inmproved. It is used on various types of hosts, ranging from

smart phones or enbedded routers to high-end servers.

The Multipath TCP inplenentation in the Linux kernel is not, by far,
the nmost wi despread depl oynent of Miultipath TCP. Since Septenber
2013, Multipath TCP is al so supported on smartphones and tablets
since i0S7 [10S7]. There are likely hundreds of millions of
Mul ti path TCP enabl ed devices. This Miultipath TCP inplenentation is
currently only used to support the Siri voice recognition/contro
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application. Some |essons |earned fromthis depl oynent are described
in [IETF]].

Section 3 is organized as follows. Supporting the m ddl eboxes was
one of the difficult issues in designing the Miltipath TCP protocol
We explain in Section 3.1 which types of niddl eboxes the Linux Kerne
i mpl ementation of Multipath TCP supports and how it reacts upon
encountering these. Section 3.2 sunmmarizes the MPTCP specific
congestion controls that have been inplenented. Section 3.3 to
Section 3.7 discuss heuristics and issues with respect to subfl ow
managenent as well as the scheduling across the subfl ows.

Section 3.8 explains sone problens that occurred with subflows having
di fferent Maxi num Segnent Size (MSS) values. Section 3.9 presents

i ssues with respect to content delivery networks and suggests a
solution to this issue. Finally, Section 3.10 docunents an issue
with captive portals where MPTCP will behave sub optinally.
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2. Use cases

Mul tipath TCP has been tested in several use cases. There is already
an abundant scientific literature on Multipath TCP [ MPTCPBI B] .

Several of the papers published in the scientific literature have
identified possible inprovenents that are worth being discussed here.

2. 1. Dat acenters

A first, although initially unexpected, docunented use case for

Mul tipath TCP has been in datacenters [Hot Nets][SI GCOMWL1]. Today’'s
dat acenters are designed to provide several paths between single-
honed servers. The nmultiplicity of these paths comes fromthe
utilization of Equal Cost Multipath (ECMP) and ot her | oad bal anci ng
techni ques inside the datacenter. Mst of the depl oyed | oad

bal anci ng techniques in datacenters rely on hashes conputed over the
five tuple. Thus all packets fromthe sane TCP connection follow the
same path and so are not reordered. The results in [HotNets]
demonstrate by sinulations that Miultipath TCP can achieve a better
utilization of the available network by using nultiple subflows for
each Multipath TCP session. Although [RFC6182] assunes that at |east
one of the communicating hosts has several |P addresses, [HotNets]
denonstrates that Multipath TCP is beneficial when both hosts are
single-homed. This idea is analyzed in nore details in [SI GCOVML1]
where the Miultipath TCP inplenentation in the Linux kernel is

nmodi fied to be able to use several subflows fromthe same | P address.
Measurenments in a public datacenter show the quantitative benefits of
Mul tipath TCP [ SI GCOWIL1] in this environnent.

Al t hough ECWP is wi dely used inside datacenters, this is not the only
envi ronnment where there are different paths between a pair of hosts.
ECMP and ot her | oad bal anci ng techni ques such as Link Aggregation

G oups (LAG are widely used in today s networks and having multiple
pat hs between a pair of single-honed hosts is beconing the norm

i nstead of the exception. Although these nultiple paths have often
the same cost (froman IGP netrics viewpoint), they do not
necessarily have the sane performance. For exanple, [IMC13c] reports
the results of a | ong neasurenent study showi ng that |oad bal anced

I nternet paths between that sanme pair of hosts can have huge del ay

di fferences.

2.2. Cellular/IWFi Ofl oad

A second use case that has been explored by several network
researchers is the cellular/ WFi offload use case. Smartphones or
other nobile devices equipped with two wireless interfaces are a very
common use case for Multipath TCP. |In Septenber 2015, this is also
the | argest deploynment of Miltipath-TCP enabl ed devices [10S7]. It
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has been briefly discussed during IETF88 [ietf88], but there is no
publ i shed paper or report that analyses this deploynent. For this
reason, we only discuss published papers that have mainly used the
Multipath TCP i nplenmentation in the Linux kernel for their

experi nents.

The performance of Multipath TCP in wireless networks was briefly
evaluated in [NSDI 12]. One experinment analyzes the performance of
Multipath TCP on a client with two wireless interfaces. This

eval uati on shows that when the receive windowis large, Miltipath TCP
can efficiently use the two available Iinks. However, if the w ndow
beconmes smaller, then packets sent on a slow path can block the
transm ssion of packets on a faster path. |In sone cases, the
performance of Miltipath TCP over two paths can beconme | ower than the
performance of regular TCP over the best perform ng path. Two
heuristics, reinjection and penalization, are proposed in [NSDI 12] to
solve this identified performance problem These two heuristics have
since been used in the Miultipath TCP inplenentation in the Linux

kernel. [CONEXT13] explored the problemin nore detail and reveal ed
some ot her scenarios where Miltipath TCP can have difficulties in
efficiently pooling the available paths. |Inprovenents to the

Multipath TCP i nplenmentation in the Linux kernel are proposed in
[ CONEXT13] to cope with some of these problens.

The first experimental analysis of Multipath TCP in a public wireless
envi ronment was presented in [Cellnetl2]. These measurenents explore
the ability of Multipath TCP to use two wirel ess networks (real WFi
and 3G networks). Three nodes of operation are conpared. The first
node of operation is the sinmultaneous use of the two wireless
networks. |In this node, Miltipath TCP pools the avail abl e resources
and uses both wireless interfaces. This node provides fast handover
fromWFi to cellular or the opposite when the user noves.
Measurenments presented in [ CACML4] show that the handover from one
wirel ess network to another is not an abrupt process. Wen a host
nmoves, there are regions where the quality of one of the wreless
networks is weaker than the other, but the host considers this

wireless network to still be up. Wen a nobile host enters such
regions, its ability to send packets over another w reless network is
important to ensure a snooth handover. This is clearly illustrated

fromthe packet trace discussed in [ CACML4].

Many cel | ul ar networ ks use vol une-based pricing and users often
prefer to use unnmetered WFi networks when avail abl e i nstead of
metered cellular networks. [Cellnetl12] inplements support for the
MP_PRI O option to explore two other nodes of operation

In the backup node, Miltipath TCP opens a TCP subfl ow over each
interface, but the cellular interface is configured in backup node.
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This inplies that data flows only over the WFi interface when both
interfaces are considered to be active. |If the WFi interface fails,
then the traffic switches quickly to the cellular interface, ensuring
a snmoot h handover fromthe user’s viewpoint [Cellnetl12]. The cost of
this approach is that the WFi and cellular interfaces are likely to
remain active all the tinme since all subflows are established over
the two interfaces.

The single-path node is slightly different. This node benefits from
t he break-before-nmake capability of Miultipath TCP. When an MPTCP
session is established, a subflowis created over the WFi interface.
No packet is sent over the cellular interface as long as the WFi
interface remains up [Cellnet12]. This inplies that the cellular
interface can remain idle and battery capacity is preserved. Wen
the WFi interface fails, a new subflow is established over the
cellular interface in order to preserve the established Multipath TCP
sessions. Conpared to the backup node described earlier

measurenents reported in [Cell netl1l2] indicate that this node of
operation is characterized by a throughput drop while the cellular
interface is brought up and the subflows are reestablished.

From a protocol viewpoint, [Cellnetl2] discusses the problem posed by
the unreliability of the REMOVE ADDR option and proposes a snall
protocol extension to allow hosts to reliably exchange this option

It woul d be useful to anal yze packet traces to understand whether the
unreliability of the REMOVE ADDR option poses an operational problem
in real deploynents.

Anot her study of the performance of Miultipath TCP in wirel ess
networ ks was reported in [IMC13b]. This study uses |aptops connected
to various cellular ISPs and WFi hotspots. It compares various file
transfer scenarios. [IMC13b] observes that 4-path MPTCP out perforns
2-path MPTCP, especially for larger files. However, for three
congestion control algorithns (LIA QOLIA and Reno - see Section 3.2),
there is no significant performance difference for file sizes snaller
than 4MB

A different study of the performance of Miultipath TCP with two

wirel ess networks is presented in [INFOCOML4]. In this study the two
networks had different qualities : a good network and a | ossy
network. When using two paths with different packet |oss ratios, the
Mul tipath TCP congestion control scheme noves traffic away fromthe
lossy link that is considered to be congested. However, [|NFOCOML4]
docunents an interesting scenario that is summari zed hereafter.
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Figure 1: Sinple network topol ogy

Initially, the two paths in Figure 1 have the same quality and
Multipath TCP distributes the | oad over both of them During the
transfer, the path2 becones |ossy, e.g. because the client noves.

Mul tipath TCP detects the packet |osses and they are retransnitted
over pathl. This enables the data transfer to continue over this
path. However, the subflow over path2 is still up and transnmits one
packet fromtime to tinme. Although the N packets have been

acknow edged over the first subflow (at the MPTCP | evel), they have
not been acknow edged at the TCP | evel over the second subflow. To
preserve the continuity of the sequence nunbers over the second
subflow, TCP will continue to retransmit these segnents until either
they are acknow edged or the maxi mum nunber of retransmissions is
reached. This behavior is clearly inefficient and may lead to

bl ocki ng since the second subflow will consune wi ndow space to be
able to retransmt these packets. [INFOCOML4] proposes a new

Mul tipath TCP option to solve this problem |In practice, a new TCP
option is probably not required. Wen the client detects that the
data transmitted over the second subfl ow has been acknow edged over
the first subflow, it could decide to termnate the second subfl ow by
sending a RST segnent. |If the interface associated to this subflow
is still up, a new subflow could be imediately reestablished. It
woul d then be i mediately usable to send new data and woul d not be
forced to first retransnmit the previously transmitted data. As of
this witing, this dynanic nmanagenent of the subflows is not yet

i mpl emented in the Miultipath TCP inplenentation in the Linux kernel

Sone studi es have started to anal yze the performance of Miltipath TCP
on snartphones with real applications. |In contrast with the bulk
transfers that are used by nany publications, many depl oyed
applications do not exchange huge anobunts of data and mainly use
smal | connections. [COMVA®R016] proposes a software testing
framework that allows to automate Android applications to study their
interactions with Multipath TCP. [PAM2016] anal yses a one-nonth
packet trace of all the packets exchanged by a dozen of snartphones
used by regular users. This analysis reveals that short connections
are inportant on smartphones and that the main benefit of using

Mul tipath TCP on snartphones is the ability to perform seamnl ess
handovers between different wireless networks. Long connections
benefit fromthese handovers
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2.3. Miltipath TCP proxies

As Multipath TCP is not yet w dely depl oyed on both clients and
servers, several deploynents have used various forns of proxies. Two
famlies of solutions are currently being used or tested.

A first use case is when a Miultipath TCP enabled client wants to use
several interfaces to reach a regular TCP server. A typical use case
is a smartphone that needs to use both its WFi and its cellular
interface to transfer data. Several types of proxies are possible
for this use case. An HTTP proxy deployed on a Miultipath TCP capabl e
server woul d enabl e the snart phone to use Miultipath TCP to access
regul ar web servers. (Qbviously, this solution only works for
applications that rely on HTTP. Another possibility is to use a
proxy that can convert any Miltipath TCP connection into a regul ar
TCP connection. Miltipath TCP-specific proxies have been proposed

[ Hot M ddI ebox13b] [ HAMPEL] .

Anot her possibility | everages the SOCKS protocol [RFC1928]. SOCKS is
often used in enterprise networks to allow clients to reach externa
servers. For this, the client opens a TCP connection to the SOCKS

server that relays it to the final destination. |If both the client
and the SOCKS server use Multipath TCP, but not the fina
destination, then Miultipath TCP can still be used on the path between

the clients and the SOCKS server. At |ETF 93, Korea Tel ecom
announced that they have deployed in June 2015 a conmercial service
that uses Multipath TCP on smartphones. These smartphones access
regul ar TCP servers through a SOCKS proxy. This enables themto
achi eve throughputs of up to 850 Mops [KT].

Measurements performed with Android smartphones [ Mobi coml5] show t hat
popul ar applications work correctly through a SOCKS proxy and

Mul tipath TCP enabl ed smart phones. Thanks to Miultipath TCP, |ong-
Iived connections can be spread over the two available interfaces.
However, for short-lived connections, nost of the data is sent over
the initial subflowthat is created over the interface corresponding
to the default route and the second subflow is al nost not used

[ PAMRO16] .

A second use case is when Miultipath TCP is used by ni ddl eboxes,
typically inside access networks. Various network operators are

di scussi ng and eval uating solutions for hybrid access networks

[ TR-348]. Such networks arise when a network operator controls two
different access network technologies, e.g. wired and cellul ar, and
wants to conbine themto inprove the bandwi dth offered to the
endusers [|-D. | hwxz- hybri d-access-network-architecture]. Severa
solutions are currently investigated for such networks [ TR-348].

Fi gure 2 shows the organization of such a network. VWhen a client
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creates a normal TCP connection, it is intercepted by the Hybrid CPE
(HPCE) that converts it in a Miultipath TCP connection so that it can
use the avail abl e access networks (DSL and LTE in the exanple). The
Hybrid Access Gateway (HAG does the opposite to ensure that the
regul ar server sees a normal TCP connection. Sonme of the solutions
currently discussed for hybrid networks use Multipath TCP on the HCPE
and the HAG O her solutions rely on tunnels between the HCPE and
the HAG [ 1 -D. | hwxz-gre-notifications-hybrid-access].

client --- HCPE ------ DSL ------- HAG --- internet --- server

Figure 2: Hybrid Access Network
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3. Operational Experience
3.1. Mddl ebox interference

The interference caused by various types of mniddl eboxes has been an
i mportant concern during the design of the Miltipath TCP protocol
Three studies on the interactions between Miltipath TCP and

m ddl eboxes are worth di scussing.

The first analysis appears in [IMC11]. This paper was the nmain
nmotivation for Multipath TCP i ncorporating various techniques to cope
with mddlebox interference. Mre specifically, Miltipath TCP has
been designed to cope with niddl eboxes that

o change source or destination addresses

0 change source or destination port nunbers
o change TCP sequence nunbers

o split or coal esce segnents

o renove TCP options

o nodify the payl oad of TCP segnents

These ni ddl ebox interferences have all been included in the MBtest
suite [ MBTest]. This test suite is used in [HotM ddl ebox13] to
verify the reaction of the Multipath TCP inplenentation in the Linux
kernel [Miltipat hTCP-Li nux] when faced with niddl ebox interference.
The test environment used for this evaluation is a dual -homed client
connected to a single-homed server. The niddl ebox behavi or can be
activated on any of the paths. The main results of this analysis are

o the Multipath TCP inplenentation in the Linux kernel, is not
af fected by a m ddl ebox that perforns NAT or nodifies TCP sequence
nurber s

o0 when a niddl ebox renpves the MP_CAPABLE option fromthe initial
SYN segnent, the Miultipath TCP inpl enentation in the Linux kerne
falls back correctly to regular TCP

o when a middl ebox renoves the DSS option fromall data segments

the Multipath TCP inplenmentation in the Linux kernel falls back
correctly to regular TCP
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o when a niddl ebox perforns segnent coal escing, the Miltipath TCP
i mpl ementation in the Linux kernel is still able to accurately
extract the data corresponding to the indicated napping

o when a niddl ebox perforns segnent splitting, the Miultipath TCP
i mpl ementation in the Linux kernel correctly reassenbles the data
corresponding to the indicated mappi ng. [HotM ddl ebox13] shows on
figure 4 in section 3.3 a corner case with segment splitting that
may | ead to a desynchronization between the two hosts.

The interactions between Multipath TCP and real depl oyed mi ddl eboxes
is also analyzed in [ Hot M ddl ebox13] and a particular scenario with
the FTP application |evel gateway running on a NAT is descri bed.

M ddl ebox interference can al so be detected by anal yzi ng packet
traces on Miultipath TCP enabl ed servers. A closer |ook at the
packets received on the nultipath-tcp.org server [ TMA2015] shows t hat
anong the 184,000 Multipath TCP connections, only 125 of them were
falling back to regular TCP. These connections originated from 28
different client |IP addresses. These include 91 HTTP connections and
34 FTP connections. The FTP interference is expected since
Application Level Gateways used for FTP nodify the TCP payl oad and

t he DSS Checksum detects these nodifications. The HITP interference
appeared only on the direction fromserver to client and could have
been caused by transparent proxies deployed in cellular or enterprise
networks. A longer trace is discussed in [ COMCOWO016] and siml ar
concl usi ons about the m ddl ebox interference are provided.

From an operational viewpoint, knowing that Miltipath TCP can cope
with various types of middl ebox interference is inportant. However
there are situations where the network operators need to gather

i nformati on about where a particul ar m ddl ebox interference occurs.
The tracebox software [tracebox] described in [IMC13a] is an
extension of the popular traceroute software that enables network
operators to check at which hop a particular field of the TCP header
(including options) is nodified. It has been used by several network
operators to debug various m ddl ebox interference probl ens.
Experience with tracebox indicates that supporting the | CMP extension
defined in [ RFC1812] nakes it easier to debug m ddl ebox problens in

| Pv4 net wor ks.

Users of the Multipath TCP i npl ementation have reported sone
experience with niddl ebox interference. The strangest scenario has
been a m ddl ebox that accepts the Multipath TCP options in the SYN
segnment but later replaces Miultipath TCP options with a TCP ECL
option [StrangeMoox]. This causes Miltipath TCP to performa

fall back to regular TCP without any inpact on the application
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3.2. Congestion contro

Congestion control has been an inportant challenge for Miultipath TCP
The congestion control schene specified for Multipath TCP is defined
in [RFC6356]. A detailed description of this algorithmis provided
in [NSDI 11]. This congestion control schenme has been inplenented in
the Linux inplenmentation of Miultipath TCP. Linux uses a nodul ar
architecture to support various congestion control schenmes. This
architecture is applicable for both regular TCP and Miltipath TCP
Whi |l e the coupl ed congestion control schene defined in [ RFC6356] is
the default congestion control scheme in the Linux inplenmentation

ot her congestion control schenes have been added. The second
congestion control scheme is CLI A [CONEXT12]. This congestion
control schene is also an adaptation of the NewReno single path
congestion control scheme to support multiple paths. Sinulations and
measur enents have shown that it provides sone performance benefits
conpared to the default congestion control schenme [ CONEXT12].
Measurements over a wi de range of paranmeters reported in [ CONEXT13]
al so indicate sonme benefits with the COLI A congestion control schene.
Recently, a del ay-based congestion control schene has been ported to
the Multipath TCP inplenentation in the Linux kernel. This
congestion control schene has been eval uated by using sinulations in
[ CNP12] and nmeasurenents in [PaaschPhD]. The fourth congestion
control schenme that has been included in the Linux inplenentation of
Mul tipath TCP is the BALI A schene that provides a better bal ance
between TCP friendliness, responsiveness, and w ndow oscillation

[ BALI A] .

These different congestion control schenes have been conpared in
several articles. |[CONEXT13] and [PaaschPhD] conpare these
algorithms in an enul ated environment. The eval uati on showed t hat

t he del ay- based congestion control schene is less able to efficiently
use the available Iinks than the three other schenes.

3.3. Subfl ow nmanagenent

The multipath capability of Miultipath TCP comes fromthe utilization
of one subflow per path. The Miultipath TCP architecture [ RFC6182]
and the protocol specification [RFC6824] define the basic usage of
the subflows and the protocol nmechanisns that are required to create
and term nate them However, there are no guidelines on how subfl ows
are used during the lifetinme of a Multipath TCP session. Mst of the
publ i shed experiments with Miltipath TCP have been perforned in
controlled environments. Still, based on the experience running them
and di scussions on the nptcp-dev mailing list, interesting | essons
have been | earned about the nanagenent of these subfl ows.

From a subfl ow vi ewpoint, the Miultipath TCP protocol is conmpletely
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symretrical. Both the clients and the server have the capability to
create subflows. However in practice the existing Miultipath TCP

i npl ement ati ons have opted for a strategy where only the client
creates new subflows. The main notivation for this strategy is that
often the client resides behind a NAT or a firewall, preventing
passi ve subfl ow openings on the client. Al though there are

envi ronnments such as datacenters where this probl em does not occur
as of this witing, no precise requirenent has energed for allow ng
the server to create new subfl ows.

| mpl enent ed subfl ow managers

The Multipath TCP inplenmentation in the Linux kernel includes severa
strategi es to nanage the subflows that compose a Miltipath TCP
session. The basic subflow manager is the full-nesh. As the nane
inplies, it creates a full-nmesh of subfl ows between the communicating
host s.

The nost frequent use case for this subflow nanager is a nultihoned
client connected to a single-homed server. 1In this case, one subfl ow
is created for each interface on the client. The current

i npl ementation of the full-mesh subflow manager is static. The
subflows are created inmediately after the creation of the initia
subflow. |If one subflow fails during the lifetinme of the Miltipath
TCP session (e.g. due to excessive retransm ssions, or the | oss of
the corresponding interface), it is not always reestablished. There

i s ongoing work to enhance the full-nmesh path nanager to deal with
such events.

When the server is nultihomed, using the full-mesh subfl ow manager
may |lead to a | arge nunber of subfl ows being established. For
exanpl e, consider a dual -honed client connected to a server with
three interfaces. 1In this case, even if the subflows are only
created by the client, 6 subflows will be established. This may be
excessive in some environnents, in particular when the client and/or
the server have a | arge nunber of interfaces. |nplenmentations should
limt the nunber of subflows that are used.

Creating subfl ows between multihoned clients and servers may
sonmetines | ead to operational issues as observed by di scussions on
the nmptcp-dev nmailing list. In sone cases the network operators
woul d Iike to have a better control on how the subflows are created
by Multipath TCP [I-D. boucadai r-npt cp- max-subflow]. This mnight
require the definition of policy rules to control the operation of
the subfl ow manager. The two scenarios below illustrate some of

t hese requirenents.
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Figure 3: Sinple switched network topol ogy

Consi der the sinple network topology shown in Figure 3. From an
operational viewpoint, a network operator could want to create two
subfl ows between the conmmunicating hosts. Froma bandw dth
utilization viewpoint, the nost natural paths are host1l-swi tchl-host2
and host1-switch2-host2. However, a Miultipath TCP inpl ementation
runni ng on these two hosts may sonetinmes have difficulties to obtain
this result.

To understand the difficulty, let us consider different allocation
strategies for the IP addresses. A first strategy is to assign two
subnets : subnetA (resp. subnetB) contains the | P addresses of
hostl's interface to switchl (resp. switch2) and host2’'s interface to
switchl (resp. switch2). 1In this case, a Miltipath TCP subfl ow
manager should only create one subflow per subnet. To enforce the
utilization of these paths, the network operator would have to
specify a policy that prefers the subflows in the sane subnet over
subfl ows between addresses in different subnets. 1t should be noted
that the policy should probably al so specify how the subfl ow nmanager
shoul d react when an interface or subflow fails.

A second strategy is to use a single subnet for all IP addresses. In
this case, it beconmes nore difficult to specify a policy that
i ndi cates whi ch subfl ows shoul d be established.

The second subfl ow nanager that is currently supported by the

Mul tipath TCP i nplementation in the Linux kernel is the ndiffport
subfl ow manager. This manager was initially created to exploit the
path diversity that exists between single-honed hosts due to the
utilization of flow based | oad bal ancing techni ques [ SI GCOWIL1] .

Thi s subfl ow manager creates N subfl ows between the sanme pair of IP
addresses. The N subflows are created by the client and differ only
in the source port selected by the client. It was not designed to be
used on nulti honed hosts.

A nore flexible subflow nanager has been proposed, inplenented and
eval uated in [ CONEXT15]. This subfl ow manager exposes various kerne
events to a user space daenon that decides when subfl ows need to be
created and term nated based on various policies.
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3.5. Subflow destination port

The Multipath TCP protocol relies on the token contained in the
MP_JO N option to associate a subflow to an existing Miultipath TCP
session. This inplies that there is no restriction on the source
address, destination address and source or destination ports used for
the new subflow. The ability to use different source and destination
addresses is key to support multihoned servers and clients. The
ability to use different destination port nunmbers is worth di scussing
because it has operational inplications.

For illustration, consider a dual-honed client that creates a second
subflow to reach a single-honmed server as illustrated in Figure 4.
client ------- rl --- internet --- server
I I
R r2------- +

Figure 4: Miltihonmed-client connected to single-homed server

When the Multipath TCP inplenentation in the Linux kernel creates the
second subflow it uses the sanme destination port as the initia
subflow. This choice is notivated by the fact that the server night
be protected by a firewall and only accept TCP connections (i ncluding
subflows) on the official port nunber. Using the same destination
port for all subflows is also useful for operators that rely on the
port nunbers to track application usage in their network.

There have been suggestions from Miltipath TCP users to nodify the

i mpl erentation to allow the client to use different destination ports
to reach the server. This suggestion seens mainly notivated by
traffic shapi ng m ddl eboxes that are used in sonme wirel ess networks.
In networks where different shaping rates are associated to different
destination port nunbers, this could allow Miultipath TCP to reach a
hi gher performance. This behavior is valid according to the
Miul ti path TCP specification [ RFC6824]. An application could used an
enhanced socket APl [ SOCKET] to behave in this way.

However, from an inplenentation point-of-view supporting different
destination ports for the same Miultipath TCP connecti on can cause
some issues. A legacy inplenmentation of a TCP stack creates a
listening socket to react upon incom ng SYN segnments. The |istening
socket is handling the SYN segnents that are sent on a specific port
nunber. Derul tipl exi ng i ncom ng segnents can thus be done solely by
| ooking at the I P addresses and the port nunbers. Wth Miltipath TCP
however, incom ng SYN segnents nmay have an MP_JO N option with a
different destination port. This neans, that all incom ng segnents
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that did not match on an existing |istening-socket or an already
est abl i shed socket nust be parsed for an eventual MP_JO N option.
This inposes an additional cost on servers, previously not existent
on | egacy TCP i npl enent ati ons.

3.6. dosing subflows
client server

MPTCP: est abli shed
Sub: established

| MPTCP: established
| Sub: established
I
I

DATA FI N

MPTCP: cl ose-wait T | close() (step 1)
Sub: established DATA ACK |

| m-mmmm - > | MPTCP: fin-wait-2

| | Sub: established

I I

| DATA FIN + subflowFIN |
close()/shutdown() | ------------------------ > | MPTCP: time-wait
(step 2) | DATA ACK | Sub: close-wait
MPTCP: cl osed | <ememmmee e [
Sub: fin-wait-2 | |

I I

[ subfl ow FI N |
MPTCP: cl osed | <--mmmmme e | subfl ow cl ose()
Sub: tine-wait | subf | ow ACK

|

(step 3) | m-mmmm - > | MPTCP: time-wait
| Sub: closed
I

Figure 5: Miltipath TCP may not be able to avoid tinme-wait state on
the subflow (indicated as Sub in the drawing), even if enforced by
the application on the client-side.

Figure 5 shows a very particular issue within Miultipath TCP. Many

hi gh- performance applications try to avoid Tinme-Wiit state by
deferring the closure of the connection until the peer has sent a
FIN. That way, the client on the |left of Figure 5 does a passive
closure of the connection, transitioning fromC ose-Wait to Last-ACK
and finally freeing the resources after reception of the ACK of the
FIN. An application running on top of a Miltipath TCP enabl ed Li nux
kernel mght also use this approach. The difference here is that the
cl ose() of the connection (Step 1 in Figure 5) only triggers the
sendi ng of a DATA FIN. Nothing guarantees that the kernel is ready
to conbine the DATA FIN with a subflow FIN.  The reception of the
DATA FIN will rake the application trigger the closure of the
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connection (step 2), trying to avoid Time-Wait state with this late
closure. This tine, the kernel m ght decide to conbi ne the DATA FIN
with a subflowFIN This decision will be fatal, as the subflow s
state machine will not transition fromC ose-Wiit to Last-Ack, but
rather go through Fin-Wait-2 into Tinme-Wait state. The Tinme-Wit
state will consume resources on the host for at least 2 MSL (Maxi mum
Segnment Lifetinme). Thus, a smart application that tries to avoid
Time-Wait state by doing |late closure of the connection actually ends
up with one of its subflows in Tine-Wait state. A high-performance
Mul ti path TCP kernel inplenentation should honor the desire of the
application to do passive closure of the connection and successfully
avoid Tinme-Wait state - even on the subfl ows.

The solution to this problemlies in an optimstic assunption that a
host doing active-closure of a Miultipath TCP connection by sending a
DATA FIN will soon also send a FIN on all its subflows. Thus, the
passi ve cl oser of the connection can sinply wait for the peer to send
exactly this FIN - enforcing passive closure even on the subfl ows.

O course, to avoid consuning resources indefinitely, a timer nust
limt the tine our inplenmentation waits for the FIN

3.7. Packet schedul ers

In a Miltipath TCP i nplenmentation, the packet scheduler is the
algorithmthat is executed when transmitting each packet to deci de on
whi ch subflow it needs to be transmtted. The packet schedul er
itself does not have any inpact on the interoperability of Miltipath
TCP inplenentations. However, it may clearly inpact the performance
of Multipath TCP sessions. The Miltipath TCP inpl enentation in the
Li nux kernel supports a pluggable architecture for the packet
schedul er [PaaschPhD]. As of this witing, tw schedul ers have been
i mpl ement ed: round-robin and lowest-rtt-first. The second schedul er
relies on the round-trip-time (rtt) neasured on each TCP subfl ow and
sends first segnments over the subflow having the | owest round-trip-
time. They are conpared in [CSW514]. The experinents and

measur enents described in [ CSW514] show that the lowest-rtt-first
schedul er appears to be the best conpronise froma performance

vi ewpoi nt. Anot her study of the packet schedulers is presented in

[ PAMS2014] . This study relies on sinulations with the Miultipath TCP
i npl ementation in the Linux kernel. They conpare the |owest-rtt-
first with the round-robin and a random schedul er. They show sone
situations where the lowest-rtt-first schedul er does not perform as
well as the other schedul ers, but there are many scenari os where the
opposite is true. |[PAMS2014] notes that "it is highly likely that
the optimal scheduling strategy depends on the characteristics of the
pat hs bei ng used."
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3.8. Segnent size selection

When an application perforns a wite/send systemcall, the kerne

al | ocates a packet buffer (sk _buff in Linux) to store the data the
application wants to send. The kernel will store at npbst one MSS
(Maxi mum Segnent Size) of data per buffer. As the MSS can differ
anongst subflows, an MPTCP inpl enentation nust select carefully the
MBS used to generate application data. The Linux kerne

i npl ement ati on had vari ous ways of selecting the MSS: m ni mum or

maxi mum anongst the different subflows. However, these heuristics of
MBS sel ection can cause significant perfornance i ssues in sone
environnment. Consider the followi ng exanple. An MPTCP connection
has two established subflows that respectively use a MsSS of 1420 and
1428 bytes. |If MPTCP selects the nmaxi mum then the application wll
generate segnents of 1428 bytes of data. An MPTCP i npl enentation
will have to split the segnment in two ( 1420-byte and 8-byte)
segnments when pushing on the subflowwith the snmallest MSS. The
latter segnent will introduce a |large overhead as for a single data
segment 2 slots will be used in the congestion wi ndow (in packets)
therefore reducing by roughly twi ce the potential throughput (in
bytes/s) of this subflow Taking the smallest MSS does not solve the
i ssue as there nmight be a case where the subflow with the snall est
MBS only sends a few packets therefore reducing the potentia

t hroughput of the other subflows.

The Linux inplenmentation recently took another approach [ Detal M5S].
Instead of selecting the mninumand maxi mum val ues, it now
dynanical |y adapts the MSS based on the contribution of all the
subflows to the connection’s throughput. For this it conputes, for
each subflow, the potential throughput achi eved by sel ecting each MsS
val ue and by taking into account the |ost space in the congestion

wi ndow. It then selects the MSS that allows to achi eve the highest
potential throughput.

G ven the preval ence of niddl eboxes that clanp the MSS, Miultipath TCP
i mpl ement ations nmust be able to efficiently support subflows with
different MSS values. The strategy described above is a possible
solution to this problem

3.9. Interactions with the Domain Nanme System

Mul ti homed clients such as snmartphones can send DNS queries over any
of their interfaces. Wen a single-honed client performs a DNS
query, it receives fromits |ocal resolver the best answer for its
request. If the client is nmultihomed, the answer in response to the
DNS query may vary with the interface over which it has been sent.
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cdnl
client -- cellular -- internet -- cdn3
e Wi e .
CdLZ

Figure 6: Sinple network topol ogy

If the client sends a DNS query over the WFi interface, the answer
will point to the cdn2 server while the same request sent over the
cellular interface will point to the cdnl server. This m ght cause
probl ens for CDN providers that |locate their servers inside ISP

net wor ks and have contracts that specify that the CDN server will
only be accessed fromwithin this particular | SP. Assune now t hat
both the client and the CDN servers support Miltipath TCP. In this
case, a Miultipath TCP session fromcdnl or cdn2 would potentially use
both the cellular network and the WFi network. Serving the client
fromcdn2 over the cellular interface could violate the contract

bet ween the CDN provider and the network operators. A simlar
probl em occurs with regular TCP if the client caches DNS replies.

For exanple the client obtains a DNS answer over the cellul ar
interface and then stops this interface and starts to use its WFi
interface. |If the client retrieves data fromcdnl over its WFi
interface, this may also violate the contract between the CDN and the
net wor k oper at or s.

A possible solution to prevent this problemwould be to nodify the
DNS resolution on the client. The client subnet EDNS extension
defined in [ RFC7871] could be used for this purpose. Wen the client
sends a DNS query fromits WFi interface, it should also send the
client subnet corresponding to the cellular interface in this
request. This would indicate to the resolver that the answer should
be valid for both the WFi and the cellular interfaces (e.g., the
cdn3 server).

3.10. Captive portals

Mul tipath TCP enabl es a host to use different interfaces to reach a
server. |In theory, this should ensure connectivity when at |east one
of the interfaces is active. |In practice however, there are sone
particul ar scenarios with captive portals that may cause operationa
probl enms. The reference environnment is shown in Figure 7
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client ----- net wor k1
I
+o--- - internet ------------- server
Figure 7: Issue with captive porta

The client is attached to two networks : networkl that provides
limted connectivity and the entire Internet through the second
network interface. In practice, this scenario corresponds to an open

WFi network with a captive portal for networkl and a cellul ar
service for the second interface. On nany smartphones, the WFi
interface is preferred over the cellular interface. |If the
smart phone |l earns a default route via both interfaces, it wll

typically prefer to use the WFi interface to send its DNS request
and create the first subflow. This is not optinmal with Miltipath
TCP. A better approach would probably be to try a few attenpts on
the WFi interface and then, upon failure of these attenpts, try to
use the second interface for the initial subflow as well.

11. Statel ess webservers

MPTCP has been designed to i
from SYN-cooki es to protect
MPTCP achi eves this by echoi

nteroperate with webservers that benefit
agai nst SYN-fl oodi ng attacks [ RFC4987].
ng the keys negotiated during the

Bonavent ur e,

MP_CAPABLE handshake in the third ACK of the 3-way handshake.
Reception of this third ACK then allows the server to reconstruct the
state specific to MPTCP

one caveat to this mechanismis the non-reliable nature of
the third ACK. Indeed, when the third ACK gets |ost, the server wll
not be able to reconstruct the MPTCP-state. MPTCP will fallback to
regular TCP in this case. This is in contrast to regular TCP. \When
the client starts sending data, the first data segnent al so includes
t he SYN- cooki e, which allows the server to reconstruct the TCP-state.
Further, this data segnent will be retransnitted by the client in
case it gets lost and thus is resilient against |oss. MTCP does not
include the keys in this data segnent and thus the server cannot
reconstruct the MPTCP state.

However

This issue m ght be considered as a minor one for MPTCP. Losing the
third ACK should only happen when packet loss is high. However, when
packet-1oss is high MPTCP provides a | ot of benefits as it can nove
traffic away fromthe lossy link. It is undesirable that MPTCP has a
hi gher chance to fall back to regular TCP in those | ossy

envi ronment s.

[I-D. paasch- npt cp- syncooki es] discusses this issue and suggests a
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nodi fi ed handshake nechani smthat ensures reliable delivery of the
MP_CAPABLE, follow ng the 3-way handshake. This nodification wll
make MPTCP reliable, even in |lossy environments when servers need to
use SYN-cookies to protect agai nst SYN-floodi ng attacks.

3.12. Loadbal anced server farns

Large-scal e server farms typically deploy thousands of servers behind
a single virtual IP (VIP). Steering traffic to these servers is done
through | ayer-4 | oad bal ancers that ensure that a TCP-flow wi ||

al ways be routed to the sane server [Presto08].

As Multipath TCP uses nmultiple different TCP subflows to steer the
traffic across the different paths, |oad bal ancers need to ensure
that all these subflows are routed to the sanme server. This inplies
that the | oad bal ancers need to track the MPTCP-rel ated state,
allowing themto parse the token in the MP_JO N and assign those
subflows to the appropriate server. However, server farns typically
depl oy several |oad balancers for reliability and capacity reasons.
As a TCP subflow m ght get routed to any of these | oad bal ancers
they woul d need to synchronize the MPTCP-rel ated state - a solution
that is not feasible at |arge scale.

The token (carried in the MP_JON) contains the infornmation

i ndi cati ng whi ch MPTCP-session the subflow belongs to. As the token
is a hash of the key, servers are not able to generate the token in
such a way that the token can provide the necessary information to
the | oad bal ancers, which would allow themto route TCP subflows to
the appropriate server. [I|-D. paasch-nptcp-Ioadbal ancer] discusses
this issue in detail and suggests two alternative MP_CAPABLE
handshakes to overcone these.
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4. | ANA Consi derations

There are no | ANA considerations in this informational docunent.
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5.

Security Considerations

This informational docunment di scusses use-cases and operationa
experience with Multipath TCP. An extensive anal ysis of the

remai ning security issues in the Miltipath TCP specification has been
published in [ RFC7430], together with suggestions for possible
sol uti ons.

Froma security viewpoint, it is inportant to note that Miltipath
TCP, like other multipath solutions such as SCTP, has the ability to
send packets belonging to a single connection over different paths.
This design feature of Miultipath TCP inplies that m ddl eboxes that
have been depl oyed on-path assunming that they would observe all the
packets exchanged for a given connection in both directions may not
function correctly anynore. A typical exanple are firewalls, IDS or
DPl s deployed in enterprise networks. Those devices expect to
observe all the packets fromall TCP connections. Wth Miltipath
TCP, those m ddl eboxes nmay not observe anynore all packets since sone
of themmay follow a different path. The two exanpl es bel ow
illustrate typical deploynents of such niddl eboxes. The first
exanple, Figure 8 shows a Miltipath TCP enabl ed smartphone attached
to both an enterprise and a cellular network. [If a Miltipath TCP
connection is established by the smartphone towards a server, sone of
t he packets sent by the snmartphone or the server nmay be transnitted
over the cellular network and thus be invisible for the enterprise

m ddl ebox.

smart phone +----- entreprise net --- MBOX----+------ server

+o---- cellular net ------------- +

Figure 8: Enterprise Mddl ebox may not observe all packets from
nmul ti honed host

The second exanple, Figure 9, shows a possible issue when nultiple

m ddl eboxes are depl oyed inside a network. For sinplicity, we assune
that networkl is the default |IPv4 path while network2 is the default

I Pv6 path. A sinmilar issue could occur with per-flow | oad bal anci ng
such as ECMP [ RFC2992]. Wth regular TCP, all packets from each
connection woul d either pass through Miox1l or Mox2. Wth Miltipath
TCP, the client can easily establish a subfl ow over networkl and

anot her over network2 and each mi ddl ebox woul d only observe a part of
the traffic of the end-to-end Multipath TCP connection
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client ----R- networkl --- MBoxl ----- Ro-----mme--- server

+-- network2 --- MBOX2 ----- +

Figure 9: Interactions between | oad bal anci ng and security
M ddl eboxes

In these two cases, it is possible for an attacker to evade sone
security neasures operating on the TCP byte stream and inpl enented on
the m ddl eboxes by controlling the bytes that are actually sent over
each subflow and there are tools that ease those kinds of evasion
[PZ15] [PT14]. This is not a security issue for Miltipath TCP itself
since Multipath TCP behaves correctly. However, this denonstrates
the difficulty of enforcing security policies by relying only on on-
pat h m ddl eboxes instead of enforcing themdirectly on the endpoints.
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1. Introduction

Multipath TCP (MPTCP) is a set of extensions to regular TCP [RFC0793]
to provide a Multipath TCP [RFC6182] service, which enables a
transport connection to operate across multiple paths simultaneously.
This document presents the protocol changes required to add multipath
capability to TCP; specifically, those for signaling and setting up
multiple paths ("subflows"), managing these subflows, reassembly of
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data, and termination of sessions. This is not the only information
required to create a Multipath TCP implementation, however. This
document is complemented by three others:

o Architecture [RFC6182], which explains the motivations behind
Multipath TCP, contains a discussion of high-level design
decisions on which this design is based, and an explanation of a
functional separation through which an extensible MPTCP
implementation can be developed.

o Congestion control [RFC6356] presents a safe congestion control
algorithm for coupling the behavior of the multiple paths in order
to "do no harm" to other network users.

o Application considerations [RFC6897] discusses what impact MPTCP
will have on applications, what applications will want to do with
MPTCP, and as a consequence of these factors, what API extensions
an MPTCP implementation should present.

This document is an update to, and obsoletes, the v0 specification of
Multipath TCP (RFC6824). This document specifies MPTCP vl, which is
not backward compatible with MPTCP v0. This document additionally
defines version negotiation procedures for implementations that
support both versions.

1.1. Design Assumptions

In order to limit the potentially huge design space, the mptcp
working group imposed two key constraints on the Multipath TCP design
presented in this document:

o It must be backwards-compatible with current, regular TCP, to
increase its chances of deployment.

o It can be assumed that one or both hosts are multihomed and
multiaddressed.

To simplify the design, we assume that the presence of multiple
addresses at a host is sufficient to indicate the existence of
multiple paths. These paths need not be entirely disjoint: they may
share one or many routers between them. Even in such a situation,
making use of multiple paths is beneficial, improving resource
utilization and resilience to a subset of node failures. The
congestion control algorithms defined in [RFC6356] ensure this does
not act detrimentally. Furthermore, there may be some scenarios
where different TCP ports on a single host can provide disjoint paths
(such as through certain Equal-Cost Multipath (ECMP) implementations
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[RFC2992]), and so the MPTCP design also supports the use of ports in
path identifiers.

There are three aspects to the backwards-compatibility listed above
(discussed in more detail in [RFC6182]):

External Constraints: The protocol must function through the vast
majority of existing middleboxes such as NATs, firewalls, and
proxies, and as such must resemble existing TCP as far as possible
on the wire. Furthermore, the protocol must not assume the
segments it sends on the wire arrive unmodified at the
destination: they may be split or coalesced; TCP options may be
removed or duplicated.

Application Constraints: The protocol must be usable with no change
to existing applications that use the common TCP API (although it
is reasonable that not all features would be available to such
legacy applications). Furthermore, the protocol must provide the
same service model as regular TCP to the application.

Fallback: The protocol should be able to fall back to standard TCP
with no interference from the user, to be able to communicate with
legacy hosts.

The complementary application considerations document [RFC6897]
discusses the necessary features of an API to provide backwards-—
compatibility, as well as API extensions to convey the behavior of
MPTCP at a level of control and information equivalent to that
available with regular, single-path TCP.

Further discussion of the design constraints and associated design
decisions are given in the MPTCP Architecture document [RFC6182] and
in [howhard].

1.2. Multipath TCP in the Networking Stack

MPTCP operates at the transport layer and aims to be transparent to
both higher and lower layers. It is a set of additional features on
top of standard TCP; Figure 1 illustrates this layering. MPTCP is
designed to be usable by legacy applications with no changes;
detailed discussion of its interactions with applications is given in
[REFC6897] .
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Figure 1l: Comparison of Standard TCP and MPTCP Protocol Stacks
1.3. Terminology

This document makes use of a number of terms that are either MPTCP-
specific or have defined meaning in the context of MPTCP, as follows:

Path: A sequence of links between a sender and a receiver, defined
in this context by a 4-tuple of source and destination address/
port pairs.

Subflow: A flow of TCP segments operating over an individual path,
which forms part of a larger MPTCP connection. A subflow is
started and terminated similar to a regular TCP connection.

(MPTCP) Connection: A set of one or more subflows, over which an
application can communicate between two hosts. There is a one-to-
one mapping between a connection and an application socket.

Data-level: The payload data is nominally transferred over a
connection, which in turn is transported over subflows. Thus, the
term "data-level" is synonymous with "connection level", in
contrast to "subflow-level", which refers to properties of an
individual subflow.

Token: A locally unique identifier given to a multipath connection
by a host. May also be referred to as a "Connection ID".

Host: An end host operating an MPTCP implementation, and either
initiating or accepting an MPTCP connection.

In addition to these terms, note that MPTCP’s interpretation of, and

effect on, regular single-path TCP semantics are discussed in
Section 4.
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1.4.

MPTCP Concept

This section provides a high-level summary of normal operation of
MPTCP, and is illustrated by the scenario shown in Figure 2. A
detailed description of operation is given in Section 3.

O

Ford,

To a non-MPTCP-aware application, MPTCP will behave the same as
normal TCP. Extended APIs could provide additional control to
MPTCP-aware applications [RFC6897]. An application begins by
opening a TCP socket in the normal way. MPTCP signaling and
operation are handled by the MPTCP implementation.

An MPTCP connection begins similarly to a regular TCP connection.
This is illustrated in Figure 2 where an MPTCP connection is
established between addresses Al and Bl on Hosts A and B,
respectively.

If extra paths are available, additional TCP sessions (termed
MPTCP "subflows") are created on these paths, and are combined
with the existing session, which continues to appear as a single
connection to the applications at both ends. The creation of the
additional TCP session is illustrated between Address A2 on Host A
and Address Bl on Host B.

MPTCP identifies multiple paths by the presence of multiple
addresses at hosts. Combinations of these multiple addresses
equate to the additional paths. In the example, other potential
paths that could be set up are Al<->B2 and A2<->B2. Although this
additional session is shown as being initiated from A2, it could
equally have been initiated from Bl or B2.

The discovery and setup of additional subflows will be achieved
through a path management method; this document describes a
mechanism by which a host can initiate new subflows by using its
own additional addresses, or by signaling its available addresses
to the other host.

MPTCP adds connection-level sequence numbers to allow the
reassembly of segments arriving on multiple subflows with
differing network delays.

Subflows are terminated as regular TCP connections, with a four-

way FIN handshake. The MPTCP connection is terminated by a
connection-level FIN.
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Figure 2: Example MPTCP Usage Scenario
1.5. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here.

2. Operation Overview

This section presents a single description of common MPTCP operation,
with reference to the protocol operation. This is a high-level
overview of the key functions; the full specification follows in
Section 3. Extensibility and negotiated features are not discussed
here. Considerable reference is made to symbolic names of MPTCP
options throughout this section —-- these are subtypes of the IANA-
assigned MPTCP option (see Section 8), and their formats are defined
in the detailed protocol specification that follows in Section 3.

A Multipath TCP connection provides a bidirectional bytestream
between two hosts communicating like normal TCP and, thus, does not
require any change to the applications. However, Multipath TCP
enables the hosts to use different paths with different IP addresses
to exchange packets belonging to the MPTCP connection. A Multipath
TCP connection appears like a normal TCP connection to an
application. However, to the network layer, each MPTCP subflow looks
like a regular TCP flow whose segments carry a new TCP option type.
Multipath TCP manages the creation, removal, and utilization of these
subflows to send data. The number of subflows that are managed
within a Multipath TCP connection is not fixed and it can fluctuate
during the lifetime of the Multipath TCP connection.

Ford, et al. Expires December 10, 2019 [Page 8]



Internet-Draft Multipath TCP June 2019

All MPTCP operations are signaled with a TCP option —-- a single
numerical type for MPTCP, with "sub-types" for each MPTCP message.
What follows is a summary of the purpose and rationale of these
messages.

2.1. Initiating an MPTCP Connection

This is the same signaling as for initiating a normal TCP connection,
but the SYN, SYN/ACK, and initial ACK (and data) packets also carry
the MP_CAPABLE option. This option has a variable length and serves
multiple purposes. Firstly, it verifies whether the remote host
supports Multipath TCP; secondly, this option allows the hosts to
exchange some information to authenticate the establishment of

additional subflows. Further details are given in Section 3.1.
Host A Host B
MP_CAPABLE ->
[flags]
<- MP_CAPABLE

[B'"s key, flags]
ACK + MP_CAPABLE (+ data) ->
[A"s key, B’'s key, flags, (data-level details)]

Retransmission of the ACK + MP_CAPABLE can occur if it is not known

if it has been received. The following diagrams show all possible
exchanges for the initial subflow setup to ensure this reliability.
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Host A (with data to send immediately) Host B

MP_CAPABLE ->
[flags]
<-— MP_CAPABLE
[B"s key, flags]
ACK + MP_CAPABLE + data ->

[A’s key, B’'s key, flags, data-level details]

Host A (with data to send later) Host B
MP__CAPABLE ->
[flags]

<- MP_CAPABLE

[B"s key, flags]
ACK + MP_CAPABLE ->
[A"s key, B’'s key, flags]

ACK + MP_CAPABLE + data —->
[A’"s key, B’s key, flags, data-level details]

Host A Host B (sending first)
MP_CAPABLE —->
[flags]

<- MP_CAPABLE

[B"s key, flags]
ACK + MP_CAPABLE ->
[A"s key, B’'s key, flags]

<- ACK + DSS + data
[data—-level details]

2.2. Associating a New Subflow with an Existing MPTCP Connection

The exchange of keys in the MP_CAPABLE handshake provides material
that can be used to authenticate the endpoints when new subflows will
be set up. Additional subflows begin in the same way as initiating a
normal TCP connection, but the SYN, SYN/ACK, and ACK packets also
carry the MP_JOIN option.

Host A initiates a new subflow between one of its addresses and one
of Host B’s addresses. The token —-- generated from the key —-- is
used to identify which MPTCP connection it is joining, and the HMAC
is used for authentication. The Hash-based Message Authentication
Code (HMAC) uses the keys exchanged in the MP_CAPABLE handshake, and
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the random numbers (nonces) exchanged in these MP_JOIN options.
MP_JOIN also contains flags and an Address ID that can be used to
refer to the source address without the sender needing to know if it
has been changed by a NAT. Further details are in Section 3.2.

MP_JOIN ->
[B’s token, A’s nonce,
A’s Address ID, flags]
<- MP_JOIN
[B’s HMAC, B’s nonce,
B’s Address ID, flags]
ACK + MP_JOIN ->
[A" s HMAC]

<- ACK
Informing the Other Host about Another Potential Address

The set of IP addresses associated to a multihomed host may change
during the lifetime of an MPTCP connection. MPTCP supports the
addition and removal of addresses on a host both implicitly and
explicitly. If Host A has established a subflow starting at address/
port pair IP#-Al and wants to open a second subflow starting at
address/port pair IP#-A2, it simply initiates the establishment of
the subflow as explained above. The remote host will then be
implicitly informed about the new address.

In some circumstances, a host may want to advertise to the remote
host the availability of an address without establishing a new

subflow, for example, when a NAT prevents setup in one direction. 1In
the example below, Host A informs Host B about its alternative IP
address/port pair (IP#-A2). Host B may later send an MP_JOIN to this

new address. The ADD_ADDR option contains a HMAC to authenticate the
address as having been sent from the originator of the connection.
The receiver of this option echoes it back to the client to indicate
successful receipt. Further details are in Section 3.4.1.
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ADD_ADDR ->
[Echo-flag=0,

IP#-A2,

IP#-A2’s Address ID,

HMAC of IP#-A2]

<- ADD_ADDR
[Echo-flag=1,
IP#-A2,
IP#-A2’s Address ID,
HMAC of IP#-A2]

There is a corresponding signal for address removal, making use of
the Address ID that is signaled in the add address handshake.
Further details in Section 3.4.2.

REMOVE_ADDR —>
[IP#-A2’s Address ID]

2.4. Data Transfer Using MPTCP

To ensure reliable, in-order delivery of data over subflows that may
appear and disappear at any time, MPTCP uses a 64-bit data sequence
number (DSN) to number all data sent over the MPTCP connection. Each
subflow has its own 32-bit sequence number space, utilising the
regular TCP sequence number header, and an MPTCP option maps the
subflow sequence space to the data sequence space. In this way, data
can be retransmitted on different subflows (mapped to the same DSN)
in the event of failure.

The Data Sequence Signal (DSS) carries the Data Sequence Mapping.
The Data Sequence Mapping consists of the subflow sequence number,
data sequence number, and length for which this mapping is wvalid.
This option can also carry a connection-level acknowledgment (the
"Data ACK") for the received DSN.

With MPTCP, all subflows share the same receive buffer and advertise
the same receive window. There are two levels of acknowledgment in
MPTCP. Regular TCP acknowledgments are used on each subflow to
acknowledge the reception of the segments sent over the subflow
independently of their DSN. 1In addition, there are connection-level
acknowledgments for the data sequence space. These acknowledgments
track the advancement of the bytestream and slide the receiving
window.
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Further details are in Section 3.3.

DSS —>
[Data Sequence Mapping]
[Data ACK]

[Checksum]

2.5. Requesting a Change in a Path’s Priority

Hosts can indicate at initial subflow setup whether they wish the
subflow to be used as a regular or backup path -- a backup path only
being used if there are no regular paths available. During a
connection, Host A can request a change in the priority of a subflow
through the MP_PRIO signal to Host B. Further details are in
Section 3.3.8.

MP_PRIO ->
2.6. Closing an MPTCP Connection

When a host wants to close an existing subflow, but not the whole
connection, it can initiate a regular TCP FIN/ACK exchange.

When Host A wants to inform Host B that it has no more data to send,
it signals this "Data FIN" as part of the Data Sequence Signal (see
above). It has the same semantics and behavior as a regular TCP FIN,
but at the connection level. Once all the data on the MPTCP
connection has been successfully received, then this message is
acknowledged at the connection level with a Data ACK. Further
details are in Section 3.3.3.

Host A Host B
DSS —>
[Data FIN]
<- DSS
[Data ACK]

There is an additional method of connection closure, referred to as
"Fast Close", which is analogous to closing a single-path TCP
connection with a RST signal. The MP_FASTCLOSE signal is used to
indicate to the peer that the connection will be abruptly closed and
no data will be accepted anymore. This can be used on an ACK
(ensuring reliability of the signal), or a RST (which is not). Both
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examples are shown in the following diagrams. Further details are in
Section 3.5.

It

ACK + MP_FASTCLOSE ->
[B"s keyl

[RST on all other subflows] -—>

<- [RST on all subflows]
Host A Host B
RST + MP_FASTCLOSE —>
[B"s key] [on all subflows]

<- [RST on all subflows]

Notable Features

is worth highlighting that MPTCP’s signaling has been designed

with several key requirements in mind:

O

Ford,

To cope with NATs on the path, addresses are referred to by
Address IDs, in case the IP packet’s source address gets changed
by a NAT. Setting up a new TCP flow is not possible if the
receiver of the SYN is behind a NAT; to allow subflows to be
created when either end is behind a NAT, MPTCP uses the ADD_ADDR

message.

MPTCP falls back to ordinary TCP if MPTCP operation is not
possible, for example, if one host is not MPTCP capable or if a
middlebox alters the payload. This is discussed in Section 3.7.

To address the threats identified in [RFC6181], the following
steps are taken: keys are sent in the clear in the MP_CAPABLE
messages; MP_JOIN messages are secured with HMAC-SHA256
([RFC2104], [RFC6234]) using those keys; and standard TCP validity
checks are made on the other messages (ensuring sequence numbers
are in-window [RFC5961]). Residual threats to MPTCP v0 were
identified in [RFC7430], and those affecting the protocol (i.e.
modification to ADD_ADDR) have been incorporated in this document.
Further discussion of security can be found in Section 5.
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3.

MPTCP Protocol

This section describes the operation of the MPTCP protocol, and is
subdivided into sections for each key part of the protocol operation.

All MPTCP operations are signaled using optional TCP header fields.
A single TCP option number ("Kind") has been assigned by IANA for
MPTCP (see Section 8), and then individual messages will be
determined by a "subtype", the values of which are also stored in an
IANA registry (and are also listed in Section 8). As with all TCP
options, the Length field is specified in bytes, and includes the 2
bytes of Kind and Length.

Throughout this document, when reference is made to an MPTCP option
by symbolic name, such as "MP_CAPABLE", this refers to a TCP option
with the single MPTCP option type, and with the subtype value of the
symbolic name as defined in Section 8. This subtype is a 4-bit field
—— the first 4 bits of the option payload, as shown in Figure 3. The
MPTCP messages are defined in the following sections.

1 2 3
012345678901 234567890123456718901
o o SR O +

| Kind | Length | subtype |

| Subtype-specific data
| (variable length)

Figure 3: MPTCP Option Format

Those MPTCP options associated with subflow initiation are used on
packets with the SYN flag set. Additionally, there is one MPTCP
option for signaling metadata to ensure segmented data can be
recombined for delivery to the application.

The remaining options, however, are signals that do not need to be on
a specific packet, such as those for signaling additional addresses.
Whilst an implementation may desire to send MPTCP options as soon as
possible, it may not be possible to combine all desired options (both
those for MPTCP and for regular TCP, such as SACK (selective
acknowledgment) [RFC2018]) on a single packet. Therefore, an
implementation may choose to send duplicate ACKs containing the
additional signaling information. This changes the semantics of a
duplicate ACK; these are usually only sent as a signal of a lost
segment [RFC5681] in regular TCP. Therefore, an MPTCP implementation
receiving a duplicate ACK that contains an MPTCP option MUST NOT
treat it as a signal of congestion. Additionally, an MPTCP
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implementation SHOULD NOT send more than two duplicate ACKs in a row
for the purposes of sending MPTCP options alone, in order to ensure
no middleboxes misinterpret this as a sign of congestion.

Furthermore, standard TCP validity checks (such as ensuring the
sequence number and acknowledgment number are within window) MUST be
undertaken before processing any MPTCP signals, as described in
[REC5961], and initial subflow sequence numbers SHOULD be generated
according to the recommendations in [RFC6528].

3.1. Connection Initiation

Connection initiation begins with a SYN, SYN/ACK, ACK exchange on a
single path. Each packet contains the Multipath Capable (MP_CAPABLE)

MPTCP option (Figure 4). This option declares its sender is capable
of performing Multipath TCP and wishes to do so on this particular
connection.

The MP_CAPABLE exchange in this specification (vl) is different to
that specified in vO0. If a host supports multiple versions of MPTCP,
the sender of the MP_CAPABLE option SHOULD signal the highest version
number it supports. In return, in its MP_CAPABLE option, the
receiver will signal the version number it wishes to use, which MUST
be equal to or lower than the version number indicated in the initial
MP_CAPABLE. There is a caveat though with respect to this version
negotiation with old listeners that only support vO. A listener that
supports v0 expects that the MP_CAPABLE option in the SYN-segment
includes the initiator’s key. If the initiator however already
upgraded to vl, it won’t include the key in the SYN-segment. Thus,
the listener will ignore the MP_CAPABLE of this SYN-segment and reply
with a SYN/ACK that does not include an MP_CAPABLE. The initiator
MAY choose to immediately fall back to TCP or MAY choose to attempt a
connection using MPTCP v0 (if the initiator supports v0), in order to
discover whether the listener supports the earlier version of MPTCP.
In general a MPTCP v0 connection is likely to be preferred to a TCP
one, however in a particular deployment scenario it may be known that
the listener is unlikely to support MPTCPv0 and so the initiator may
prefer not to attempt a vO0 connection. An initiator MAY cache
information for a peer about what version of MPTCP it supports if
any, and use this information for future connection attempts.

The MP_CAPABLE option is variable-length, with different fields

included depending on which packet the option is used on. The full
MP_CAPABLE option is shown in Figure 4.
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1 2 3
0123456789 01234567890123456789¢01
o o o o o +
| Kind | Length | subtype |Version|A|B|C|D|E|F|G]|H]|
o —— o —— o o o —— +

Option Sender’s Key (64 bits)
(if option Length > 4)

Option Receiver’s Key (64 bits)
(1f option Length > 12)

e e +
Data-Level Length (16 bits) | Checksum (16 bits, optional) |
F—————————— F—————————— +

Figure 4: Multipath Capable (MP_CAPABLE) Option

The MP_CAPABLE option is carried on the SYN, SYN/ACK, and ACK packets
that start the first subflow of an MPTCP connection, as well as the
first packet that carries data, if the initiator wishes to send
first. The data carried by each option is as follows, where A =
initiator and B = listener.

o SYN (A->B): only the first four octets (Length = 4).
o SYN/ACK (B->A): B’s Key for this connection (Length = 12).
o ACK (no data) (A->B): A’s Key followed by B’s Key (Length = 20).

o ACK (with first data) (A->B): A’s Key followed by B’s Key followed
by Data-Level Length, and optional Checksum (Length = 22 or 24).

The contents of the option is determined by the SYN and ACK flags of
the packet, along with the option’s length field. For the diagram
shown in Figure 4, "sender" and "receiver" refer to the sender or
receiver of the TCP packet (which can be either host).

The initial SYN, containing just the MP_CAPABLE header, is used to
define the version of MPTCP being requested, as well as exchanging
flags to negotiate connection features, described later.

This option is used to declare the 64-bit keys that the end hosts
have generated for this MPTCP connection. These keys are used to
authenticate the addition of future subflows to this connection.

This is the only time the key will be sent in clear on the wire
(unless "fast close", Section 3.5, is used); all future subflows will
identify the connection using a 32-bit "token". This token is a
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cryptographic hash of this key. The algorithm for this process is
dependent on the authentication algorithm selected; the method of
selection is defined later in this section.

Upon reception of the initial SYN-segment, a stateful server
generates a random key and replies with a SYN/ACK. The key’s method
of generation is implementation specific. The key MUST be hard to
guess, and it MUST be unique for the sending host across all its
current MPTCP connections. Recommendations for generating random
numbers for use in keys are given in [RFC4086]. Connections will be
indexed at each host by the token (a one-way hash of the key).
Therefore, an implementation will require a mapping from each token
to the corresponding connection, and in turn to the keys for the
connection.

There is a risk that two different keys will hash to the same token.
The risk of hash collisions is usually small, unless the host is
handling many tens of thousands of connections. Therefore, an
implementation SHOULD check its list of connection tokens to ensure
there is no collision before sending its key, and if there is, then
it should generate a new key. This would, however, be costly for a
server with thousands of connections. The subflow handshake
mechanism (Section 3.2) will ensure that new subflows only join the
correct connection, however, through the cryptographic handshake, as
well as checking the connection tokens in both directions, and
ensuring sequence numbers are in-window. So in the worst case if
there was a token collision, the new subflow would not succeed, but
the MPTCP connection would continue to provide a regular TCP service.

Since key generation is implementation-specific, there is no
requirement that they be simply random numbers. An implementation is
free to exchange cryptographic material out-of-band and generate
these keys from this, in order to provide additional mechanisms by
which to verify the identity of the communicating entities. For
example, an implementation could choose to link its MPTCP keys to
those used in higher-layer TLS or SSH connections.

If the server behaves in a stateless manner, it has to generate its
own key in a verifiable fashion. This verifiable way of generating
the key can be done by using a hash of the 4-tuple, sequence number
and a local secret (similar to what is done for the TCP-sequence
number [RFC4987]). It will thus be able to verify whether it is
indeed the originator of the key echoed back in the later MP_CAPABRLE
option. As for a stateful server, the tokens SHOULD be checked for
uniqueness, however i1f uniqueness is not met, and there is no way to
generate an alternative verifiable key, then the connection MUST fall
back to using regular TCP by not sending a MP_CAPABLE in the SYN/ACK.

Ford, et al. Expires December 10, 2019 [Page 18]



Internet-Draft Multipath TCP June 2019

The ACK carries both A’s key and B’s key. This is the first time
that A’s key is seen on the wire, although it is expected that A will
have generated a key locally before the initial SYN. The echoing of
B’s key allows B to operate statelessly, as described above.
Therefore, A’s key must be delivered reliably to B, and in order to
do this, the transmission of this packet must be made reliable.

If B has data to send first, then the reliable delivery of the
ACK+MP_CAPABLE can be inferred by the receipt of this data with a
MPTCP Data Sequence Signal (DSS) option (Section 3.3). I1f, however,
A wishes to send data first, it has two options to ensure the
reliable delivery of the ACK+MP_CAPABLE. If it immediately has data
to send, then the third ACK (with data) would also contain an
MP_CAPABLE option with additional data parameters (the Data-Level
Length and optional Checksum as shown in Figure 4). If A does not
immediately have data to send, it MUST include the MP_CAPABLE on the
third ACK, but without the additional data parameters. When A does
have data to send, it must repeat the sending of the MP_CAPABLE
option from the third ACK, with additional data parameters. This
MP_CAPABLE option is in place of the DSS, and simply specifies the
data-level length of the payload, and the checksum (if the use of
checksums is negotiated). This is the minimal data required to
establish a MPTCP connection - it allows validation of the payload,
and given it is the first data, the Initial Data Sequence Number
(IDSN) is also known (as it is generated from the key, as described
below). Conveying the keys on the first data packet allows the TCP
reliability mechanisms to ensure the packet is successfully
delivered. The receiver will acknowledge this data at the connection
level with a Data ACK, as if a DSS option has been received.

There could be situations where both A and B attempt to transmit
initial data at the same time. For example, if A did not initially
have data to send, but then needed to transmit data before it had
received anything from B, it would use a MP_CAPABLE option with data
parameters (since it would not know if the MP_CAPABLE on the ACK was
received). In such a situation, B may also have transmitted data
with a DSS option, but it had not yet been received at A. Therefore,
B has received data with a MP_CAPABLE mapping after it has sent data
with a DSS option. To ensure these situations can be handled, it
follows that the data parameters in a MP_CAPABLE are semantically
equivalent to those in a DSS option and can be used interchangeably.
Similar situations could occur when the MP_CAPABLE with data is lost
and retransmitted. Furthermore, in the case of TCP Segmentation
Offloading, the MP_CAPABLE with data parameters may be duplicated
across multiple packets, and implementations must also be able to
cope with duplicate MP_CAPABLE mappings as well as duplicate DSS
mappings.
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Additionally, the MP_CAPABLE exchange allows the safe passage of
MPTCP options on SYN packets to be determined. If any of these
options are dropped, MPTCP will gracefully fall back to regular
single-path TCP, as documented in Section 3.7. If at any point in
the handshake either party thinks the MPTCP negotiation is
compromised, for example by a middlebox corrupting the TCP options,
or unexpected ACK numbers being present, the host MUST stop using
MPTCP and no longer include MPTCP options in future TCP packets. The
other host will then also fall back to regular TCP using the fall
back mechanism. Note that new subflows MUST NOT be established
(using the process documented in Section 3.2) until a Data Sequence
Signal (DSS) option has been successfully received across the path
(as documented in Section 3.3).

Like all MPTCP options, the MP_CAPABLE option starts with the Kind
and Length to specify the TCP-option kind and its length. Followed
by that is the MP_CAPABLE option. The first 4 bits of the first
octet in the MP_CAPABLE option (Figure 4) define the MPTCP option
subtype (see Section 8; for MP_CAPABLE, this is 0x0), and the
remaining 4 bits of this octet specify the MPTCP version in use (for
this specification, this is 1).

The second octet is reserved for flags, allocated as follows:

A: The leftmost bit, labeled "A", SHOULD be set to 1 to indicate
"Checksum Required", unless the system administrator has decided
that checksums are not required (for example, if the environment
is controlled and no middleboxes exist that might adjust the
payload) .

B: The second bit, labeled "B", is an extensibility flag, and MUST be
set to 0 for current implementations. This will be used for an
extensibility mechanism in a future specification, and the impact
of this flag will be defined at a later date. It is expected, but
not mandated, that this flag would be used as part of an
alternative security mechanism that does not require a full
version upgrade of the protocol, but does require redefining some
elements of the handshake. 1If receiving a message with the ’B’
flag set to 1, and this is not understood, then the MP_CAPABLE in
this SYN MUST be silently ignored, which triggers a fallback to
regular TCP; the sender is expected to retry with a format
compatible with this legacy specification. Note that the length
of the MP_CAPABLE option, and the meanings of bits "D" through
"H", may be altered by setting B=1.

C: The third bit, labeled "C", is set to "1" to indicate that the

sender of this option will not accept additional MPTCP subflows to
the source address and port, and therefore the receiver MUST NOT
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try to open any additional subflows towards this address and port.
This is an efficiency improvement for situations where the sender
knows a restriction is in place, for example if the sender is
behind a strict NAT, or operating behind a legacy Layer 4 load
balancer.

D through H: The remaining bits, labeled "D" through "H", are used

for crypto algorithm negotiation. In this specification only the
rightmost bit, labeled "H", is assigned. Bit "H" indicates the
use of HMAC-SHA256 (as defined in Section 3.2). An implementation

that only supports this method MUST set bit "H" to 1, and bits "D"
through "G" to 0.

A crypto algorithm MUST be specified. TIf flag bits D through H are
all 0, the MP_CAPABLE option MUST be treated as invalid and ignored
(that is, it must be treated as a regular TCP handshake).

The selection of the authentication algorithm also impacts the
algorithm used to generate the token and the Initial Data Sequence
Number (IDSN). In this specification, with only the SHA-256
algorithm (bit "H") specified and selected, the token MUST be a
truncated (most significant 32 bits) SHA-256 hash ([RFC6234]) of the
key. A different, 64-bit truncation (the least significant 64 bits)
of the SHA-256 hash of the key MUST be used as the IDSN. Note that
the key MUST be hashed in network byte order. Also note that the
"least significant" bits MUST be the rightmost bits of the SHA-256
digest, as per [RFC6234]. Future specifications of the use of the
crypto bits may choose to specify different algorithms for token and
IDSN generation.

Both the crypto and checksum bits negotiate capabilities in similar
ways. For the Checksum Required bit (labeled "A"), if either host
requires the use of checksums, checksums MUST be used. In other
words, the only way for checksums not to be used is if both hosts in
their SYNs set A=0. This decision is confirmed by the setting of the
"A" bit in the third packet (the ACK) of the handshake. For example,
if the initiator sets A=0 in the SYN, but the responder sets A=1 in
the SYN/ACK, checksums MUST be used in both directions, and the
initiator will set A=1 in the ACK. The decision whether to use
checksums will be stored by an implementation in a per-connection
binary state variable. If A=1 is received by a host that does not
want to use checksums, it MUST fall back to regular TCP by ignoring
the MP_CAPABLE option as if it was invalid.

For crypto negotiation, the responder has the choice. The initiator
creates a proposal setting a bit for each algorithm it supports to 1
(in this version of the specification, there is only one proposal, so
bit "H" will be always set to 1). The responder responds with only 1
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bit set —-- this is the chosen algorithm. The rationale for this
behavior is that the responder will typically be a server with
potentially many thousands of connections, so it may wish to choose
an algorithm with minimal computational complexity, depending on the
load. 1If a responder does not support (or does not want to support)
any of the initiator’s proposals, it MUST respond without an
MP_CAPABLE option, thus forcing a fallback to regular TCP.

The MP_CAPABLE option is only used in the first subflow of a
connection, in order to identify the connection; all following
subflows will use the "Join" option (see Section 3.2) to join the
existing connection.

If a SYN contains an MP_CAPABLE option but the SYN/ACK does not, it
is assumed that sender of the SYN/ACK is not multipath capable; thus,
the MPTCP session MUST operate as a regular, single-path TCP. If a
SYN does not contain a MP_CAPABLE option, the SYN/ACK MUST NOT
contain one in response. If the third packet (the ACK) does not
contain the MP_CAPABLE option, then the session MUST fall back to
operating as a regular, single-path TCP. This is to maintain
compatibility with middleboxes on the path that drop some or all TCP
options. Note that an implementation MAY choose to attempt sending
MPTCP options more than one time before making this decision to
operate as regular TCP (see Section 3.9).

If the SYN packets are unacknowledged, it is up to local policy to
decide how to respond. It is expected that a sender will eventually
fall back to single-path TCP (i.e., without the MP_CAPABLE option) in
order to work around middleboxes that may drop packets with unknown
options; however, the number of multipath-capable attempts that are
made first will be up to local policy. It is possible that MPTCP and
non-MPTCP SYNs could get reordered in the network. Therefore, the
final state is inferred from the presence or absence of the
MP_CAPABLE option in the third packet of the TCP handshake. If this
option is not present, the connection SHOULD fall back to regular
TCP, as documented in Section 3.7.

The initial data sequence number on an MPTCP connection is generated
from the key. The algorithm for IDSN generation is also determined
from the negotiated authentication algorithm. In this specification,
with only the SHA-256 algorithm specified and selected, the IDSN of a
host MUST be the least significant 64 bits of the SHA-256 hash of its
key, i.e., IDSN-A = Hash(Key-A) and IDSN-B = Hash(Key-B). This
deterministic generation of the IDSN allows a receiver to ensure that
there are no gaps in sequence space at the start of the connection.
The SYN with MP_CAPABLE occupies the first octet of data sequence
space, although this does not need to be acknowledged at the
connection level until the first data is sent (see Section 3.3).
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3.2. Starting a New Subflow

Once an MPTCP connection has begun with the MP_CAPABLE exchange,
further subflows can be added to the connection. Hosts have
knowledge of their own address(es), and can become aware of the other
host’s addresses through signaling exchanges as described in

Section 3.4. Using this knowledge, a host can initiate a new subflow
over a currently unused pair of addresses. It is permitted for
either host in a connection to initiate the creation of a new
subflow, but it is expected that this will normally be the original
connection initiator (see Section 3.9 for heuristics).

A new subflow is started as a normal TCP SYN/ACK exchange. The Join
Connection (MP_JOIN) MPTCP option is used to identify the connection
to be joined by the new subflow. It uses keying material that was
exchanged in the initial MP_CAPABLE handshake (Section 3.1), and that
handshake also negotiates the crypto algorithm in use for the MP_JOIN
handshake.

This section specifies the behavior of MP_JOIN using the HMAC-SHA256
algorithm. An MP_JOIN option is present in the SYN, SYN/ACK, and ACK
of the three-way handshake, although in each case with a different
format.

In the first MP_JOIN on the SYN packet, illustrated in Figure 5, the
initiator sends a token, random number, and address ID.

The token is used to identify the MPTCP connection and is a
cryptographic hash of the receiver’s key, as exchanged in the initial
MP_CAPABLE handshake (Section 3.1). 1In this specification, the
tokens presented in this option are generated by the SHA-256
[RFC6234] algorithm, truncated to the most significant 32 bits. The
token included in the MP_JOIN option is the token that the receiver
of the packet uses to identify this connection; i.e., Host A will
send Token-B (which is generated from Key-B). Note that the hash
generation algorithm can be overridden by the choice of cryptographic
handshake algorithm, as defined in Section 3.1.

The MP_JOIN SYN sends not only the token (which is static for a

connection) but also random numbers (nonces) that are used to prevent
replay attacks on the authentication method. Recommendations for the
generation of random numbers for this purpose are given in [RFC4086].

The MP_JOIN option includes an "Address ID". This is an identifier
generated by the sender of the option, used to identify the source
address of this packet, even if the IP header has been changed in
transit by a middlebox. The numeric value of this field is generated
by the sender and must map uniquely to a source IP address for the
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sending host. The Address ID allows address removal (Section 3.4.2)
without needing to know what the source address at the receiver is,
thus allowing address removal through NATs. The Address ID also
allows correlation between new subflow setup attempts and address
signaling (Section 3.4.1), to prevent setting up duplicate subflows
on the same path, if an MP_JOIN and ADD_ADDR are sent at the same
time.

The Address IDs of the subflow used in the initial SYN exchange of
the first subflow in the connection are implicit, and have the value
zero. A host MUST store the mappings between Address IDs and
addresses both for itself and the remote host. An implementation
will also need to know which local and remote Address IDs are
associated with which established subflows, for when addresses are
removed from a local or remote host.

The MP_JOIN option on packets with the SYN flag set also includes 4
bits of flags, 3 of which are currently reserved and MUST be set to
zero by the sender. The final bit, labeled "B", indicates whether
the sender of this option wishes this subflow to be used as a backup
path (B=1) in the event of failure of other paths, or whether it
wants it to be used as part of the connection immediately. By
setting B=1, the sender of the option is requesting the other host to
only send data on this subflow if there are no available subflows
where B=0. Subflow policy is discussed in more detail in

Section 3.3.8.

1 2 3
012345678901234567890123456782901
Fom Fom Fe————— F———— e +
| Kind | Length = 12 |Subtype| (rsv)|B| Address ID |
Fm Fm F—————— +———— i +

| Receiver’s Token (32 bits)

e +
| Sender’s Random Number (32 bits)
s +

Figure 5: Join Connection (MP_JOIN) Option (for Initial SYN)

When receiving a SYN with an MP_JOIN option that contains a valid
token for an existing MPTCP connection, the recipient SHOULD respond
with a SYN/ACK also containing an MP_JOIN option containing a random
number and a truncated (leftmost 64 bits) Hash-based Message
Authentication Code (HMAC). This version of the option is shown in
Figure 6. If the token is unknown, or the host wants to refuse
subflow establishment (for example, due to a limit on the number of
subflows it will permit), the receiver will send back a reset (RST)
signal, analogous to an unknown port in TCP, containing a MP_TCPRST
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option (Section 3.6) with a "MPTCP specific error" reason code.
Although calculating an HMAC requires cryptographic operations, it is
believed that the 32-bit token in the MP_JOIN SYN gives sufficient
protection against blind state exhaustion attacks; therefore, there
is no need to provide mechanisms to allow a responder to operate
statelessly at the MP_JOIN stage.

An HMAC is sent by both hosts —-- by the initiator (Host A) in the
third packet (the ACK) and by the responder (Host B) in the second
packet (the SYN/ACK). Doing the HMAC exchange at this stage allows
both hosts to have first exchanged random data (in the first two SYN
packets) that is used as the "message". This specification defines
that HMAC as defined in [RFC2104] is used, along with the SHA-256
hash algorithm [RFC6234], and that the output is truncated to the
leftmost 160 bits (20 octets). Due to option space limitations, the
HMAC included in the SYN/ACK is truncated to the leftmost 64 bits,
but this is acceptable since random numbers are used; thus, an
attacker only has one chance to correctly guess the HMAC that matches
the random number previously sent by the peer (if the HMAC is
incorrect, the TCP connection is closed, so a new MP_JOIN negotiation
with a new random number is required).

The initiator’s authentication information is sent in its first ACK
(the third packet of the handshake), as shown in Figure 7. This data
needs to be sent reliably, since it is the only time this HMAC is
sent; therefore, receipt of this packet MUST trigger a regular TCP
ACK in response, and the packet MUST be retransmitted if this ACK is
not received. In other words, sending the ACK/MP_JOIN packet places
the subflow in the PRE_ESTABLISHED state, and it moves to the
ESTABLISHED state only on receipt of an ACK from the receiver. It is
not permitted to send data while in the PRE_ESTABLISHED state. The
reserved bits in this option MUST be set to zero by the sender.

The key for the HMAC algorithm, in the case of the message
transmitted by Host A, will be Key-A followed by Key-B, and in the
case of Host B, Key-B followed by Key-A. These are the keys that
were exchanged in the original MP_CAPABLE handshake. The "message"
for the HMAC algorithm in each case is the concatenations of random
number for each host (denoted by R): for Host A, R-A followed by R-B;
and for Host B, R-B followed by R-A.
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1 2 3
0123456789012345678901234567182901
= = - +—— = +
| Kind | Length = 16 |Subtype| (rsv) |B]| Address ID |
F Fom Fm————— F———— e +

| Sender’s Truncated HMAC (64 bits)
| Sender’s Random Number (32 bits)

Figure 6: Join Connection (MP_JOIN) Option (for Responding SYN/ACK)

1 2 3
0123456789 01234567890123456782901
e e e e +
| Kind | Length = 24 |Subtype] (reserved)
e e e e +

| |
| Sender’s Truncated HMAC (160 bits)

| |
| |

Figure 7: Join Connection (MP_JOIN) Option (for Third ACK)

These various MPTCP options fit together to enable authenticated
subflow setup as illustrated in Figure 8.
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Host A Host B
Address Al Address A2 Address Bl
| SYN + MP_CAPABLE
_____________________________________________ >
< _____________________________________________
SYN/ACK + MP_CAPABLE (Key-B)
ACK + MP_CAPABLE (Key—-A, Key-B)
_____________________________________________ >
SYN + MP_JOIN (Token—-B, R-A)
_______________________________ >
< _______________________________
SYN/ACK + MP_JOIN (HMAC-B, R-B)
ACK + MP_JOIN (HMAC-A)
_______________________________ >
< _______________________________
ACK

HMAC-A = HMAC (Key= (Key—-A+Key-B), Msg=(R-A+R-B))
HMAC-B HMAC (Key= (Key—-B+Key—-A), Msg=(R-B+R-A))

Figure 8: Example Use of MPTCP Authentication

If the token received at Host B is unknown or local policy prohibits
the acceptance of the new subflow, the recipient MUST respond with a
TCP RST for the subflow. If appropriate, a MP_TCPRST option with a
"Administratively prohibited" reason code (Section 3.6) should be
included.

If the token is accepted at Host B, but the HMAC returned to Host A
does not match the one expected, Host A MUST close the subflow with a
TCP RST. 1In this, and all following cases of sending a RST in this
section, the sender SHOULD send a MP_TCPRST option (Section 3.6) on
this RST packet with the reason code for a "MPTCP specific error".

If Host B does not receive the expected HMAC, or the MP_JOIN option
is missing from the ACK, it MUST close the subflow with a TCP RST.

If the HMACs are verified as correct, then both hosts have verified
each other as being the same peers as existed at the start of the
connection, and they have agreed of which connection this subflow
will become a part.
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If the SYN/ACK as received at Host A does not have an MP_JOIN option,
Host A MUST close the subflow with a TCP RST.

This covers all cases of the loss of an MP_JOIN. In more detail, if
MP_JOIN is stripped from the SYN on the path from A to B, and Host B
does not have a listener on the relevant port, it will respond with a
RST in the normal way. If in response to a SYN with an MP_JOIN
option, a SYN/ACK is received without the MP_JOIN option (either
since it was stripped on the return path, or it was stripped on the
outgoing path but Host B responded as if it were a new regular TCP
session), then the subflow is unusable and Host A MUST close it with
a RST.

Note that additional subflows can be created between any pair of
ports (but see Section 3.9 for heuristics); no explicit application-—
level accept calls or bind calls are required to open additional
subflows. To associate a new subflow with an existing connection,
the token supplied in the subflow’s SYN exchange is used for
demultiplexing. This then binds the 5-tuple of the TCP subflow to
the local token of the connection. A consequence is that it is
possible to allow any port pairs to be used for a connection.

Demultiplexing subflow SYNs MUST be done using the token; this is
unlike traditional TCP, where the destination port is used for
demultiplexing SYN packets. Once a subflow is set up, demultiplexing
packets is done using the 5-tuple, as in traditional TCP. The
5-tuples will be mapped to the local connection identifier (token).
Note that Host A will know its local token for the subflow even
though it is not sent on the wire —- only the responder’s token is
sent.

3.3. General MPTCP Operation

This section discusses operation of MPTCP for data transfer. At a
high level, an MPTCP implementation will take one input data stream
from an application, and split it into one or more subflows, with
sufficient control information to allow it to be reassembled and
delivered reliably and in order to the recipient application. The
following subsections define this behavior in detail.

The data sequence mapping and the Data ACK are signaled in the Data
Sequence Signal (DSS) option (Figure 9). Either or both can be
signaled in one DSS, depending on the flags set. The data sequence
mapping defines how the sequence space on the subflow maps to the
connection level, and the Data ACK acknowledges receipt of data at
the connection level. These functions are described in more detail
in the following two subsections.
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1 2 3

0123456789 01234567890123456789¢01
o o +—————— t——————— +
| Kind | Length | subtype| (reserved) |F|m|M|a|A]
o o o S +
| Data ACK (4 or 8 octets, depending on flags) |
————————————————————————— +
| Data sequence number (4 or 8 octets, depending on flags) |
e +
| Subflow Sequence Number (4 octets)
o———————————— o ————————— +
| Data-Level Length (2 octets) | Checksum (2 octets) |
——————— f———————————————— +

Figure 9: Data Sequence Signal (DSS) Option

The flags, when set, define the contents of this option, as follows:

@)
b
Il

Data ACK present
o a = Data ACK is 8 octets (if not set, Data ACK is 4 octets)

o M = Data Sequence Number (DSN), Subflow Sequence Number (SSN),
Data-Level Length, and Checksum (if negotiated) present

o m = Data sequence number is 8 octets (if not set, DSN is 4 octets)

The flags ’"a’ and 'm’ only have meaning if the corresponding ’"A’ or
"M’ flags are set; otherwise, they will be ignored. The maximum
length of this option, with all flags set, is 28 octets.

The ’'F’ flag indicates "Data FIN". 1If present, this means that this
mapping covers the final data from the sender. This is the
connection-level equivalent to the FIN flag in single-path TCP. A
connection is not closed unless there has been a Data FIN exchange, a
MP_FASTCLOSE (Section 3.5) message, or an implementation-specific,
connection-level send timeout. The purpose of the Data FIN and the
interactions between this flag, the subflow-level FIN flag, and the
data sequence mapping are described in Section 3.3.3. The remaining
reserved bits MUST be set to zero by an implementation of this
specification.

Note that the checksum is only present in this option if the use of
MPTCP checksumming has been negotiated at the MP_CAPABLE handshake
(see Section 3.1). The presence of the checksum can be inferred from
the length of the option. 1If a checksum is present, but its use had
not been negotiated in the MP_CAPABLE handshake, the receiver MUST
close the subflow with a RST as it not behaving as negotiated. If a
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checksum is not present when its use has been negotiated, the
receiver MUST close the subflow with a RST as it is considered
broken. In both cases, this RST SHOULD be accompanied with a
MP_TCPRST option (Section 3.6) with the reason code for a "MPTCP
specific error".

3.3.1. Data Sequence Mapping

The data stream as a whole can be reassembled through the use of the
data sequence mapping components of the DSS option (Figure 9), which
define the mapping from the subflow sequence number to the data
sequence number. This is used by the receiver to ensure in-order
delivery to the application layer. Meanwhile, the subflow-level
sequence numbers (i.e., the regular sequence numbers in the TCP

header) have subflow-only relevance. It is expected (but not
mandated) that SACK [RFC2018] is used at the subflow level to improve
efficiency.

The data sequence mapping specifies a mapping from subflow sequence
space to data sequence space. This is expressed in terms of starting
sequence numbers for the subflow and the data level, and a length of
bytes for which this mapping is valid. This explicit mapping for a
range of data was chosen rather than per-packet signaling to assist
with compatibility with situations where TCP/IP segmentation or
coalescing is undertaken separately from the stack that is generating
the data flow (e.g., through the use of TCP segmentation offloading
on network interface cards, or by middleboxes such as performance
enhancing proxies). It also allows a single mapping to cover many
packets, which may be useful in bulk transfer situations.

A mapping is fixed, in that the subflow sequence number is bound to
the data sequence number after the mapping has been processed. A
sender MUST NOT change this mapping after it has been declared;
however, the same data sequence number can be mapped to by different
subflows for retransmission purposes (see Section 3.3.6). This would
also permit the same data to be sent simultaneously on multiple
subflows for resilience or efficiency purposes, especially in the
case of lossy links. Although the detailed specification of such
operation is outside the scope of this document, an implementation
SHOULD treat the first data that is received at a subflow for the
data sequence space as that which should be delivered to the
application, and any later data for that sequence space SHOULD be
ignored.

The data sequence number is specified as an absolute value, whereas
the subflow sequence numbering is relative (the SYN at the start of
the subflow has relative subflow sequence number 0). This is to
allow middleboxes to change the initial sequence number of a subflow,
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such as firewalls that undertake Initial Sequence Number (ISN)
randomization.

The data sequence mapping also contains a checksum of the data that
this mapping covers, if use of checksums has been negotiated at the
MP_CAPABLE exchange. Checksums are used to detect if the payload has
been adjusted in any way by a non-MPTCP-aware middlebox. If this
checksum fails, it will trigger a failure of the subflow, or a
fallback to regular TCP, as documented in Section 3.7, since MPTCP
can no longer reliably know the subflow sequence space at the
receiver to build data sequence mappings. Without checksumming
enabled, corrupt data may be delivered to the application if a
middlebox alters segment boundaries, alters content, or does not
deliver all segments covered by a data sequence mapping. It is
therefore RECOMMENDED to use checksumming unless it is known the
network path contains no such devices.

The checksum algorithm used is the standard TCP checksum [RFC0793],

operating over the data covered by this mapping, along with a pseudo-
header as shown in Figure 10.

1 2 3
0123456789 01234567890123456789¢01

| Data Sequence Number (8 octets)

e +
| Subflow Sequence Number (4 octets)

o e +
| Data-Level Length (2 octets) | Zeros (2 octets) |
Fm Fmm +

Figure 10: Pseudo-Header for DSS Checksum

Note that the data sequence number used in the pseudo-header is
always the 64-bit value, irrespective of what length is used in the
DSS option itself. The standard TCP checksum algorithm has been
chosen since it will be calculated anyway for the TCP subflow, and if
calculated first over the data before adding the pseudo-headers, it
only needs to be calculated once. Furthermore, since the TCP
checksum is additive, the checksum for a DSN_MAP can be constructed
by simply adding together the checksums for the data of each
constituent TCP segment, and adding the checksum for the DSS pseudo-
header.

Note that checksumming relies on the TCP subflow containing
contiguous data; therefore, a TCP subflow MUST NOT use the Urgent
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Pointer to interrupt an existing mapping. Further note, however,
that if Urgent data is received on a subflow, it SHOULD be mapped to
the data sequence space and delivered to the application analogous to
Urgent data in regular TCP.

To avoid possible deadlock scenarios, subflow-level processing should
be undertaken separately from that at connection level. Therefore,
even if a mapping does not exist from the subflow space to the data-
level space, the data SHOULD still be ACKed at the subflow (if it is
in-window) . This data cannot, however, be acknowledged at the data
level (Section 3.3.2) because its data sequence numbers are unknown.
Implementations MAY hold onto such unmapped data for a short while in
the expectation that a mapping will arrive shortly. Such unmapped
data cannot be counted as being within the connection level receive
window because this is relative to the data sequence numbers, so if
the receiver runs out of memory to hold this data, it will have to be
discarded. If a mapping for that subflow-level sequence space does
not arrive within a receive window of data, that subflow SHOULD be
treated as broken, closed with a RST, and any unmapped data silently
discarded.

Data sequence numbers are always 64-bit quantities, and MUST be
maintained as such in implementations. If a connection is
progressing at a slow rate, so protection against wrapped sequence
numbers is not required, then an implementation MAY include just the
lower 32 bits of the data sequence number in the data sequence
mapping and/or Data ACK as an optimization, and an implementation can
make this choice independently for each packet. An implementation
MUST be able to receive and process both 64-bit or 32-bit sequence
number values, but it is not required that an implementation is able
to send both.

An implementation MUST send the full 64-bit data sequence number if
it is transmitting at a sufficiently high rate that the 32-bit value
could wrap within the Maximum Segment Lifetime (MSL) [RFC7323]. The
lengths of the DSNs used in these values (which may be different) are
declared with flags in the DSS option. Implementations MUST accept a
32-bit DSN and implicitly promote it to a 64-bit quantity by
incrementing the upper 32 bits of sequence number each time the lower
32 bits wrap. A sanity check MUST be implemented to ensure that a
wrap occurs at an expected time (e.g., the sequence number Jjumps from
a very high number to a very low number) and is not triggered by out-
of-order packets.

As with the standard TCP sequence number, the data sequence number
should not start at zero, but at a random value to make blind session
hijacking harder. This specification requires setting the initial
data sequence number (IDSN) of each host to the least significant 64
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bits of the SHA-256 hash of the host’s key, as described in

Section 3.1. This is required also in order for the receiver to know
what the expected IDSN is, and thus determine if any initial
connection-level packets are missing; this is particularly relevant
if two subflows start transmitting simultaneously.

A data sequence mapping does not need to be included in every MPTCP
packet, as long as the subflow sequence space in that packet is
covered by a mapping known at the receiver. This can be used to
reduce overhead in cases where the mapping is known in advance; one
such case is when there is a single subflow between the hosts,
another is when segments of data are scheduled in larger than packet-
sized chunks.

An "infinite" mapping can be used to fall back to regular TCP by
mapping the subflow-level data to the connection-level data for the

remainder of the connection (see Section 3.7). This is achieved by
setting the Data-Level Length field of the DSS option to the reserved
value of 0. The checksum, in such a case, will also be set to zero.

3.3.2. Data Acknowledgments

To provide full end-to-end resilience, MPTCP provides a connection-
level acknowledgment, to act as a cumulative ACK for the connection
as a whole. This is the "Data ACK" field of the DSS option

(Figure 9). The Data ACK is analogous to the behavior of the
standard TCP cumulative ACK —-- indicating how much data has been
successfully received (with no holes). This is in comparison to the
subflow-level ACK, which acts analogous to TCP SACK, given that there
may still be holes in the data stream at the connection level. The
Data ACK specifies the next data sequence number it expects to
receive.

The Data ACK, as for the DSN, can be sent as the full 64-bit wvalue,
or as the lower 32 bits. If data is received with a 64-bit DSN, it
MUST be acknowledged with a 64-bit Data ACK. If the DSN received is
32 bits, an implementation can choose whether to send a 32-bit or
64-bit Data ACK, and an implementation MUST accept either in this
situation.

The Data ACK proves that the data, and all required MPTCP signaling,
has been received and accepted by the remote end. One key use of the
Data ACK signal is that it is used to indicate the left edge of the
advertised receive window. As explained in Section 3.3.4, the
receive window is shared by all subflows and is relative to the Data
ACK. Because of this, an implementation MUST NOT use the RCV.WND
field of a TCP segment at the connection level if it does not also
carry a DSS option with a Data ACK field. Furthermore, separating
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the connection-level acknowledgments from the subflow level allows
processing to be done separately, and a receiver has the freedom to
drop segments after acknowledgment at the subflow level, for example,
due to memory constraints when many segments arrive out of order.

An MPTCP sender MUST NOT free data from the send buffer until it has
been acknowledged by both a Data ACK received on any subflow and at
the subflow level by all subflows on which the data was sent. The
former condition ensures liveness of the connection and the latter
condition ensures liveness and self-consistence of a subflow when
data needs to be retransmitted. Note, however, that if some data
needs to be retransmitted multiple times over a subflow, there is a
risk of blocking the sending window. In this case, the MPTCP sender
can decide to terminate the subflow that is behaving badly by sending
a RST, using an appropriate MP_TCPRST (Section 3.6) error code.

The Data ACK MAY be included in all segments; however, optimizations
SHOULD be considered in more advanced implementations, where the Data
ACK is present in segments only when the Data ACK value advances, and
this behavior MUST be treated as valid. This behavior ensures the
sender buffer is freed, while reducing overhead when the data
transfer is unidirectional.

3.3.3. Closing a Connection

In regular TCP, a FIN announces the receiver that the sender has no
more data to send. In order to allow subflows to operate
independently and to keep the appearance of TCP over the wire, a FIN
in MPTCP only affects the subflow on which it is sent. This allows
nodes to exercise considerable freedom over which paths are in use at
any one time. The semantics of a FIN remain as for regular TCP;
i.e., it is not until both sides have ACKed each other’s FINs that
the subflow is fully closed.

When an application calls close() on a socket, this indicates that it
has no more data to send; for regular TCP, this would result in a FIN
on the connection. For MPTCP, an equivalent mechanism is needed, and
this is referred to as the DATA_FIN.

A DATA_FIN is an indication that the sender has no more data to send,
and as such can be used to verify that all data has been successfully
received. A DATA_FIN, as with the FIN on a regular TCP connection,
is a unidirectional signal.

The DATA_FIN is signaled by setting the ’'F’ flag in the Data Sequence
Signal option (Figure 9) to 1. A DATA_FIN occupies 1 octet (the
final octet) of the connection-level sequence space. Note that the
DATA_FIN is included in the Data-Level Length, but not at the subflow
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level: for example, a segment with DSN 80, and Data-Level Length 11,
with DATA_FIN set, would map 10 octets from the subflow into data
sequence space 80-89, the DATA_FIN is DSN 90; therefore, this segment
including DATA_FIN would be acknowledged with a DATA_ACK of 91.

Note that when the DATA_FIN is not attached to a TCP segment
containing data, the Data Sequence Signal MUST have a subflow
sequence number of 0, a Data-Level Length of 1, and the data sequence
number that corresponds with the DATA_FIN itself. The checksum in
this case will only cover the pseudo-header.

A DATA_FIN has the semantics and behavior as a regular TCP FIN, but
at the connection level. Notably, it is only DATA_ACKed once all
data has been successfully received at the connection level. Note,
therefore, that a DATA_FIN is decoupled from a subflow FIN. It is
only permissible to combine these signals on one subflow if there is
no data outstanding on other subflows. Otherwise, it may be
necessary to retransmit data on different subflows. Essentially, a
host MUST NOT close all functioning subflows unless it is safe to do
so, i.e., until all outstanding data has been DATA_ACKed, or until
the segment with the DATA_FIN flag set is the only outstanding
segment.

Once a DATA_FIN has been acknowledged, all remaining subflows MUST be
closed with standard FIN exchanges. Both hosts SHOULD send FINs on
all subflows, as a courtesy to allow middleboxes to clean up state
even 1f an individual subflow has failed. It is also encouraged to
reduce the timeouts (Maximum Segment Lifetime) on subflows at end
hosts after receiving a DATA_FIN. In particular, any subflows where
there is still outstanding data queued (which has been retransmitted
on other subflows in order to get the DATA_FIN acknowledged) MAY be
closed with a RST with MP_TCPRST (Section 3.6) error code for "too
much outstanding data".

A connection is considered closed once both hosts’ DATA_FINs have
been acknowledged by DATA_ACKs.

As specified above, a standard TCP FIN on an individual subflow only
shuts down the subflow on which it was sent. If all subflows have
been closed with a FIN exchange, but no DATA_FIN has been received
and acknowledged, the MPTCP connection is treated as closed only
after a timeout. This implies that an implementation will have
TIME_WAIT states at both the subflow and connection levels (see
Appendix D). This permits "break-before-make" scenarios where
connectivity is lost on all subflows before a new one can be re-
established.
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3.3.4. Receiver Considerations

Regular TCP advertises a receive window in each packet, telling the
sender how much data the receiver is willing to accept past the
cumulative ack. The receive window is used to implement flow
control, throttling down fast senders when receivers cannot keep up.

MPTCP also uses a unique receive window, shared between the subflows.
The idea is to allow any subflow to send data as long as the receiver
is willing to accept it. The alternative, maintaining per subflow
receive windows, could end up stalling some subflows while others
would not use up their window.

The receive window is relative to the DATA_ACK. As in TCP, a
receiver MUST NOT shrink the right edge of the receive window (i.e.,

DATA_ACK + receive window). The receiver will use the data sequence
number to tell if a packet should be accepted at the connection
level.

When deciding to accept packets at subflow level, regular TCP checks
the sequence number in the packet against the allowed receive window.
With multipath, such a check is done using only the connection-level
window. A sanity check SHOULD be performed at subflow level to
ensure that the subflow and mapped sequence numbers meet the
following test: SSN - SUBFLOW_ACK <= DSN - DATA_ACK, where SSN is the
subflow sequence number of the received packet and SUBFLOW_ACK is the
RCV.NXT (next expected sequence number) of the subflow (with the
equivalent connection-level definitions for DSN and DATA_ACK).

In regular TCP, once a segment is deemed in-window, it is put either
in the in-order receive queue or in the out-of-order queue. 1In
Multipath TCP, the same happens but at the connection level: a
segment is placed in the connection level in-order or out-of-order
queue if it is in-window at both connection and subflow levels. The
stack still has to remember, for each subflow, which segments were
received successfully so that it can ACK them at subflow level
appropriately. Typically, this will be implemented by keeping per
subflow out-of-order queues (containing only message headers, not the
payloads) and remembering the value of the cumulative ACK.

It is important for implementers to understand how large a receiver
buffer is appropriate. The lower bound for full network utilization
is the maximum bandwidth-delay product of any one of the paths.
However, this might be insufficient when a packet is lost on a slower
subflow and needs to be retransmitted (see Section 3.3.6). A tight
upper bound would be the maximum round-trip time (RTT) of any path
multiplied by the total bandwidth available across all paths. This
permits all subflows to continue at full speed while a packet is
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fast-retransmitted on the maximum RTT path. Even this might be
insufficient to maintain full performance in the event of a
retransmit timeout on the maximum RTT path. It is for future study
to determine the relationship between retransmission strategies and
receive buffer sizing.

3.3.5. Sender Considerations

The sender remembers receiver window advertisements from the
receiver. It should only update its local receive window values when
the largest sequence number allowed (i.e., DATA_ACK + receive window)
increases, on the receipt of a DATA_ACK. This is important to allow
using paths with different RTTs, and thus different feedback loops.

MPTCP uses a single receive window across all subflows, and if the
receive window was guaranteed to be unchanged end-to-end, a host
could always read the most recent receive window value. However,
some classes of middleboxes may alter the TCP-level receive window.
Typically, these will shrink the offered window, although for short
periods of time it may be possible for the window to be larger
(however, note that this would not continue for long periods since
ultimately the middlebox must keep up with delivering data to the
receiver). Therefore, if receive window sizes differ on multiple
subflows, when sending data MPTCP SHOULD take the largest of the most
recent window sizes as the one to use in calculations. This rule is
implicit in the requirement not to reduce the right edge of the
window.

The sender MUST also remember the receive windows advertised by each
subflow. The allowed window for subflow i is (ack_i, ack_i +
rcv_wnd_i), where ack_i is the subflow-level cumulative ACK of
subflow i. This ensures data will not be sent to a middlebox unless
there is enough buffering for the data.

Putting the two rules together, we get the following: a sender is
allowed to send data segments with data-level sequence numbers
between (DATA_ACK, DATA_ACK + receive_window). Each of these
segments will be mapped onto subflows, as long as subflow sequence
numbers are in the allowed windows for those subflows. Note that
subflow sequence numbers do not generally affect flow control if the
same receive window is advertised across all subflows. They will
perform flow control for those subflows with a smaller advertised
receive window.

The send buffer MUST, at a minimum, be as big as the receive buffer,
to enable the sender to reach maximum throughput.
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3.3.6. Reliability and Retransmissions

The data sequence mapping allows senders to resend data with the same
data sequence number on a different subflow. When doing this, a host
MUST still retransmit the original data on the original subflow, in
order to preserve the subflow integrity (middleboxes could replay old
data, and/or could reject holes in subflows), and a receiver will
ignore these retransmissions. While this is clearly suboptimal, for
compatibility reasons this is sensible behavior. Optimizations could
be negotiated in future versions of this protocol. Note also that
this property would also permit a sender to always send the same
data, with the same data sequence number, on multiple subflows, if
desired for reliability reasons.

This protocol specification does not mandate any mechanisms for
handling retransmissions, and much will be dependent upon local
policy (as discussed in Section 3.3.8). One can imagine aggressive
connection-level retransmissions policies where every packet lost at
subflow level is retransmitted on a different subflow (hence, wasting
bandwidth but possibly reducing application-to-application delays),
or conservative retransmission policies where connection-level
retransmits are only used after a few subflow-level retransmission
timeouts occur.

It is envisaged that a standard connection-level retransmission
mechanism would be implemented around a connection-level data queue:
all segments that haven’t been DATA_ACKed are stored. A timer is set
when the head of the connection-level is ACKed at subflow level but
its corresponding data is not ACKed at data level. This timer will
guard against failures in retransmission by middleboxes that
proactively ACK data.

The sender MUST keep data in its send buffer as long as the data has
not been acknowledged at both connection level and on all subflows on
which it has been sent. In this way, the sender can always
retransmit the data if needed, on the same subflow or on a different
one. A special case is when a subflow fails: the sender will
typically resend the data on other working subflows after a timeout,
and will keep trying to retransmit the data on the failed subflow
too. The sender will declare the subflow failed after a predefined
upper bound on retransmissions is reached (which MAY be lower than
the usual TCP limits of the Maximum Segment Life), or on the receipt
of an ICMP error, and only then delete the outstanding data segments.

If multiple retransmissions are triggered that indicate that a
subflow performs badly, this MAY lead to a host resetting the subflow
with a RST. However, additional research is required to understand
the heuristics of how and when to reset underperforming subflows.
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For example, a highly asymmetric path may be misdiagnosed as
underperforming. A RST for this purpose SHOULD be accompanied with
an "Unacceptable performance" MP_TCPRST option (Section 3.6).

3.3.7. Congestion Control Considerations

Different subflows in an MPTCP connection have different congestion
windows. To achieve fairness at bottlenecks and resource pooling, it
is necessary to couple the congestion windows in use on each subflow,
in order to push most traffic to uncongested links. One algorithm
for achieving this is presented in [RFC6356]; the algorithm does not
achieve perfect resource pooling but is "safe" in that it is readily
deployable in the current Internet. By this, we mean that it does
not take up more capacity on any one path than if it was a single
path flow using only that route, so this ensures fair coexistence
with single-path TCP at shared bottlenecks.

It is foreseeable that different congestion controllers will be
implemented for MPTCP, each aiming to achieve different properties in
the resource pooling/fairness/stability design space, as well as
those for achieving different properties in quality of service,
reliability, and resilience.

Regardless of the algorithm used, the design of the MPTCP protocol
aims to provide the congestion control implementations sufficient
information to take the right decisions; this information includes,
for each subflow, which packets were lost and when.

3.3.8. Subflow Policy

Within a local MPTCP implementation, a host may use any local policy
it wishes to decide how to share the traffic to be sent over the
available paths.

In the typical use case, where the goal is to maximize throughput,
all available paths will be used simultaneously for data transfer,
using coupled congestion control as described in [RFC6356]. It is
expected, however, that other use cases will appear.

For instance, a possibility is an ’"all-or-nothing’ approach, i.e.,
have a second path ready for use in the event of failure of the first
path, but alternatives could include entirely saturating one path
before using an additional path (the ’'overflow’ case). Such choices
would be most likely based on the monetary cost of links, but may
also be based on properties such as the delay or jitter of links,
where stability (of delay or bandwidth) is more important than
throughput. Application requirements such as these are discussed in
detail in [RFC6897].
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The ability to make effective choices at the sender requires full
knowledge of the path "cost", which is unlikely to be the case. It
would be desirable for a receiver to be able to signal their own
preferences for paths, since they will often be the multihomed party,
and may have to pay for metered incoming bandwidth.

To enable this, the MP_JOIN option (see Section 3.2) contains the ’B’
bit, which allows a host to indicate to its peer that this path
should be treated as a backup path to use only in the event of
failure of other working subflows (i.e., a subflow where the receiver
has indicated B=1 SHOULD NOT be used to send data unless there are no
usable subflows where B=0).

In the event that the available set of paths changes, a host may wish
to signal a change in priority of subflows to the peer (e.g., a
subflow that was previously set as backup should now take priority
over all remaining subflows). Therefore, the MP_PRIO option, shown
in Figure 11, can be used to change the "B’ flag of the subflow on
which it is sent.

Another use of the MP_PRIO option is to set the B’ flag on a subflow
to cleanly retire its use before closing it and removing it with
REMOVE_ADDR Section 3.4.2, for example to support make-before-break
session continuity, where new subflows are added before the
previously used ones are closed.

1 2 3
0123456789 0123456789012345678901
e e tmm e +—+
| Kind | Length | subtype | (rsv) | B
e e e e +—+

Figure 11: Change Subflow Priority (MP_PRIO) Option

It should be noted that the backup flag is a request from a data
receiver to a data sender only, and the data sender SHOULD adhere to
these requests. A host cannot assume that the data sender will do
so, however, since local policies —- or technical difficulties —-- may
override MP_PRIO requests. Note also that this signal applies to a
single direction, and so the sender of this option could choose to
continue using the subflow to send data even if it has signaled B=1
to the other host.

3.4. Address Knowledge Exchange (Path Management)
We use the term "path management" to refer to the exchange of

information about additional paths between hosts, which in this
design is managed by multiple addresses at hosts. For more detail of
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the architectural thinking behind this design, see the MPTCP
Architecture document [RFC6182].

This design makes use of two methods of sharing such information, and
both can be used on a connection. The first is the direct setup of
new subflows, already described in Section 3.2, where the initiator
has an additional address. The second method, described in the
following subsections, signals addresses explicitly to the other host
to allow it to initiate new subflows. The two mechanisms are
complementary: the first is implicit and simple, while the explicit
is more complex but is more robust. Together, the mechanisms allow
addresses to change in flight (and thus support operation through
NATs, since the source address need not be known), and also allow the
signaling of previously unknown addresses, and of addresses belonging
to other address families (e.g., both IPv4 and IPv6).

Here is an example of typical operation of the protocol:

o0 An MPTCP connection is initially set up between address/port Al of
Host A and address/port Bl of Host B. If Host A is multihomed and
multiaddressed, it can start an additional subflow from its
address A2 to Bl, by sending a SYN with a Join option from A2 to
Bl, using B’s previously declared token for this connection.
Alternatively, i1if B is multihomed, it can try to set up a new
subflow from B2 to Al, using A’s previously declared token. 1In
either case, the SYN will be sent to the port already in use for
the original subflow on the receiving host.

o Simultaneously (or after a timeout), an ADD_ADDR option
(Section 3.4.1) is sent on an existing subflow, informing the
receiver of the sender’s alternative address(es). The recipient
can use this information to open a new subflow to the sender’s
additional address. In our example, A will send ADD_ADDR option
informing B of address/port A2. The mix of using the SYN-based
option and the ADD_ADDR option, including timeouts, is
implementation specific and can be tailored to agree with local
policy.

o If subflow A2-Bl is successfully set up, Host B can use the
Address ID in the Join option to correlate this with the ADD_ADDR
option that will also arrive on an existing subflow; now B knows
not to open A2-Bl, ignoring the ADD_ADDR. Otherwise, if B has not
received the A2-B1 MP_JOIN SYN but received the ADD_ADDR, it can
try to initiate a new subflow from one or more of its addresses to
address A2. This permits new sessions to be opened if one host is
behind a NAT.
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Other ways of using the two signaling mechanisms are possible; for
instance, signaling addresses in other address families can only be
done explicitly using the Add Address option.

3.4.1. Address Advertisement

The Add Address (ADD_ADDR) MPTCP option announces additional
addresses (and optionally, ports) on which a host can be reached
(Figure 12). This option can be used at any time during a
connection, depending on when the sender wishes to enable multiple
paths and/or when paths become available. As with all MPTCP signals,
the receiver MUST undertake standard TCP validity checks, e.g.
[REC5961], before acting upon it.

Every address has an Address ID that can be used for uniquely
identifying the address within a connection for address removal. The
Address ID is also used to identify MP_JOIN options (see Section 3.2)
relating to the same address, even when address translators are in
use. The Address ID MUST uniquely identify the address for the
sender of the option (within the scope of the connection), but the
mechanism for allocating such IDs is implementation specific.

All address IDs learned via either MP_JOIN or ADD_ADDR SHOULD be
stored by the receiver in a data structure that gathers all the
Address ID to address mappings for a connection (identified by a

token pair). In this way, there is a stored mapping between Address
ID, observed source address, and token pair for future processing of
control information for a connection. Note that an implementation

MAY discard incoming address advertisements at will, for example, for
avoiding updating mapping state, or because advertised addresses are
of no use to it (for example, IPv6 addresses when it has IPv4 only).
Therefore, a host MUST treat address advertisements as soft state,
and it MAY choose to refresh advertisements periodically. Note also
that an implementation MAY choose to cache these address
advertisements even if they are not currently relevant but may be
relevant in the future, such as IPv4 addresses when IPv6 connectivity
is available but IPv4 is awaiting DHCP.

This option is shown in Figure 12. The illustration is sized for
IPv4 addresses. For IPv6, the length of the address will be 16
octets (instead of 4).

The 2 octets that specify the TCP port number to use are optional and
their presence can be inferred from the length of the option.
Although it is expected that the majority of use cases will use the
same port pairs as used for the initial subflow (e.g., port 80
remains port 80 on all subflows, as does the ephemeral port at the
client), there may be cases (such as port-based load balancing) where
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the explicit specification of a different port is required. If no
port is specified, MPTCP SHOULD attempt to connect to the specified
address on the same port as is already in use by the subflow on which
the ADD_ADDR signal was sent; this is discussed in more detail in
Section 3.09.

The Truncated HMAC present in this Option is the rightmost 64 bits of
an HMAC, negotiated and calculated in the same way as for MP_JOIN as

described in Section 3.2. For this specification of MPTCP, as there
is only one hash algorithm option specified, this will be HMAC as
defined in [RFC2104], using the SHA-256 hash algorithm [RFC6234]. In

the same way as for MP_JOIN, the key for the HMAC algorithm, in the
case of the message transmitted by Host A, will be Key-A followed by
Key-B, and in the case of Host B, Key-B followed by Key-A. These are
the keys that were exchanged in the original MP_CAPABLE handshake.
The message for the HMAC is the Address ID, IP Address, and Port
which precede the HMAC in the ADD_ADDR option. If the port is not
present in the ADD_ADDR option, the HMAC message will nevertheless
include two octets of value zero. The rationale for the HMAC is to
prevent unauthorized entities from injecting ADD_ADDR signals in an
attempt to hijack a connection. Note that additionally the presence
of this HMAC prevents the address being changed in flight unless the
key is known by an intermediary. If a host receives an ADD_ADDR
option for which it cannot wvalidate the HMAC, it SHOULD silently
ignore the option.

A set of four flags are present after the subtype and before the
Address ID. Only the rightmost bit - labelled 'E’ - is assigned in
this specification. The other bits are currently unassigned and MUST
be set to zero by a sender and MUST be ignored by the receiver.

The 'E’ flag exists to provide reliability for this option. Because
this option will often be sent on pure ACKs, there is no guarantee of
reliability. Therefore, a receiver receiving a fresh ADD_ADDR option
(where E=0), will send the same option back to the sender, but not
including the HMAC, and with E=1, to indicate receipt. The lack of
this echo can be used by the initial ADD_ADDR sender to retransmit
the ADD_ADDR according to local policy.
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1 2 3
012345678901234567890123456782901
f—————— f—————— F——— F——— f—————— +

| Kind | Length | subtype| (rsv) |E| Address ID
- - - - - +
| Address (IPv4 - 4 octets / IPv6 - 16 octets)
e e +
| Port (2 octets, optional) |
e + |
| Truncated HMAC (8 octets, if E=0)

| T +
———— !

Figure 12: Add Address (ADD_ADDR) Option

Due to the proliferation of NATs, it is reasonably likely that one
host may attempt to advertise private addresses [RFC1918]. It is not
desirable to prohibit this, since there may be cases where both hosts
have additional interfaces on the same private network, and a host
MAY advertise such addresses. The MP_JOIN handshake to create a new
subflow (Section 3.2) provides mechanisms to minimize security risks.
The MP_JOIN message contains a 32-bit token that uniquely identifies
the connection to the receiving host. If the token is unknown, the
host will return with a RST. In the unlikely event that the token is
valid at the receiving host, subflow setup will continue, but the
HMAC exchange must occur for authentication. This will fail, and
will provide sufficient protection against two unconnected hosts
accidentally setting up a new subflow upon the signal of a private
address. Further security considerations around the issue of
ADD_ADDR messages that accidentally misdirect, or maliciously direct,
new MP_JOIN attempts are discussed in Section 5.

A host that receives an ADD_ADDR but finds a connection set up to
that IP address and port number is unsuccessful SHOULD NOT perform
further connection attempts to this address/port combination for this
connection. A sender that wants to trigger a new incoming connection
attempt on a previously advertised address/port combination can
therefore refresh ADD_ADDR information by sending the option again.

A host can therefore send an ADD_ADDR message with an already
assigned Address ID, but the Address MUST be the same as previously
assigned to this Address ID. A new ADD_ADDR may have the same, or
different, port number. If the port number is different, the
receiving host SHOULD try to set up a new subflow to this new
address/port combination.
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A host wishing to replace an existing Address ID MUST first remove
the existing one (Section 3.4.2).

During normal MPTCP operation, it is unlikely that there will be
sufficient TCP option space for ADD_ADDR to be included along with
those for data sequence numbering (Section 3.3.1). Therefore, it is
expected that an MPTCP implementation will send the ADD_ADDR option
on separate ACKs. As discussed earlier, however, an MPTCP
implementation MUST NOT treat duplicate ACKs with any MPTCP option,
with the exception of the DSS option, as indications of congestion
[RFC5681], and an MPTCP implementation SHOULD NOT send more than two
duplicate ACKs in a row for signaling purposes.

3.4.2. Remove Address

If, during the lifetime of an MPTCP connection, a previously
announced address becomes invalid (e.g., if the interface disappears,
or an IPv6 address i1s no longer preferred), the affected host SHOULD
announce this so that the peer can remove subflows related to this
address. Even if an address is not in use by a MPTCP connection, if
it has been previously announced, an implementation SHOULD announce
its removal. A host MAY also choose to announce that a valid IP
address should not be used any longer, for example for make-before-
break session continuity.

This is achieved through the Remove Address (REMOVE_ADDR) option
(Figure 13), which will remove a previously added address (or list of
addresses) from a connection and terminate any subflows currently
using that address.

For security purposes, if a host receives a REMOVE_ADDR option, it
must ensure the affected path(s) are no longer in use before it
instigates closure. The receipt of REMOVE_ADDR SHOULD first trigger
the sending of a TCP keepalive [RFC1122] on the path, and if a
response 1s received the path SHOULD NOT be removed. If the path is
found to still be alive, the receiving host SHOULD no longer use the
specified address for future connections, but it is the
responsibility of the host which sent the REMOVE_ADDR to shut down
the subflow. The requesting host MAY also use MP_PRIO

(Section 3.3.8) to request a path is no longer used, before removal.
Typical TCP validity tests on the subflow (e.g., ensuring sequence
and ACK numbers are correct) MUST also be undertaken. An
implementation can use indications of these test failures as part of
intrusion detection or error logging.

The sending and receipt (if no keepalive response was received) of
this message SHOULD trigger the sending of RSTs by both hosts on the
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affected subflow(s) (if possible), as a courtesy to cleaning up
middlebox state, before cleaning up any local state.

Address removal is undertaken by ID, so as to permit the use of NATs

and other middleboxes that rewrite source addresses. If there is no
address at the requested ID, the receiver will silently ignore the
request.

A subflow that is still functioning MUST be closed with a FIN
exchange as in regular TCP, rather than using this option. For more
information, see Section 3.3.3.

1 2 3
0123456789012345678901234567182901
= = - - = +
| Kind | Length = 3+n |Subtype| (resvd) | Address ID |
Fom Fom Fm————— Fm————— Fom +

(followed by n-1 Address IDs, i1f required)
Figure 13: Remove Address (REMOVE_ADDR) Option
3.5. Fast Close

Regular TCP has the means of sending a reset (RST) signal to abruptly
close a connection. With MPTCP, a regular RST only has the scope of
the subflow and will only close the concerned subflow but not affect
the remaining subflows. MPTCP’s connection will stay alive at the
data level, in order to permit break-before-make handover between
subflows. It is therefore necessary to provide an MPTCP-level
"reset" to allow the abrupt closure of the whole MPTCP connection,
and this is the MP_FASTCLOSE option.

MP_FASTCLOSE is used to indicate to the peer that the connection will
be abruptly closed and no data will be accepted anymore. The reasons
for triggering an MP_FASTCLOSE are implementation specific. Regular
TCP does not allow sending a RST while the connection is in a
synchronized state [RFC0793]. Nevertheless, implementations allow
the sending of a RST in this state, if, for example, the operating
system is running out of resources. In these cases, MPTCP should
send the MP_FASTCLOSE. This option is illustrated in Figure 14.
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1 2 3
01234567890123456789012345678901
= = - - +

| Kind | Length | subtype | (reserved)

F Fom Fm————— F +
| Option Receiver’s Key

| (64 bits) |
e ;

Figure 14: Fast Close (MP_FASTCLOSE) Option

If Host A wants to force the closure of an MPTCP connection, it has
two different options:

o

Option A (ACK) : Host A sends an ACK containing the MP_FASTCLOSE
option on one subflow, containing the key of Host B as declared in
the initial connection handshake. On all the other subflows, Host
A sends a regular TCP RST to close these subflows, and tears them
down. Host A now enters FASTCLOSE_WAIT state.

Option R (RST) : Host A sends a RST containing the MP_FASTCLOSE
option on all subflows, containing the key of Host B as declared
in the initial connection handshake. Host A can tear the subflows

and the connection down immediately.

If host A decides to force the closure by using Option A and sending
an ACK with the MP_FASTCLOSE option, the connection shall proceed as
follows:

O

Ford,

Upon receipt of an ACK with MP_FASTCLOSE by Host B, containing the
valid key, Host B answers on the same subflow with a TCP RST and
tears down all subflows also through sending TCP RST signals.

Host B can now close the whole MPTCP connection (it transitions
directly to CLOSED state).

As soon as Host A has received the TCP RST on the remaining
subflow, it can close this subflow and tear down the whole
connection (transition from FASTCLOSE_WAIT to CLOSED states). If
Host A receives an MP_FASTCLOSE instead of a TCP RST, both hosts
attempted fast closure simultaneously. Host A should reply with a
TCP RST and tear down the connection.

If Host A does not receive a TCP RST in reply to its MP_FASTCLOSE
after one retransmission timeout (RTO) (the RTO of the subflow
where the MP_FASTCLOSE has been sent), it SHOULD retransmit the
MP_FASTCLOSE. The number of retransmissions SHOULD be limited to
avoid this connection from being retained for a long time, but
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this limit is implementation specific. A RECOMMENDED number is 3.
If no TCP RST is received in response, Host A SHOULD send a TCP
RST with the MP_FASTCLOSE option itself when it releases state in
order to clear any remaining state at middleboxes.

If however host A decides to force the closure by using Option R and
sending a RST with the MP_FASTCLOSE option, Host B will act as
follows: Upon receipt of a RST with MP_FASTCLOSE, containing the
valid key, Host B tears down all subflows by sending a TCP RST. Host
B can now close the whole MPTCP connection (it transitions directly
to CLOSED state).

3.6. Subflow Reset

An implementation of MPTCP may also need to send a regular TCP RST to
force the closure of a subflow. A host sends a TCP RST in order to
close a subflow or reject an attempt to open a subflow (MP_JOIN). In
order to inform the receiving host why a subflow is being closed or
rejected, the TCP RST packet MAY include the MP_TCPRST Option. The
host MAY use this information to decide, for example, whether it
tries to re-establish the subflow immediately, later, or never.

1 2 3
0123456789 01234567890123456789°01
e e o e +
| Kind | Length | subtype |U|V|W|T| Reason
o o o e +

Figure 15: TCP RST Reason (MP_TCPRST) Option

The MP_TCPRST option contains a reason code that allows the sender of
the option to provide more information about the reason for the
termination of the subflow. Using 12 bits of option space, the first
four bits are reserved for flags (only one of which is currently
defined), and the remaining octet is used to express a reason code
for this subflow termination, from which a receiver MAY infer
information about the usability of this path.

The "T" flag is used by the sender to indicate whether the error
condition that is reported is Transient (T bit set to 1) or Permanent
(T bit set to 0). If the error condition is considered to be
Transient by the sender of the RST segment, the recipient of this
segment MAY try to reestablish a subflow for this connection over the
failed path. The time at which a receiver may try to re-establish
this is implementation-specific, but SHOULD take into account the
properties of the failure defined by the following reason code. If
the error condition is considered to be permanent, the receiver of
the RST segment SHOULD NOT try to reestablish a subflow for this
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connection over this path. The "U", "V" and "W" flags are not
defined by this specification and are reserved for future use. An
implementation of this specification MUST set these flags to 0, and a
receiver MUST ignore them.

The "Reason" code is an 8-bit field that indicates the reason for the
termination of the subflow. The following codes are defined in this

document :
o Unspecified error (code 0x0). This is the default error implying
the subflow is no longer available. The presence of this option

shows that the RST was generated by a MPTCP-aware device.

o MPTCP specific error (code 0x01l). An error has been detected in
the processing of MPTCP options. This is the usual reason code to
return in the cases where a RST is being sent to close a subflow
for reasons of an invalid response.

o Lack of resources (code 0x02). This code indicates that the
sending host does not have enough resources to support the
terminated subflow.

o0 Administratively prohibited (code 0x03). This code indicates that
the requested subflow is prohibited by the policies of the sending
host.

o Too much outstanding data (code 0x04). This code indicates that

there is an excessive amount of data that need to be transmitted
over the terminated subflow while having already been acknowledged
over one or more other subflows. This may occur if a path has
been unavailable for a short period and it is more efficient to
reset and start again than it is to retransmit the queued data.

o Unacceptable performance (code 0x05). This code indicates that
the performance of this subflow was too low compared to the other
subflows of this Multipath TCP connection.

o Middlebox interference (code 0x06). Middlebox interference has
been detected over this subflow making MPTCP signaling invalid.
For example, this may be sent if the checksum does not validate.

3.7. Fallback

Sometimes, middleboxes will exist on a path that could prevent the
operation of MPTCP. MPTCP has been designed in order to cope with
many middlebox modifications (see Section 6), but there are still
some cases where a subflow could fail to operate within the MPTCP
requirements. These cases are notably the following: the loss of
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MPTCP options on a path, and the modification of payload data. TIf
such an event occurs, it is necessary to "fall back" to the previous,
safe operation. This may be either falling back to regular TCP or
removing a problematic subflow.

At the start of an MPTCP connection (i.e., the first subflow), it is
important to ensure that the path is fully MPTCP capable and the
necessary MPTCP options can reach each host. The handshake as
described in Section 3.1 SHOULD fall back to regular TCP if either of
the SYN messages do not have the MPTCP options: this is the same, and
desired, behavior in the case where a host is not MPTCP capable, or
the path does not support the MPTCP options. When attempting to join
an existing MPTCP connection (Section 3.2), if a path is not MPTCP
capable and the MPTCP options do not get through on the SYNs, the
subflow will be closed according to the MP_JOIN logic.

There is, however, another corner case that should be addressed.
That is one of MPTCP options getting through on the SYN, but not on
regular packets. This can be resolved if the subflow is the first
subflow, and thus all data in flight is contiguous, using the
following rules.

A sender MUST include a DSS option with data sequence mapping in
every segment until one of the sent segments has been acknowledged
with a DSS option containing a Data ACK. Upon reception of the
acknowledgment, the sender has the confirmation that the DSS option
passes in both directions and may choose to send fewer DSS options
than once per segment.

If, however, an ACK is received for data (not just for the SYN)
without a DSS option containing a Data ACK, the sender determines the
path is not MPTCP capable. In the case of this occurring on an
additional subflow (i.e., one started with MP_JOIN), the host MUST
close the subflow with a RST, which SHOULD contain a MP_TCPRST option
(Section 3.6) with a "Middlebox interference" reason code.

In the case of such an ACK being received on the first subflow (i.e.,
that started with MP_CAPABLE), before any additional subflows are
added, the implementation MUST drop out of an MPTCP mode, back to
regular TCP. The sender will send one final data sequence mapping,
with the Data-Level Length value of 0 indicating an infinite mapping
(to inform the other end in case the path drops options in one
direction only), and then revert to sending data on the single
subflow without any MPTCP options.

If a subflow breaks during operation, e.g. if it is re-routed and

MPTCP options are no longer permitted, then once this is detected (by
the subflow-level receive buffer filling up, since there is no
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mapping available in order to DATA_ACK this data), the subflow SHOULD
be treated as broken and closed with a RST, since no data can be
delivered to the application layer, and no fallback signal can be
reliably sent. This RST SHOULD include the MP_TCPRST option

(Section 3.6) with a "Middlebox interference" reason code.

These rules should cover all cases where such a failure could happen:
whether it’s on the forward or reverse path and whether the server or
the client first sends data.

So far this section has discussed the loss of MPTCP options, either
initially, or during the course of the connection. As described in
Section 3.3, each portion of data for which there is a mapping is
protected by a checksum, if checksums have been negotiated. This
mechanism is used to detect if middleboxes have made any adjustments
to the payload (added, removed, or changed data). A checksum will
fail if the data has been changed in any way. This will also detect
if the length of data on the subflow is increased or decreased, and
this means the data sequence mapping is no longer valid. The sender
no longer knows what subflow-level sequence number the receiver is
genuinely operating at (the middlebox will be faking ACKs in return),
and it cannot signal any further mappings. Furthermore, in addition
to the possibility of payload modifications that are wvalid at the
application layer, there is the possibility that such modifications
could be triggered across MPTCP segment boundaries, corrupting the
data. Therefore, all data from the start of the segment that failed
the checksum onwards is not trustworthy.

Note that if checksum usage has not been negotiated, this fallback
mechanism cannot be used unless there is some higher or lower layer
signal to inform the MPTCP implementation that the payload has been
tampered with.

When multiple subflows are in use, the data in flight on a subflow
will likely involve data that is not contiguously part of the
connection-level stream, since segments will be spread across the
multiple subflows. Due to the problems identified above, it is not
possible to determine what adjustment has done to the data (notably,
any changes to the subflow sequence numbering). Therefore, it is not
possible to recover the subflow, and the affected subflow must be
immediately closed with a RST, featuring an MP_FAIL option

(Figure 16), which defines the data sequence number at the start of
the segment (defined by the data sequence mapping) that had the
checksum failure. Note that the MP_FAIL option requires the use of
the full 64-bit sequence number, even if 32-bit sequence numbers are
normally in use in the DSS signals on the path.
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1 2 3
0123456789012345678901234567182901
= = - f————— +
| Kind | Length=12 | subtype | (reserved)
F Fom Fm————— F +

| Data Sequence Number (8 octets)

Figure 16: Fallback (MP_FAIL) Option

The receiver of this option MUST discard all data following the data
sequence number specified. Failed data MUST NOT be DATA_ACKed and so
will be retransmitted on other subflows (Section 3.3.6).

A special case is when there is a single subflow and it fails with a
checksum error. If it is known that all unacknowledged data in
flight is contiguous (which will usually be the case with a single
subflow), an infinite mapping can be applied to the subflow without
the need to close it first, and essentially turn off all further
MPTCP signaling. In this case, if a receiver identifies a checksum
failure when there is only one path, it will send back an MP_FAIL
option on the subflow-level ACK, referring to the data-level sequence
number of the start of the segment on which the checksum error was
detected. The sender will receive this, and if all unacknowledged
data in flight is contiguous, will signal an infinite mapping. This
infinite mapping will be a DSS option (Section 3.3) on the first new
packet, containing a data sequence mapping that acts retroactively,
referring to the start of the subflow sequence number of the most
recent segment that was known to be delivered intact (i.e. was
successfully DATA_ACKed). From that point onwards, data can be
altered by a middlebox without affecting MPTCP, as the data stream is
equivalent to a regular, legacy TCP session. Whilst in theory paths
may only be damaged in one direction, and the MP_FAIL signal affects
only one direction of traffic, for implementation simplicity, the
receiver of an MP_FAIL MUST also respond with an MP_FAIL in the
reverse direction and entirely revert to a regular TCP session.

In the rare case that the data is not contiguous (which could happen
when there is only one subflow but it is retransmitting data from a
subflow that has recently been uncleanly closed), the receiver MUST
close the subflow with a RST with MP_FAIL. The receiver MUST discard
all data that follows the data sequence number specified. The sender
MAY attempt to create a new subflow belonging to the same connection,
and, i1f it chooses to do so, SHOULD place the single subflow
immediately in single-path mode by setting an infinite data sequence
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mapping. This mapping will begin from the data-level sequence number
that was declared in the MP_FAIL.

After a sender signals an infinite mapping, it MUST only use subflow
ACKs to clear its send buffer. This is because Data ACKs may become
misaligned with the subflow ACKs when middleboxes insert or delete
data. The receive SHOULD stop generating Data ACKs after it receives
an infinite mapping.

When a connection has fallen back with an infinite mapping, only one
subflow can send data; otherwise, the receiver would not know how to
reorder the data. In practice, this means that all MPTCP subflows
will have to be terminated except one. Once MPTCP falls back to
regular TCP, it MUST NOT revert to MPTCP later in the connection.

It should be emphasized that MPTCP is not attempting to prevent the
use of middleboxes that want to adjust the payload. An MPTCP-aware
middlebox could provide such functionality by also rewriting
checksums.

3.8. Error Handling

In addition to the fallback mechanism as described above, the
standard classes of TCP errors may need to be handled in an MPTCP-
specific way. Note that changing semantics —-- such as the relevance
of a RST —- are covered in Section 4. Where possible, we do not want
to deviate from regular TCP behavior.

The following list covers possible errors and the appropriate MPTCP
behavior:

o Unknown token in MP_JOIN (or HMAC failure in MP_JOIN ACK, or
missing MP_JOIN in SYN/ACK response): send RST (analogous to TCP’s
behavior on an unknown port)

o DSN out of window (during normal operation): drop the data, do not
send Data ACKs

o Remove request for unknown address ID: silently ignore
3.9. Heuristics

There are a number of heuristics that are needed for performance or
deployment but that are not required for protocol correctness. In
this section, we detail such heuristics. Note that discussion of
buffering and certain sender and receiver window behaviors are
presented in Sections 3.3.4 and 3.3.5, as well as retransmission in
Section 3.3.6.
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3.9.1. Port Usage

Under typical operation, an MPTCP implementation SHOULD use the same
ports as already in use. In other words, the destination port of a
SYN containing an MP_JOIN option SHOULD be the same as the remote
port of the first subflow in the connection. The local port for such
SYNs SHOULD also be the same as for the first subflow (and as such,
an implementation SHOULD reserve ephemeral ports across all local IP
addresses), although there may be cases where this is infeasible.
This strategy is intended to maximize the probability of the SYN
being permitted by a firewall or NAT at the recipient and to avoid
confusing any network monitoring software.

There may also be cases, however, where a host wishes to signal that
a specific port should be used, and this facility is provided in the
ADD_ADDR option as documented in Section 3.4.1. It is therefore
feasible to allow multiple subflows between the same two addresses
but using different port pairs, and such a facility could be used to
allow load balancing within the network based on 5-tuples (e.g., some
ECMP implementations [RFC29927]).

3.9.2. Delayed Subflow Start and Subflow Symmetry

Many TCP connections are short-lived and consist only of a few
segments, and so the overheads of using MPTCP outweigh any benefits.
A heuristic is required, therefore, to decide when to start using
additional subflows in an MPTCP connection. Experimental deployments
have shown that MPTCP can be applied in a range of scenarios so an
implementation is likely to need to take into account factors
including the type of traffic being sent and duration of session, and
this information MAY be signalled by the application layer.

However, for standard TCP traffic, a suggested general-purpose
heuristic that an implementation MAY choose to employ is as follows.

If a host has data buffered for its peer (which implies that the
application has received a request for data), the host opens one
subflow for each initial window’s worth of data that is buffered.

Consideration should also be given to limiting the rate of adding new
subflows, as well as limiting the total number of subflows open for a
particular connection. A host may choose to vary these values based
on its load or knowledge of traffic and path characteristics.

Note that this heuristic alone is probably insufficient. Traffic for
many common applications, such as downloads, is highly asymmetric and
the host that is multihomed may well be the client that will never
fill its buffers, and thus never use MPTCP according to this
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heuristic. Advanced APIs that allow an application to signal its
traffic requirements would aid in these decisions.

An additional time-based heuristic could be applied, opening
additional subflows after a given period of time has passed. This
would alleviate the above issue, and also provide resilience for low-—
bandwidth but long-lived applications.

Another issue is that both communicating hosts may simultaneously try
to set up a subflow between the same pair of addresses. This leads
to an inefficient use of resources.

If the same ports are used on all subflows, as recommended above,
then standard TCP simultaneous open logic should take care of this
situation and only one subflow will be established between the
address pairs. However, this relies on the same ports being used at
both end hosts. If a host does not support TCP simultaneous open, it
is RECOMMENDED that some element of randomization is applied to the
time to wait before opening new subflows, so that only one subflow is
created between a given address pair. If, however, hosts signal
additional ports to use (for example, for leveraging ECMP on-path),
this heuristic is not appropriate.

This section has shown some of the considerations that an implementer
should give when developing MPTCP heuristics, but is not intended to
be prescriptive.

3.9.3. Failure Handling

Requirements for MPTCP’s handling of unexpected signals have been
given in Section 3.8. There are other failure cases, however, where
a hosts can choose appropriate behavior.

For example, Section 3.1 suggests that a host SHOULD fall back to
trying regular TCP SYNs after one or more failures of MPTCP SYNs for
a connection. A host may keep a system-wide cache of such
information, so that it can back off from using MPTCP, firstly for
that particular destination host, and eventually on a whole
interface, if MPTCP connections continue failing. The duration of
such a cache would be implementation-specific.

Another failure could occur when the MP_JOIN handshake fails.
Section 3.8 specifies that an incorrect handshake MUST lead to the
subflow being closed with a RST. A host operating an active
intrusion detection system may choose to start blocking MP_JOIN
packets from the source host if multiple failed MP_JOIN attempts are
seen. From the connection initiator’s point of view, if an MP_JOIN
fails, it SHOULD NOT attempt to connect to the same IP address and
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port during the lifetime of the connection, unless the other host
refreshes the information with another ADD_ADDR option. Note that
the ADD_ADDR option is informational only, and does not guarantee the
other host will attempt a connection.

In addition, an implementation may learn, over a number of
connections, that certain interfaces or destination addresses
consistently fail and may default to not trying to use MPTCP for
these. Behavior could also be learned for particularly badly
performing subflows or subflows that regqularly fail during use, in
order to temporarily choose not to use these paths.

4. Semantic Issues

In order to support multipath operation, the semantics of some TCP
components have changed. To aid clarity, this section collects these
semantic changes as a reference.

Sequence number: The (in-header) TCP sequence number is specific to
the subflow. To allow the receiver to reorder application data,
an additional data-level sequence space is used. In this data-
level sequence space, the initial SYN and the final DATA_FIN
occupy 1 octet of sequence space. This is to ensure these signals
are acknowledged at the connection level. There is an explicit
mapping of data sequence space to subflow sequence space, which is
signaled through TCP options in data packets.

ACK: The ACK field in the TCP header acknowledges only the subflow
sequence number, not the data-level sequence space.
Implementations SHOULD NOT attempt to infer a data-level
acknowledgment from the subflow ACKs. This separates subflow- and
connection-level processing at an end host.

Duplicate ACK: A duplicate ACK that includes any MPTCP signaling
(with the exception of the DSS option) MUST NOT be treated as a
signal of congestion. To limit the chances of non-MPTCP-aware
entities mistakenly interpreting duplicate ACKs as a signal of
congestion, MPTCP SHOULD NOT send more than two duplicate ACKs
containing (non-DSS) MPTCP signals in a row.

Receive Window: The receive window in the TCP header indicates the
amount of free buffer space for the whole data-level connection
(as opposed to for this subflow) that is available at the
receiver. This is the same semantics as regular TCP, but to
maintain these semantics the receive window must be interpreted at
the sender as relative to the sequence number given in the
DATA_ACK rather than the subflow ACK in the TCP header. In this
way, the original flow control role is preserved. Note that some
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middleboxes may change the receive window, and so a host SHOULD
use the maximum value of those recently seen on the constituent
subflows for the connection-level receive window, and also needs
to maintain a subflow-level window for subflow-level processing.

FIN: The FIN flag in the TCP header applies only to the subflow it

is sent on, not to the whole connection. For connection-level FIN
semantics, the DATA_FIN option is used.

RST: The RST flag in the TCP header applies only to the subflow it

is sent on, not to the whole connection. The MP_FASTCLOSE option
provides the fast close functionality of a RST at the MPTCP
connection level.

Address List: Address list management (i.e., knowledge of the local

and remote hosts’ lists of available IP addresses) i1s handled on a
per—-connection basis (as opposed to per subflow, per host, or per
pair of communicating hosts). This permits the application of
per—-connection local policy. Adding an address to one connection
(either explicitly through an Add Address message, or implicitly
through a Join) has no implication for other connections between
the same pair of hosts.

5-tuple: The 5-tuple (protocol, local address, local port, remote

address, remote port) presented by kernel APIs to the application
layer in a non—-multipath-aware application is that of the first
subflow, even if the subflow has since been closed and removed
from the connection. This decision, and other related API issues,
are discussed in more detail in [RFC6897].

5. Security Considerations

As identified in [RFC6181], the addition of multipath capability to

TCP will bring with it a number of new classes of threat. In order
to prevent these, [RFC6182] presents a set of requirements for a
security solution for MPTCP. The fundamental goal is for the

security of MPTCP to be "no worse" than regular TCP today, and the
key security requirements are:

o

Ford,

Provide a mechanism to confirm that the parties in a subflow
handshake are the same as in the original connection setup.

Provide verification that the peer can receive traffic at a new
address before using it as part of a connection.

Provide replay protection, i.e., ensure that a request to add/
remove a subflow is ’fresh’.
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In order to achieve these goals, MPTCP includes a hash-based
handshake algorithm documented in Sections 3.1 and 3.2.

The security of the MPTCP connection hangs on the use of keys that
are shared once at the start of the first subflow, and are never sent
again over the network (unless used in the fast close mechanism,

Section 3.5). To ease demultiplexing while not giving away any
cryptographic material, future subflows use a truncated cryptographic
hash of this key as the connection identification "token". The keys

are concatenated and used as keys for creating Hash-based Message
Authentication Codes (HMACs) used on subflow setup, in order to
verify that the parties in the handshake are the same as in the
original connection setup. It also provides verification that the
peer can receive traffic at this new address. Replay attacks would
still be possible when only keys are used; therefore, the handshakes
use single-use random numbers (nonces) at both ends —-- this ensures
the HMAC will never be the same on two handshakes. Guidance on
generating random numbers suitable for use as keys is given in
[REFC4086] and discussed in Section 3.1. The nonces are valid for the
lifetime of the TCP connection attempt. HMAC is also used to secure
the ADD_ADDR option, due to the threats identified in [RFC7430].

The use of crypto capability bits in the initial connection handshake
to negotiate use of a particular algorithm allows the deployment of
additional crypto mechanisms in the future. This negotiation would
nevertheless be susceptible to a bid-down attack by an on-path active
attacker who could modify the crypto capability bits in the response
from the receiver to use a less secure crypto mechanism. The
security mechanism presented in this document should therefore
protect against all forms of flooding and hijacking attacks discussed
in [RFC6181].

The version negotiation specified in Section 3.1, if differing MPTCP
versions shared a common negotiation format, would allow an on-path
attacker to apply a theoretical bid-down attack. Since the vl and vO0
protocols have a different handshake, such an attack would require
the client to re-establish the connection using v0, and this being
supported by the server. Note that an on-path attacker would have
access to the raw data, negating any other TCP-level security
mechanisms. Also a change from RFC6824 has removed the subflow
identifier from the MP_PRIO option (Section 3.3.8), to remove the
theoretical attack where a subflow could be placed in "backup" mode
by an attacker.

During normal operation, regular TCP protection mechanisms (such as
ensuring sequence numbers are in-window) will provide the same level
of protection against attacks on individual TCP subflows as exists
for regular TCP today. Implementations will introduce additional
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buffers compared to regular TCP, to reassemble data at the connection
level. The application of window sizing will minimize the risk of
denial-of-service attacks consuming resources.

As discussed in Section 3.4.1, a host may advertise its private
addresses, but these might point to different hosts in the receiver’s
network. The MP_JOIN handshake (Section 3.2) will ensure that this
does not succeed in setting up a subflow to the incorrect host.
However, it could still create unwanted TCP handshake traffic. This
feature of MPTCP could be a target for denial-of-service exploits,
with malicious participants in MPTCP connections encouraging the
recipient to target other hosts in the network. Therefore,
implementations should consider heuristics (Section 3.9) at both the
sender and receiver to reduce the impact of this.

To further protect against malicious ADD_ADDR messages sent by an
off-path attacker, the ADD_ADDR includes an HMAC using the keys
negotiated during the handshake. This effectively prevents an
attacker from diverting an MPTCP connection through an off-path
ADD_ADDR injection into the stream.

A small security risk could theoretically exist with key reuse, but
in order to accomplish a replay attack, both the sender and receiver
keys, and the sender and receiver random numbers, in the MP_JOIN
handshake (Section 3.2) would have to match.

Whilst this specification defines a "medium" security solution,
meeting the criteria specified at the start of this section and the
threat analysis ([RFC6181]), since attacks only ever get worse, it is
likely that a future version of MPTCP would need to be able to
support stronger security. There are several ways the security of
MPTCP could potentially be improved; some of these would be
compatible with MPTCP as defined in this document, whilst others may
not be. For now, the best approach is to get experience with the
current approach, establish what might work, and check that the
threat analysis is still accurate.

Possible ways of improving MPTCP security could include:

o defining a new MPCTP cryptographic algorithm, as negotiated in
MP_CAPABLE. A sub-case could be to include an additional
deployment assumption, such as stateful servers, in order to allow

a more powerful algorithm to be used.

o defining how to secure data transfer with MPTCP, whilst not
changing the signaling part of the protocol.
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o defining security that requires more option space, perhaps in
conjunction with a "long options" proposal for extending the TCP
options space (such as those surveyed in [TCPLO]), or perhaps
building on the current approach with a second stage of MPTCP-
option-based security.

o revisiting the working group’s decision to exclusively use TCP
options for MPTCP signaling, and instead look at also making use
of the TCP payloads.

MPTCP has been designed with several methods available to indicate a
new security mechanism, including:

o available flags in MP_CAPABLE (Figure 4);
o available subtypes in the MPTCP option (Figure 3);
o the version field in MP_CAPABLE (Figure 4);

6. Interactions with Middleboxes

Multipath TCP was designed to be deployable in the present world.
Its design takes into account "reasonable" existing middlebox
behavior. In this section, we outline a few representative
middlebox-related failure scenarios and show how Multipath TCP
handles them. Next, we list the design decisions multipath has made
to accommodate the different middleboxes.

A primary concern is our use of a new TCP option. Middleboxes should
forward packets with unknown options unchanged, yet there are some
that don’t. These we expect will either strip options and pass the
data, drop packets with new options, copy the same option into
multiple segments (e.g., when doing segmentation), or drop options
during segment coalescing.

MPTCP uses a single new TCP option "Kind", and all message types are
defined by "subtype" values (see Section 8). This should reduce the
chances of only some types of MPTCP options being passed, and instead
the key differing characteristics are different paths, and the
presence of the SYN flag.

MPTCP SYN packets on the first subflow of a connection contain the
MP_CAPABLE option (Section 3.1). If this is dropped, MPTCP SHOULD
fall back to regular TCP. If packets with the MP_JOIN option
(Section 3.2) are dropped, the paths will simply not be used.

If a middlebox strips options but otherwise passes the packets
unchanged, MPTCP will behave safely. If an MP_CAPABLE option is
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dropped on either the outgoing or the return path, the initiating
host can fall back to regular TCP, as illustrated in Figure 17 and
discussed in Section 3.1.

Subflow SYNs contain the MP_JOIN option. If this option is stripped
on the outgoing path, the SYN will appear to be a regular SYN to Host
B. Depending on whether there is a listening socket on the target
port, Host B will reply either with SYN/ACK or RST (subflow
connection fails). When Host A receives the SYN/ACK it sends a RST
because the SYN/ACK does not contain the MP_JOIN option and its
token. Either way, the subflow setup fails, but otherwise does not
affect the MPTCP connection as a whole.

Host A Host B
| Middlebox M

|
| SYN(MP_CAPABLE) | SYN |
|
|

| Middlebox M |

| | |

| SYN/ACK | SYN/ACK (MP_CAPABLE) |

R — |- |
b) MP_CAPABLE option stripped on return path

Figure 17: Connection Setup with Middleboxes that Strip Options from
Packets

We now examine data flow with MPTCP, assuming the flow is correctly
set up, which implies the options in the SYN packets were allowed
through by the relevant middleboxes. If options are allowed through
and there is no resegmentation or coalescing to TCP segments,
Multipath TCP flows can proceed without problems.

The case when options get stripped on data packets has been discussed
in the Fallback section. If only some MPTCP options are stripped,
behavior is not deterministic. If some data sequence mappings are
lost, the connection can continue so long as mappings exist for the
subflow-level data (e.g., 1if multiple maps have been sent that
reinforce each other). If some subflow-level space is left unmapped,
however, the subflow is treated as broken and is closed, through the
process described in Section 3.7. MPTCP should survive with a loss
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of some Data ACKs, but performance will degrade as the fraction of
stripped options increases. We do not expect such cases to appear in
practice, though: most middleboxes will either strip all options or
let them all through.

We end this section with a list of middlebox classes, their behavior,
and the elements in the MPTCP design that allow operation through
such middleboxes. Issues surrounding dropping packets with options
or stripping options were discussed above, and are not included here:

o NATs [RFC3022] (Network Address (and Port) Translators) change the
source address (and often source port) of packets. This means
that a host will not know its public-facing address for signaling
in MPTCP. Therefore, MPTCP permits implicit address addition via
the MP_JOIN option, and the handshake mechanism ensures that
connection attempts to private addresses [RFC1918], since they are
authenticated, will only set up subflows to the correct hosts.
Explicit address removal is undertaken by an Address ID to allow
no knowledge of the source address.

o Performance Enhancing Proxies (PEPs) [RFC3135] might proactively
ACK data to increase performance. MPTCP, however, relies on
accurate congestion control signals from the end host, and non-
MPTCP-aware PEPs will not be able to provide such signals. MPTCP
will, therefore, fall back to single-path TCP, or close the
problematic subflow (see Section 3.7).

o Traffic Normalizers [norm] may not allow holes in sequence
numbers, and may cache packets and retransmit the same data.
MPTCP looks like standard TCP on the wire, and will not retransmit
different data on the same subflow sequence number. In the event
of a retransmission, the same data will be retransmitted on the
original TCP subflow even if it is additionally retransmitted at
the connection level on a different subflow.

o Firewalls [RFC2979] might perform initial sequence number
randomization on TCP connections. MPTCP uses relative sequence
numbers in data sequence mapping to cope with this. Like NATs,
firewalls will not permit many incoming connections, so MPTCP
supports address signaling (ADD_ADDR) so that a multiaddressed
host can invite its peer behind the firewall/NAT to connect out to
its additional interface.

o Intrusion Detection/Prevention Systems (IDS/IPS) observe packet
streams for patterns and content that could threaten a network.
MPTCP may require the instrumentation of additional paths, and an
MPTCP-aware IDS/IPS would need to read MPTCP tokens to correlate
data from mutliple subflows to maintain comparable visibility into
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all of the traffic between devices. Without such changes, an IDS
would get an incomplete view of the traffic, increasing the risk
of missing traffic of interest (false negatives), and increasing
the chances of erroneously identifying a subflow as a risk due to
only seeing partial data (false positives).

o Application-level middleboxes such as content-aware firewalls may
alter the payload within a subflow, such as rewriting URIs in HTTP
traffic. MPTCP will detect these using the checksum and close the
affected subflow(s), i1f there are other subflows that can be used.
If all subflows are affected, multipath will fall back to TCP,
allowing such middleboxes to change the payload. MPTCP-aware
middleboxes should be able to adjust the payload and MPTCP
metadata in order not to break the connection.

In addition, all classes of middleboxes may affect TCP traffic in the
following ways:

o TCP options may be removed, or packets with unknown options
dropped, by many classes of middleboxes. It is intended that the
initial SYN exchange, with a TCP option, will be sufficient to
identify the path capabilities. If such a packet does not get
through, MPTCP will end up falling back to regular TCP.

o Segmentation/Coalescing (e.g., TCP segmentation offloading) might
copy options between packets and might strip some options.
MPTCP’s data sequence mapping includes the relative subflow
sequence number instead of using the sequence number in the
segment. In this way, the mapping is independent of the packets
that carry it.

o The receive window may be shrunk by some middleboxes at the
subflow level. MPTCP will use the maximum window at data level,
but will also obey subflow-specific windows.
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8. IANA Considerations

This document obsoletes RFC6824 and as such IANA is requested to
update the TCP option space registry to point to this document for
Multipath TCP, as follows:

F———— Fm——— Fm Fmm +
| Kind | Length | Meaning | Reference

F———— F—————— Fo Fom +
| 30 | N | Multipath TCP (MPTCP) | This document |
t———— F—————— Fmm Fm +

Table 1: TCP Option Kind Numbers

8.1. MPTCP Option Subtypes

The 4-bit MPTCP subtype sub-registry ("MPTCP Option Subtypes" under
the "Transmission Control Protocol (TCP) Parameters" registry) was
defined in RFC6824. Since RFC6824 was an Experimental not Standards
Track RFC, and since no further entries have occurred beyond those
pointing to RFC6824, IANA is requested to replace the existing
registry with Table 2 and with the following explanatory note.

Note: This registry specifies the MPTCP Option Subtypes for MPTCP vl,

which obsoletes the Experimental MPTCP v0. For the MPTCP vO0
subtypes, please refer to RFC6824.
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+————— e —— e o +
| value | Symbol Name Reference
e e e o —————— +

0x0 MP__CAPABLE Multipath Capable This
document,
Section 3.1
0x1 MP_JOIN Join Connection This
document,
Section 3.2
0x2 DSS Data Sequence Signal This
(Data ACK and data document,
sequence mapping) Section 3.3
0x3 ADD_ADDR Add Address This
document,
Section 3.4.1
0x4 REMOVE_ADDR Remove Address This
document,
Section 3.4.2
0x5 MP_PRIO Change Subflow Priority This
document,
Section 3.3.8
0x6 MP_FAIL Fallback This
document,
Section 3.7
0x7 MP_FASTCLOSE Fast Close This
document,
Section 3.5
0x8 MP_TCPRST Subflow Reset This
document,
Section 3.6
Oxf MP_EXPERIMENTAL Reserved for private
experiments
e e e o —————— +

Table 2: MPTCP Option Subtypes

Values 0x9 through Oxe are currently unassigned. Option 0xf is
reserved for use by private experiments. Its use may be formalized
in a future specification. Future assignments in this registry are
to be defined by Standards Action as defined by [RFC8126].
Assignments consist of the MPTCP subtype’s symbolic name and its
associated value, and a reference to its specification.

8.2. MPTCP Handshake Algorithms

The "MPTCP Handshake Algorithms" sub-registry under the "Transmission
Control Protocol (TCP) Parameters" registry was defined in RFC6824.
Since RFC6824 was an Experimental not Standards Track RFC, and since
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no further entries have occurred beyond those pointing to RFC6824,
IANA is requested to replace the existing registry with Table 3 and
with the following explanatory note.

Note: This registry specifies the MPTCP Handshake Algorithms for
MPTCP vl1, which obsoletes the Experimental MPTCP v0. For the MPTCP
v0 subtypes, please refer to RFC6824.

e e o +
Flag Meaning Reference
Bit
o e e +
A Checksum required This document,
Section 3.1
B Extensibility This document,
Section 3.1
C Do not attempt to establish new This document,
subflows to the source address. Section 3.1
D-G Unassigned
H HMAC-SHA256 This document,
Section 3.2
o Bttt e o +

Table 3: MPTCP Handshake Algorithms

Note that the meanings of bits D through H can be dependent upon bit
B, depending on how Extensibility is defined in future
specifications; see Section 3.1 for more information.

Future assignments in this registry are also to be defined by
Standards Action as defined by [RFC8126]. Assignments consist of the
value of the flags, a symbolic name for the algorithm, and a
reference to its specification.

8.3. MP_TCPRST Reason Codes
IANA is requested to create a further sub-registry, "MPTCP MP_TCPRST

Reason Codes" under the "Transmission Control Protocol (TCP)
Parameters" registry, based on the reason code in MP_TCPRST

(Section 3.6) message. Initial values for this registry are given in
Table 4; future assignments are to be defined by Specification
Required as defined by [RFC8126]. Assignments consist of the value

of the code, a short description of its meaning, and a reference to
its specification. The maximum value is Oxff.

As guidance to the Designated Expert [RFC8126], assignments should

not normally be refused unless codepoint space is becoming scarce,
providing that there is a clear distinction from other, already-
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existing codes, and also providing there is sufficient guidance for
implementors both sending and receiving these codes.

- e e +

| Code | Meaning | Reference

- Bt e +
0x00 Unspecified TCP error This document, Section 3.6
0x01 MPTCP specific error This document, Section 3.6
0x02 Lack of resources This document, Section 3.6
0x03 Administratively prohibited This document, Section 3.6
0x04 Too much outstanding data This document, Section 3.6
0x05 Unacceptable performance This document, Section 3.6
0x06 Middlebox interference This document, Section 3.6

- B it o +

Table 4: MPTCP MP_TCPRST Reason Codes
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Appendix A. Notes on Use of TCP Options

The TCP option space is limited due to the length of the Data Offset
field in the TCP header (4 bits), which defines the TCP header length
in 32-bit words. With the standard TCP header being 20 bytes, this
leaves a maximum of 40 bytes for options, and many of these may
already be used by options such as timestamp and SACK.

We have performed a brief study on the commonly used TCP options in
SYN, data, and pure ACK packets, and found that there is enough room
to fit all the options we propose using in this document.

SYN packets typically include Maximum Segment Size (MSS) (4 bytes),
window scale (3 bytes), SACK permitted (2 bytes), and timestamp (10
bytes) options. Together these sum to 19 bytes. Some operating
systems appear to pad each option up to a word boundary, thus using
24 bytes (a brief survey suggests Windows XP and Mac OS X do this,
whereas Linux does not). Optimistically, therefore, we have 21 bytes
spare, or 16 if it has to be word-aligned. 1In either case, however,
the SYN versions of Multipath Capable (12 bytes) and Join (12 or 16
bytes) options will fit in this remaining space.

Note that due to the use of a 64-bit data-level sequence space, it is
feasible that MPTCP will not require the timestamp option for
protection against wrapped sequence numbers (PAWS [RFC7323]), since
the data-level sequence space has far less chance of wrapping.
Confirmation of the validity of this optimisation is for further
study.

TCP data packets typically carry timestamp options in every packet,
taking 10 bytes (or 12 with padding). That leaves 30 bytes (or 28,
if word-aligned). The Data Sequence Signal (DSS) option varies in
length depending on whether the data sequence mapping and DATA_ACK
are included, and whether the sequence numbers in use are 4 or 8
octets. The maximum size of the DSS option is 28 bytes, so even that
will fit in the available space. But unless a connection is both
bidirectional and high-bandwidth, it is unlikely that all that option
space will be required on each DSS option.

Within the DSS option, it is not necessary to include the data
sequence mapping and DATA_ACK in each packet, and in many cases it
may be possible to alternate their presence (so long as the mapping
covers the data being sent in the following packet). It would also
be possible to alternate between 4- and 8-byte sequence numbers in
each option.

On subflow and connection setup, an MPTCP option is also set on the
third packet (an ACK). These are 20 bytes (for Multipath Capable)
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and 24 bytes (for Join), both of which will fit in the available
option space.

Pure ACKs in TCP typically contain only timestamps (10 bytes). Here,
Multipath TCP typically needs to encode only the DATA_ACK (maximum of
12 bytes). Occasionally, ACKs will contain SACK information.

Depending on the number of lost packets, SACK may utilize the entire
option space. If a DATA_ACK had to be included, then it is probably
necessary to reduce the number of SACK blocks to accommodate the
DATA_ACK. However, the presence of the DATA_ACK is unlikely to be
necessary in a case where SACK is in use, since until at least some
of the SACK blocks have been retransmitted, the cumulative data-level
ACK will not be moving forward (or if it does, due to retransmissions
on another path, then that path can also be used to transmit the new
DATA_ACK) .

The ADD_ADDR option can be between 16 and 30 bytes, depending on
whether IPv4 or IPv6 is used, and whether or not the port number is
present. It is unlikely that such signaling would fit in a data
packet (although if there is space, it is fine to include it). It is
recommended to use duplicate ACKs with no other payload or options in
order to transmit these rare signals. Note this is the reason for
mandating that duplicate ACKs with MPTCP options are not taken as a
signal of congestion.

Appendix B. TCP Fast Open and MPTCP

TCP Fast Open (TFO) is an experimental TCP extension, described in
[RFC7413], which has been introduced to allow sending data one RTT
earlier than with regular TCP. This is considered a valuable gain as
very short connections are very common, especially for HTTP request/
response schemes. It achieves this by sending the SYN-segment
together with the application’s data and allowing the listener to
reply immediately with data after the SYN/ACK. [RFC7413] secures
this mechanism, by using a new TCP option that includes a cookie
which is negotiated in a preceding connection.

When using TCP Fast Open in conjunction with MPTCP, there are two key
points to take into account, detailed hereafter.

B.1. TFO cookie request with MPTCP

When a TFO initiator first connects to a listener, it cannot
immediately include data in the SYN for security reasons [RFC7413].
Instead, it requests a cookie that will be used in subsequent
connections. This is done with the TCP cookie request/response
options, of respectively 2 bytes and 6-18 bytes (depending on the
chosen cookie length).
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TFO and MPTCP can be combined provided that the total length of all
the options does not exceed the maximum 40 bytes possible in TCP:

o In the SYN: MPTCP uses a 4-bytes long MP_CAPABLE option. The
MPTCP and TFO options sum up to 6 bytes. With typical TCP-options
using up to 19 bytes in the SYN (24 bytes if options are padded at
a word boundary), there is enough space to combine the MP_CAPABRLE
with the TFO Cookie Request.

o In the SYN+ACK: MPTCP uses a l1l2-bytes long MP_CAPABLE option, but
now TFO can be as long as 18 bytes. Since the maximum option
length may be exceeded, it is up to the listener to solve this by
using a shorter cookie. As an example, if we consider that 19
bytes are used for classical TCP options, the maximum possible
cookie length would be of 7 bytes. Note that the same limitation
applies to subsequent connections, for the SYN packet (because the
initiator then echoes back the cookie to the listener). Finally,
if the security impact of reducing the cookie size is not deemed
acceptable, the listener can reduce the amount of other TCP-
options by omitting the TCP timestamps (as outlined in
Appendix A).

B.2. Data sequence mapping under TFO

MPTCP uses, in the TCP establishment phase, a key exchange that is
used to generate the Initial Data Sequence Numbers (IDSNs). 1In
particular, the SYN with MP_CAPABLE occupies the first octet of the
data sequence space. With TFO, one way to handle the data sent
together with the SYN would be to consider an implicit DSS mapping
that covers that SYN segment (since there is not enough space in the
SYN to include a DSS option). The problem with that approach is that
if a middlebox modifies the TFO data, this will not be noticed by
MPTCP because of the absence of a DSS-checksum. For example, a TCP
(but not MPTCP)-aware middlebox could insert bytes at the beginning
of the stream and adapt the TCP checksum and sequence numbers
accordingly. With an implicit mapping, this would give to initiator
and listener a different view on the DSS-mapping, with no way to
detect this inconsistency as the DSS checksum is not present.

To solve this, the TFO data must not be considered part of the Data
Sequence Number space: the SYN with MP_CAPABLE still occupies the
first octet of data sequence space, but then the first non-TFO data
byte occupies the second octet. This guarantees that, if the use of
DSS-checksum is negotiated, all data in the data sequence number
space is checksummed. We also note that this does not entail a loss
of functionality, because TFO-data is always only sent on the initial
subflow before any attempt to create additional subflows.
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B.3. Connection establishment examples

The following shows a few examples of possible TFO+MPTCP
establishment scenarios.

Before an initiator can send data together with the SYN, it must
request a cookie to the listener, as shown in Figure 18. This is
done by simply combining the TFO and MPTCP options.

initiator listener
S Seqg=0 (Length=0) <MP_CAPABLE>, <TFO cookie request>
___________________________________________________________ >
S. 0(0) ack 1 <MP_CAPABLE>, <TFO cookie>
< ___________________________________________________________
0(0) ack 1 <MP_CAPABLE>
___________________________________________________________ >
Figure 18: Cookie request - sequence number and length are annotated

as Seq(Length) and used hereafter in the figures.

Once this is done, the
in Figure 19. 1In this
the SYN. The listener
the SYN-ACK upon which

received cookie can be used for TFO, as shown
example, the initiator first sends 20 bytes in
immediately replies with 100 bytes following
the initiator replies with 20 more bytes.

Note that the last segment in the figure has a TCP sequence number of
21, while the DSS subflow sequence number is 1 (because the TFO data
is not part of the data sequence number space, as explained in

Section Appendix B.2.
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initiator listener
S 0(20) <MP_CAPABLE>, <TFO cookie>
___________________________________________________________ >
S. 0(0) ack 21 <MP_CAPABLE>
< ___________________________________________________________
1(100) ack 21 <DSS ack=1l seg=1l ssn=1 dlen=100>
< ___________________________________________________________
21(0) ack 1 <MP_CAPABLE>
___________________________________________________________ >
21(20) ack 101 <DSS ack=101 seg=1 ssn=1 dlen=20>
___________________________________________________________ >

Figure 19: The listener supports TFO

In Figure 20, the listener does not support TFO. The initiator
detects that no state is created in the listener (as no data is
acked), and now sends the MP_CAPABLE in the third ack, in order for
the listener to build its MPTCP context at then end of the
establishment. Now, the tfo data, retransmitted, becomes part of the
data sequence mapping because it is effectively sent (in fact re-
sent) after the establishment.

initiator listener
S 0(20) <MP_CAPABLE>, <TFO cookie>
___________________________________________________________ >
S. 0(0) ack 1 <MP_CAPABLE>
< ___________________________________________________________
1(0) ack 1 <MP_CAPABLE>
___________________________________________________________ >
1(20) ack 1 <DSS ack=1] seg=1 ssn=1 dlen=20>
___________________________________________________________ >
0(0) ack 21 <DSS ack=21] seg=l ssn=1 dlen=0>
< ___________________________________________________________

Figure 20: The listener does not support TFO
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It is also possible that the listener acknowledges only part of the
TFO data, as illustrated in Figure 21. The initiator will simply
retransmit the missing data together with a DSS-mapping.

initiator listener
S 0(1000) <MP_CAPABLE>, <TFO cookie>
___________________________________________________________ >
S. 0(0) ack 501 <MP_CAPABLE>
< ___________________________________________________________
501(0) ack 1 <MP_CAPABLE>
___________________________________________________________ >
501 (500) ack 1 <DSS ack=1l seg=1l ssn=1 dlen=500>
___________________________________________________________ >

Figure 21: Partial data acknowledgement
Appendix C. Control Blocks

Conceptually, an MPTCP connection can be represented as an MPTCP
protocol control block (PCB) that contains several variables that
track the progress and the state of the MPTCP connection and a set of
linked TCP control blocks that correspond to the subflows that have
been established.

RFC 793 [RFC0793] specifies several state variables. Whenever
possible, we reuse the same terminology as RFC 793 to describe the
state variables that are maintained by MPTCP.

C.1l. MPTCP Control Block

The MPTCP control block contains the following variable per
connection.

C.1.1. Authentication and Metadata

Local.Token (32 bits): This is the token chosen by the local host on
this MPTCP connection. The token must be unique among all
established MPTCP connections, and is generated from the local
key.

Local.Key (64 bits): This is the key sent by the local host on this
MPTCP connection.
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Remote.Token (32 bits): This is the token chosen by the remote host
on this MPTCP connection, generated from the remote key.

Remote.Key (64 bits): This is the key chosen by the remote host on
this MPTCP connection

MPTCP.Checksum (flag): This flag is set to true if at least one of
the hosts has set the A bit in the MP_CAPABLE options exchanged
during connection establishment, and is set to false otherwise.
If this flag is set, the checksum must be computed in all DSS
options.

C.1.2. Sending Side

SND.UNA (64 bits): This is the data sequence number of the next byte
to be acknowledged, at the MPTCP connection level. This variable
is updated upon reception of a DSS option containing a DATA_ACK.

SND.NXT (64 bits): This is the data sequence number of the next byte
to be sent. SND.NXT is used to determine the value of the DSN in
the DSS option.

SND.WND (32 bits with RFC 7323, 16 bits otherwise): This is the
sending window. MPTCP maintains the sending window at the MPTCP
connection level and the same window is shared by all subflows.
All subflows use the MPTCP connection level SND.WND to compute the
SEQ.WND value that is sent in each transmitted segment.

C.1.3. Receiving Side

RCV.NXT (64 bits): This is the data sequence number of the next byte
that is expected on the MPTCP connection. This state variable is
modified upon reception of in-order data. The value of RCV.NXT is
used to specify the DATA_ACK that is sent in the DSS option on all
subflows.

RCV.WND (32 bits with RFC 7323, 16 bits otherwise): This is the
connection-level receive window, which is the maximum of the
RCV.WND on all the subflows.

C.2. TCP Control Blocks

The MPTCP control block also contains a list of the TCP control
blocks that are associated with the MPTCP connection.

Note that the TCP control block on the TCP subflows does not contain

the RCV.WND and SND.WND state variables as these are maintained at
the MPTCP connection level and not at the subflow level.
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Inside each TCP control block, the following state variables are
defined.

C.2.1. Sending Side

SND.UNA (32 bits): This is the sequence number of the next byte to
be acknowledged on the subflow. This variable is updated upon
reception of each TCP acknowledgment on the subflow.

SND.NXT (32 bits): This is the sequence number of the next byte to
be sent on the subflow. SND.NXT is used to set the value of
SEG.SEQ upon transmission of the next segment.

C.2.2. Receiving Side

RCV.NXT (32 bits): This is the sequence number of the next byte that
is expected on the subflow. This state variable is modified upon
reception of in-order segments. The value of RCV.NXT is copied to
the SEG.ACK field of the next segments transmitted on the subflow.

RCV.WND (32 bits with RFC 7323, 16 bits otherwise): This is the
subflow-level receive window that is updated with the window field
from the segments received on this subflow.

Appendix D. Finite State Machine

The diagram in Figure 22 shows the Finite State Machine for
connection—-level closure. This illustrates how the DATA_FIN
connection-level signal (indicated in the diagram as the DFIN flag on
a DATA_ACK) interacts with subflow-level FINs, and permits "break-
before—-make" handover between subflows.
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| snd DATA_ACK[DFIN] \% delete MPTCP PCB V
\ F———— + - +
———————————————————————— >|M_TIME WAIT|-----—-—-—-—-————-—-->| M_CLOSED|
o + o +

delete MPTCP PCB

Figure 22: Finite State Machine for Connection Closure

Appendix E. Changes from RFC6824

Ford, et al.

This section lists the key technical changes between RFC6824,
specifying MPTCP v0, and this document, which obsoletes RFC6824 and
specifies MPTCP v1l. Note that this specification is not backwards
compatible with RFC6824.

o The document incorporates lessons learnt from the various
implementations, deployments and experiments gathered in the
documents "Use Cases and Operational Experience with Multipath
TCP" [RFC8041] and the IETF Journal article "Multipath TCP
Deployments" [deployments].

o Connection initiation, through the exchange of the MP_CAPABLE
MPTCP option, is different from RFC6824. The SYN no longer
includes the initiator’s key, allowing the MP_CAPABLE option on
the SYN to be shorter in length, and to avoid duplicating the
sending of keying material.
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Ford,

This also ensures reliable delivery of the key on the MP_CAPABLE
option by allowing its transmission to be combined with data and
thus using TCP’s in-built reliability mechanism. If the initiator
does not immediately have data to send, the MP_CAPABLE option with
the keys will be repeated on the first data packet. If the other
end is first to send, then the presence of the DSS option
implicitly confirms the receipt of the MP_CAPABLE.

In the Flags field of MP_CAPABLE, C is now assigned to mean that
the sender of this option will not accept additional MPTCP
subflows to the source address and port. This is an efficiency
improvement, for example where the sender is behind a strict NAT.

In the Flags field of MP_CAPABLE, H now indicates the use of HMAC-
SHA256 (rather than HMAC-SHALl) .

Connection initiation also defines the procedure for version
negotiation, for implementations that support both v0 (RFC6824)
and vl (this document).

The HMAC-SHA256 (rather than HMAC-SHAl) algorithm is used, as the
algorithm provides better security. It is used to generate the
token in the MP_JOIN and ADD_ADDR messages, and to set the initial
data sequence number.

A new subflow-level option exists to signal reasons for sending a
RST on a subflow (MP_TCPRST Section 3.6), which can help an
implementation decide whether to attempt later re-—-connection.

The MP_PRIO option (Section 3.3.8), which is used to signal a
change of priority for a subflow, no longer includes the AddrID
field. 1Its purpose was to allow the changed priority to be
applied on a subflow other than the one it was sent on. However,
it has been realised that this could be used by a man-in-the-
middle to divert all traffic on to its own path, and MP_PRIO does
not include a token or other security mechanism.

The ADD_ADDR option (Section 3.4.1), which is used to inform the
other host about another potential address, is different in
several ways. It now includes an HMAC of the added address, for
enhanced security. In addition, reliability for the ADD_ADDR
option has been added: the IPVer field is replaced with a flag
field, and one flag is assigned (E) which is used as an "Echo’ so
a host can indicate that it has received the option.

An additional way of performing a Fast Close is described, by
sending a MP_FASTCLOSE option on a RST on all subflows. This
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allows the host to tear down the subflows and the connection
immediately.

o In the IANA registry a new MPTCP subtype option, MP_EXPERIMENTAL,
is reserved for private experiments. However, the document
doesn’t define how to use the subtype option.

o A new Appendix discusses the usage of both the MPTCP and TCP Fast
Open on the same packet (Appendix B).
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Abst ract

Multipath TCP relies on the existence of multiple paths between end-
systens. These are typically provided by using different IP
addresses obtained by different ISPs at the end-systens. Wile this
scenario is certainly becomng increasingly a reality (e.g. nobile
devices), currently nost end-systens are single-honmed (e.g. desktop
PCs in an enterprise). It seens also likely that a |ot of network
sites will insist on having all traffic pass a single network el ement
(e.g. for security reasons) before traffic is split across nultiple
paths. This nmeno therefore describes nechanisns to nake nultiple
pat hs available to nmultipath TCP-capabl e end-systens that are not

avail able directly at the end-systens but somewhere within the
net wor k.

Status of This Meno
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1. I nt roduction

The | ETF has specified a nultipath TCP (MPTCP) architecture and

prot ocol where end-systens operate a nodified standard TCP stack

whi ch all ows packets of the same TCP connection to be sent via
different paths to an MPTCP-capabl e destinati on ([ RFC6824],

[ RFC6182]). Paths are defined by sets of source and destination IP
addresses. Using nmultiple paths has a nunber of benefits such as an
increased reliability of the transport connection and an effect known
as resource pooling [resource pooling]. Mst end-systens today do
not have nultiple paths/interfaces available in order to nmake use of
mul ti path TCP, however further within the network rmultiple paths are
the normrather than the exception. This neno therefore describes
ways how these multiple paths in the network could potentially be
made available to nultipath TCP-capabl e hosts that are singl e-honed.
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In order to illustrate the general mechani smwe nmake use of a sinple
ref erence scenari o shown in Figure 1.

Fom e e e +
| DHCP |
Focmmm-- + o + Server
I I I I I
| Host +------ + R +
| | | teo--oe- + ISP 1
Fom oo - + Homm - - - + [----------
| Gatew. |
| EEETER TS
SEEEEEE + ISP 2

Figure 1: Reference Scenario

The scenario in Figure 1 depicts e.g. a possible SOHO or enterprise
setup where a gateway/router is connected to two | SPs and a DHCP
server gives out |eases to hosts connected to the |ocal network.

Note that both, the gateway and the DHCP server could be on the same
device (simlar to current home gateway inplenentations). Also, the
two ISPs could really be two different access technologies (e.g. LTE
and DSL) provided by a single ISP

The host is running a nultipath-capable I P stack, however it only has
a single interface. The nethods described in the follow ng sections
will let the host make use of the gateway' s two interfaces w thout
requiring nodifications to the MPTCP inplenentation

2. Approaches to Use Miultiple Paths in the Network

Al'l approaches in this docunent do not require changes to the wire
format of MPTCP and bot h conmuni cating hosts need to be MPTCP-
capable. The benefit this approach has is that a) it has no

i mplications on MPTCP standards, b) it will hopefully encourage the
depl oynent of MPTCP as the nunber of scenarios where MPTCP brings
benefits vastly increases and c) these approaches do not require
compl ex mi ddl e-boxes to inplement MPTCP-1like functionality in the
networ k as ot her approaches have suggested before.

2.1. Exposing Miltiple Paths Through End-host Auto-configuration

Mul tipath TCP di stingui shes paths by their source and destination IP
addresses. Assuming a certain level of path diversity in the
Internet, using different source and destination IP addresses for a
gi ven subflow of a nultipath TCP connection will, with a certain
probability, result in different paths taken by packets of different
subflows. Even in case subflows share a common bottl eneck, the
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proposed nmul ti path congestion control algorithm][RFC6356] will make
sure that multipath TCP will play nicely with regular TCP fl ows.

In order to not require changes to the TCP inpl enentation, we keep

the above assunptions nultipath TCP nakes, i.e. working with
different I P addresses to use different paths. Since the end-system
is single-honed, all I P addresses are bound to the sanme physica
interface. In our reference scenario in Figure 1, the host would

e.g. receive nore than one RFC1918 [ RFC1918] private | P address from
the DHCP server as depicted in Figure 2

Host Gat eway

R + | SP1

Fo------- + | src. |

| wvirt. | 10.1.2.5| 10.1.0.0/16 __.+----------

| oo | ]

| phys. | | - N |

| o +.0 A

| | 10.2.2.6 | -l T |

Fo--mm--- + | src. e [ | SP2
| 10.2.0.0/16 ‘-..+----------
I I
T +

Figure 2: Gateway internals

The gateway that is shown in Figure 2 has received two | P addresses
one fromeach ISP that it is connected to (ISPl and | SP2). The NAT
that the gateway is inplenenting needs to "map" each private IP
address of the host consistently to a one of the addresses received
by the ISPs, i.e. each private IPto a different public IP. Packets
sent by the host to the gateway are then routed based on the source
address found in the packets as illustrated in the figure. |n other
wor ds, dependi ng on the source address of the host, the packets will
either go through ISP 1 or ISP 2 and TCP will balance the traffic
across those two links using its built-in congestion contro
mechani sm

The way the gateway has received its public I P addresses is not
relevant. It could be via DHCP, IPCP or static configuration. In
order to configure the hosts behind the gateway, we propose to nake
use of provisioning donai ns [ RFC7556], nore specifically one

provi sioni ng donmai n per external gateway interface (the two
interfaces to ISP1 and 1SP2 in Figure 2). The DHCPv6 specification
for encodi ng provisioning donmains can be found in
[I-D.ietf-mf-nmpvd-dhcp-support].
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In order to signal to the host, that each provisioning domain wll
result in a different path towards the Internet, this neno introduces
a new DHCP option called EXT_ROQUTE, which will be included in each
provi sioni ng donmain sent by the server. The option value wll
determ ne which external interface is used to sent the traffic when
using the configuration information present in the respective
provi si oni ng donai n.

Upon receipt of a DHCP offer including nultiple provisioning domains,
or multiple offers each including one or nore provisioning donains,
the client SHOULD create up to n virtual interfaces, where n is one

| ess than the nunber of different EXT_ROUTE option values found in
all received provisioning domains. Each virtual interface wll
contact the DHCP server and will request configuration information
for the respective provisioning domains, excluding the configuration
of the physical interface.

2.2. Heuristic Use of Multiple Paths

The aut o-configuration mechani sm above has t he advant age t hat
avai l abl e paths and informati on on how to use themare directly sent
to the end-host. In other words, there is an explicit signalling of
the availability of multiple paths to the end-host. This has the
advantage that the host can efficiently use these paths.

This method works well when multiple paths are avail able close to the
end- host and nmeans for auto-configuration are available. But that is
not always the case. Another nethod to use different paths in the
network wi thout prior know edge of their existence is to apply
heuristics in order to exploit setups where Equal Cost Milti-path

[ RFC2991], a widely depl oyed technol ogy [ ECMP_DEPLOYMENT], or sinilar
per-fl ow | oad- bal anci ng al gorithnms are enpl oyed.

The ADD ADDR option defined in [ RFC6824] can be used to advertise the
same address but a different port to open another subfl ow
Additionally, the MP_JO N option can al so be used to open anot her
subflow with the same | P address and e.g. a different source port
given that a different address IDis used. This nmeans there are

mul tiple scenarios possible (e.g. either sender-initated or receiver-
initiated) where single-homed end-hosts can influence the 5-tuple
(source and destination | P addresses and port nunbers plus protoco
nunmber) which is often used as the basis for per-flow | oad bal anci ng.
Changing the 5-tuple will only with a certain probability result in
using a different path unless the | oad-bal ancing algorithmthat is
used is known to the MPTCP inpl enentati on (an assunption we cannot
generally nmake). This nmeans that a nunber of subflows night end up
on the sane path. Fortunately, the MPTCP congestion contro
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algorithmwi Il make sure that the collection of subflows on that path
will not be nore agressive than a single TPC fl ow.

3. Oher scenarios and extensions

The reference scenario is only one conceivable setting. G her
scenari os such as DSL broadband customers or nobile phones are
conceivable as well. As an exanple, take the DSL scenario. The home
gateway could be provided with multiple |IP addresses using extensions
to | PCP. The hone gateway in turn can then inplenent the DHCP server
and gateway functionality as described before. Mre scenarios wll
be described in future versions of this document.

4. Alternative approaches

One alternative is that a DHCP server always sends n offers, where n
is the nunmber of interfaces at the gateway to different |SPs. The
client could then accept all or a subset of these offers. This
approach seens interesting in environments where there are nultiple
DHCP servers, one for each | SP connection (think nultiple hone

gat eways). However, accepting nmultiple offers based on a single DHCP
request is not standard’'s conpliant behavior (at |east for the DHCPv4
case). Also, to cater for a scenario that only contains a single
DHCP server, server changes are needed in any case. Finally, correct
routing is not always guaranteed in these scenari os.

An interesting alternative is the use of ECMP at the gateway for | oad
distribution and | et MPTCP use different port nunbers for subflows.
Assumi ng that ECMP is available at the gateway, this approach would
work fine today. The only drawback of the approach is that it
involves a little trial and error to find port nunbers that actually
hash to different paths used by ECMP [ RFC2991].
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6. | ANA Consi derations

One new DHCP options is required by this version of this docunent.
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7. Security Considerations
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