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Abst r act

Detecting and isolating network faults in |IP networks has
traditionally been done using tools like ping and traceroute (see

[ RFC7276]) or nore complex systens built on simlar concepts of
active probing and path tracing. While using active synthetic probes
is proven to be hel pful in detecting data-plane faults, isolating
fault location has proven to be a nuch harder problem especially in
di verse networks with nultiple active forwarding planes (e.g. IP and
MPLS). Moreover, existing end-to-end tools do not generally support
functionality beyond dealing with packet |oss - for exanple, they are
hardly useful for detecting and reporting transient (i.e. mlli- or
even mcro-second) network congestion

Modern network forwardi ng hardware can enabl e nore sophisticated
dat a- pl ane functionality that provides substantial inprovenent to the
isolation and identification capabilities of network el ements. For
exanple, it has becone possible to encode a snapshot of a network

el ements forwarding state within the packet payload as it transits
the device. One exanple of such device/network state woul d be queue
depth on the egress port taken by that specific packet. Wen

conmbi ned with a unique device identifier enbedded in the sanme packet,
this could allow for precise time and topol ogical identification of
the the congested location within the network.

Thi s docunent proposes a standard fornmat for enbedding telenetry

i nformati on in UDP-based probing packets, i.e. packets designated for
testing the network while not carrying application traffic. These
active probes could be conveyed over multiple protocols (ICw, UDP
TCP, etc.) but this docunent specifically focuses on UDP, given its
sinmple semantics. In addition this docunent provides recomendati ons
on handling the active probes by devices that do not support the
requi red data-plane functionality.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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1. Introduction

Detecting and isolating faults in I P networks may involve multiple
tool s and approaches, but by far the two nost popular utilities used
by operators are ping and traceroute. The ping utility provides the
basi ¢ end-to-end connectivity check by sending a special | CVMP packet.
There are other variants of ping that work using TCP or UDP probes,
but may require a special responder application (for UDP) on the
other end of the probed connection

This type of active probing approach has its limtations. First, it
operates end-to-end and thus it is inpossible to tell where in the
path the fault has happened from sinply observing the packet |oss
ratios. Secondly, in nmultipath (ECMP) scenarios it can be quite
difficult to fully and/or deternministically exercise all the possible
pat hs connecting two end- points.

The traceroute utility has nultiple variants as well - UDP, |CVWP and
TCP based, for instance, and special variant for MPLS LSP testing.
Practically all variants follow the same nodel of operations: varying
TTL field setting in outgoing probes and anal yzing the returned | CWP
unreachabl e nessages. This does allow isolating the fault down to
the IP hop that is losing packets, but has its own limtations. As
with the ping utility, it beconmes conplicated to explore all possible
ECVMP paths in the network. This is especially problematic in |arge
Clos fabric topologies that are very common in | arge data-center
networks. Next, many network devices limt the rate of outgoing | CWP
messages as well as the rate of "exception" packets "punted" to the
control plane processor. This puts a functional linmt on the packet
rate that the traceroute can probe a given hop with, and hence

i mpacts the resolution and tine to isolate a fault. Lastly, the
treatment for these control packets is often different fromthe
packets that take regular forwarding path: the latter are normally
not redirected to the control plane processor and handl ed purely in

t he dat a- pl ane hardware

Modern network processing el enents (both hardware and software based)
are capabl e of packet handling beyond basic forwarding and sinple
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header nodifications. O special interest is the ability to capture
and enbed instantaneous state fromthe network el ement and encode
this state directly into the transit packet. One exanple would be to
record the transit device's nane, ingress and egress port
identifiers, queue depths, tinmestanps and so on. By collecting this
state al ong each network device in the path, it becones trivial to
trace a probe’s path through the network as well as record transit
device characteristics. Extending this nodel, one could build a too
that conbi nes the useful properties of ping and traceroute using a
singl e packet flight through the network, without the constraints of
control plane (aka "slow path") processing. To aid in the

devel opment of such tooling, this docunent defines a format for
enbedding telenetry information in the body of active probing
packets.

2. Data plane probe

This section defines the structure of the active data-plane probe
packets.

2.1. Probe transport

Thi s docunent assunes the use of | P/UDP for data-plane probing
(either 1Pv4 or IPv6). A receiving application may listen on a pre-
defined UDP port to collect and possibly echo back the information
enbedded in the probe. One potential limtation to this methodol ogy
is the size of the probe packet, as sone data-plane faults may only
i npact packets of a given size or range of sizes. |In this case, the
dat a- pl ane probe nay not be able to detect such issues, given the
requirenent to pre-allocate storage in the packet body.

2. 2. Probe structure

The sender is responsible for constructing a packet |arge enough to
hold all records to be added by the network el ements. Concurrently,

t he probes nust not exceed the mininum MU al | owed al ong the path, so
it is assumed that the sender either knows the needed MIU or relies
on wel | - known nechani sns for path MIU di scovery. After adding the
mandat ory protocol (IP, UDP, etc.) headers, the packet payload is
built according to the foll ow ng | ayout:
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Fi gure 1: Probe

Notice that all record pl acehol ders are
the telenetry record tenplate, and that
al | ocated by the sender of the packet.
single network el enment on the path from
packet .

2.3. Header Format

The probe payload starts with a fixed-si
identifies the packet as a probe packet,

ayout

equal size, as prescribed by
space for those nust be pre-
Each record corresponds to a
sender to receiver of the

ze header. The header
and encodes basic

i nformati on shared by all telenetry records.
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1 2 3
234567890123456789012345678901
B i S S I i Tk s i i S e S S e =

Probe Marker (1) [

B e e S e i i i i S S
Probe Marker (2) |

Bl T T e e E s s it s s R SR SR S SR
Ver si on Numnber | Must Be Zero | S| 9

B i S S I i Tk s i i S e S S e =
ssage Type | Hop Limt [ Must Be Zero [
B S e e s o i R E
Sender’ s Handl e |

Bl s e e e E s s it s S R S SR N S SR
Sequence Number |

B i S S I i Tk s i i S e S S e =
Wite Ofset [

B e e S e i i s S S S S S

Fi gure 2: Header For nat

The "Probe Marker" fields are arbitrary 32-bit val ues generally
used by the network elenents to identify the packet as a probe
packet. These fields should be interpreted as unsigned integer
val ues, stored in network byte order. For exanple, a network
el ement may be configured to recognize a UDP packet destined to
port 31337 and havi ng OxDEAD OxBEEF as the values in "Probe
Marker" field as an active probe, and treat it respectively.

"Version Number" is currently set to 1.

The "d obal Flags" field is 8 bits, and defines the foll ow ng
fl ags:

(1) "Overflow' (O bit) (least significant bit). This bit is
set by the network elenent if there is no record
pl acehol der available: i.e. the packet is already "full" of
telemetry information.

(2) "Sealed" (S-bit). This bit instructs the network el ement
to forward the packet W THOUT enbeddi ng tel enetry data,
even if it matches the probe identification rules. This
mechani sm coul d be used to send "realistic" probes of
arbitrary size after the network path associated with the
combi nation of source/destination |P addresses and ports
has been previously established. The network el ement nust
not inspect the "Telenmetry Record Tenplate" field for
"seal ed" probes.
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(4) The "Message Type" field value could be either "1" - "Probe" or
"2" - "Probe Reply"

(5) "Hop Limt" is defined only for "Message Type" of "1" ("Probe").
For "Probe Reply" the "Hop Limt" field nust be set to zero
This field is treated as an integer value and decrenented by
every network elenent in the path as "Probe" propagates. See
the Section 4 section on the intended use of the field.

(6) The "Sender’s Handle" field is set by the sender to allow the
receiver to identify a particular originator of probe packets.
Along with "Sequence Nunmber" it allows for tracking of packet
order and |l oss within the network.

(7) The "Wite Ofset” field specifies the offset for the next
telemetry record to be witten in the probe packet body. It
counts fromthe start of the packet body and nust be initially
set to the first octet after the "Record Tenplate" field. It
must be incremented by every network el ement that adds a
telemetry record, without overflowi ng the storage. This

simplifies the work for the subsequent network el ement - it just
needs to parse the tenplate and then add the data at the "Wite
Ofset”.

2.4. Telenmetry Record Tenpl ate

The following figure defines the "Record Tenplate". This tenplate
uses type-length fields to describe the telenmetry data records as

added by network el ements. The nost significant bit in the "Type"
field nmust be set to zero.

0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| TL record count (N) | Must Be Zero |
B E e r e s i s i o T T s S S S S 2
| O] Type 1 [ Length 1 [
B i s T T S T et S S T S I T s sl s ol ST S S S
| O] Type 2 | Length 2 |
B T i S S i S T h T i S S S S e

B T T i I T T o S S S e b S S S
| O] Type N | Length N
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

Fi gure 3: Record Tenpl ate
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2.5. Telenetry Record

This section defines the structure of a telenetry record. Every
networ k el enent capabl e of reporting inband telenetry data nust add a
record as defined in the "Record Tenplate" to the probe packet. The
new record nust be inserted at the "Wite Offset" position in the
packet payload, with the "Wite O fset" subsequenly increnmented by
the size of the new record. The order of TLV elenents nust foll ow
the order prescribed by the Figure 3 portion of the probe packet.
The nost significant bit in the type field ("S-bit") nust be set to
"1" if the network el enent was able to understand and record the
requested telenetry type. That bit nust be set to zero otherw se
along with the contents of the "Value" field. The length field is
the TLV field I ength including the "Type" and "Length" fields.

If witing a newtelenetry record to the packet body would cause it

to exceed the packet size, no record is added and the overfl ow
"O-bit" nmust be set to "1" in the probe header
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| S| Type 1 [ Length 1 [
B e i i e o e e S T S e e s i i TR S

Val ue 1
A g S S
| S| Type 2 Length 2 [
T T S S T S T i

Val ue 2

T i T S T i T S S e S T e e

B R e i s T e S T S S N e i i i S S S e T S
| S| Type N Length N |
B e e i S R S e S e e e S T e e S e i o ol i i i T
Val ue N
B e e i S R S e S e e e S T e e S e i o ol i i i T
Figure 4: Telemetry Record For nmat

3. Telenetry Record Types

This section defines some of the telenetry record types that could be
supported by the network el ements.

3.1. Device ldentifier

This is used to identify the device reporting telenetry infornation.
Thi s docunment does not prescribe any specific identifier format.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| S| Type = 1 (Device 1D [ Length = 12 [
T T I
| Device ID (1) |
T S S e T S S S it i S S S o ¥
| Device ID (2) |
B i S S T s i S T st i S S S S S S S S i

Figure 5: Device ldentifier
3.2. Tinmestanp

This telemetry record encodes the tinme that the packet enters and

| eaves the device, in UTC. The "entering" tinme is recorded when the
L2 header enters the processing pipeline. The "exit" tinme is
recorded when the network elements starts serializing L2 header on
egress port.

0 1 2 3
01234567890123456789012345678901
B i i S S i I e i S S R L e e e e
| S| Type = 10 (Ti nestanp) | Length = 28 |
R R e R e s s e o S S e R e o o
| Recei ve Seconds |
B i S S T s i S T st i S S S S S S S S i
[ Recei ve M croseconds [
B i i S S i I e i S S R L e e e e
| Recei ve Nanoseconds |
R R e R e s s e o S S e R e o o
| Send Seconds |
B i S S T s i S T st i S S S S S S S S i
[ Send M croseconds [
B i i S S i I e i S S R L e e e e
| Send Nanoseconds |
R R e R e s s e o S S e R e o o

Figure 6: Tinmestanp
3.3. Queueing Del ay
Encodes the amount of tine that the frane has spent queued in the
network element. This is only recorded if packet has been queued,
and defines the time spent in nenory buffers. This could be hel pful

to detect queueing-related delays in the network. |n case of the
cut -t hrough switching operation this nust be set to zero.
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0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

| S| Type = 11 (Queuei ng Del ay) | Length = 16 [
B i i S S i I e i S S R L e e e e
| Seconds |

e e e e i e s S e R CE o o R
| M cr oseconds |
B i S S T s i S T st i S S S S S S S S i
[ Nanoseconds [
T T e b i i e e s . S I SR S

Figure 7: Queuei ng Del ay
3.4. Ingress/Egress Port |Ds

This record stores the ingress and egress physical ports used to
recei ve and send packet respectively. Here, "physical port" neans a
unit with actual MAC and PHY devi ces associated - not any | ogica
subdi vi si on based, for exanple, on protocol level tags (e.g. VLAN)
The port identifiers are opaque, and defined as 32-bit entries.

0 1 2 3
01234567890123456789012345678901
I i i i i i S O i ik Sk N e
| S| Type = 12 (Port |Ds) | Length = 12 |
B i S S T s i S T st i S S S S S S S S i
[ Ingress Port ID |
i i S i ST I S S S S it AU R S S i Sir SHE NNy
[ Egress Port ID [
i I S i i S i T S i ik S N e

Figure 8: Ingress/Egress Port |Ds
3.5. Forwarding Infornation

Records defined in this section require the network el enent to store
forwarding i nformation that was used to direct the packet to the
next-hop. |In the network that uses nultiple forwarding plane

i npl ementations (e.g. |P and MPLS) the originator of the probe is
required to populate the record tenplate with all kinds of forwarding
information it expects in the path. The network el enents then

popul ate the entries they know about, e.g. in IPv4d-only network the
"I Pv6 Route" record will be left unfilled, and so will be "MPLS
Rout e" .
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3.5. 1. | Pv6 Route

This record stores the IPv6 route that has been used for packet
forwarding. |If not used, then S-bit is set to zero, along with the
val ue field.

0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

| S| Type = 20 (1 Pv6 Route) [ Length = 24 [
B i i S S i I e i S S R L e e e e
[ ECMP group size | ECWMP group index | Prefix Length

T S S S e T T S S S i T S T T ey
| | Pv6 Address (1) |
B S T S T S i i S s S S S S
[ | Pv6 Address (2) |
N T S A
| | Pv6 Address (3) |
T S S e T S S it S S S S e o ¥
| | Pv6 Address (4) |
B S T S T S i i S s S S S S

Figure 9: I Pv6 Route
3.5.2. [|Pv4d Route

This record stores the I Pv4 route that has been used for packet
forwarding. |f not used, then S-bit is set to zero, along with the
val ue field.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| S| Type = 21 (1 Pv4 Route) [ Length = 12 [
B e i i e o e e S T S e e s i i TR S

[ ECMP group size | ECWMP group index | Prefix Length

B e o i T o S e i T e e e S i s ot o S R TR S
| | Pv4 Address [
B i S S T s i S T st i S S S S S S S S i

Figure 10: |1Pv4 Route
3.5.3. MPLS Route
This record stores the MPLS | abel mapping that has been used for
packet forwarding. It is possible that inbound or outbound | abel set

set to zero, if it was not used (e.g. on ingress or egress of the
domain). At the edge of |P2MPLS or MPLS2IP donain it is expected
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that the device would fill in the "MPLS Route" telenmetry record al ong
with the corresponding "I Pv6 Route" or "IPv4 Route" records.

0 1 2 3
01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
| S| Type = 22 (MPLS Route) | Length = 16 |
B T T i I T T o S S S e b S S S

| Oper ati on | ECMP group size | ECMP group index

B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Must Be Zero | I ncom ng MPLS Label |
B E e r e s i s i o T T s S S S S 2
[ Must Be Zero [ Qut goi ng MPLS Label [
B T T i I T T o S S S e b S S S

Figure 11: MPLS Route

There are three MPLS operations defined

"1" - Push
"2" - Pop
"3" - Swap

4. Qperating in | oopback node

In "l oopback” node the flow of probes is "turned back" at a given
network el enent. The network elenent that "turns" packets around is
identified using the "Hop Linmit" field. The network el ement that
receives a "Probe" type packet having "Hop Linmit" value of "1" is
required to performthe foll ow ng:

Change the "Message Type" field to "Probe Reply" and set the "Hop
Limit" to zero.

Swap the destination/source addresses and port values in the | P/
UDP headers of the probe packet.

Add a telenetry record as required using the newy build | P/ UDP
headers to determine forwarding i nformation.

This way, the original probe is routed back to originator. Notice
that the return path may be different fromthe path that the origina
probe has taken. This path will be recorded by the network el ements
as the reply is transported back to the sender. Using this technique
one nmay progressively test a path until its breaking point. Unlike
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the traditional traceroute utility, however, the returning packets
are the original probes, not the | COW nessages.

5. Processing Probe Packet
5.1. Detecting a probe

Since the probe looks |ike a regular UDP packet, the data-plane
hardware needs a way to recognize it for special processing. This
docunent does not prescribe a specific way to do that. For exanple,
classification could be based on only the destination UDP port, or
usi ng nore conpl ex pattern matching techniques, e.g matching on the
contents of "Probe Marker" field.

6. Non-Capabl e Devi ces

Non- capabl e devices are those that cannot process a probe natively in
the fast-path data plane. Further, there could be two types of such
devi ces: those that can still process it via the control -pl ane
software, and those that can not. The control-plane processing
shoul d be triggered by use of the "Router-Alert"” option for |Pv4 of

| Pv6 packets (see [ RFC2113] or [RFC2711]) added by the origi nator of
the probe. A control-plane capable device is expected to interpret
and fill-in as much telenetry-record data as it possibly could, given
the linmted abilities.

Net work el ements that are not capable of processing the data-pl ane
probes are expected to performregul ar packet forwarding. |If a
network el enment receives a packet with the router-alert option set,
but has no special configuration to detect such probes, it should
process it according to [RFC6398]. Absence of the router alert
option | eaves the non datapl ane-capabl e devices with the only option
of processing the probe using traditional forwarding.

7. Handling data-plane probes in the MPLS donmi n

In general, the payload of an MPLS packet is opaque to the network

el ement. However, in nmany cases the network elenent still performs a
| ookup beyond the MPLS | abel stack, e.g. to obtain informtion such
as L4 ports for load balancing. It nmay be possible to perform data-
pl ane probe classification in the sane nmanner, additionally using the
"Probe Marker" to distinguish the probe packets.

In accordance to [RFC6178] Label Edge Routers (LERs) are required not
to impose an MPLS router-alert |abel for packets carrying the router-
alert option. It may be beneficial to enable such translation, so
that an end-to-end validation could be perforned if a control-pl ane
capabl e MPLS network elenment is present on the probe’ s path.
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Mul ti-chip device considerations

TBD
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