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Abst ract

Re-optim zation of a Point-to-Miltipoint (P2MP) Traffic Engi neered
(TE) Label Switched Path (LSP) may be triggered based on the need to
re-optimze an individual source-to-leaf (S2L) sub-LSP or a set of
S2L sub-LSPs, both using Sub-G oup-Based Re-optim zation nethod, or
the entire P2MP-TE LSP tree using the Make-Before-Break (MBB) nethod.
Thi s docunent di scusses the application of the existing nechani sns
for path re-optim zation of |oosely routed Point-to-Point (P2P) TE
LSPs to the P2MP-TE LSPs, identifies issues in doing so and defines
procedures to address them \Wen re-optimzing a |arge nunber of S2L
sub-LSPs in a tree using the Sub-G oup-Based Re-optim zation nethod
the S2L sub-LSP descriptor list nay need to be semantically
fragmented. This docunment defines the notion of a fragnent
identifier to hel p recipient nodes unanbi guously reconstruct the
fragmented S2L sub-LSP descriptor list.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

2

2

I nt roducti on

Thi s docunment defines Resource Reservation Protocol - Traffic

Engi neering (RSVP-TE) [ RFC2205] [ RFC3209] signaling extensions for
re-optimzing | oosely routed Point-to-Miltipoint (P2MP) Traffic
Engi neered (TE) Label Switched Paths (LSPs) [ RFC4875] in a

Mul ti-Protocol Label Switching (MPLS) or Ceneralized MPLS (GVPLS)
[ RFC3473] net work.

A P2MP-TE LSP is conprised of one or nore source-to-leaf (S2L)
sub-LSPs. A loosely routed P2MP-TE S2L sub-LSP is defined as one
whose path does not contain the full explicit route identifying each
node along the path to the egress node at the time of its signaling
by the ingress node. Such an S2L sub-LSP is signaled with no
Explicit Route Object (ERO [RFC3209], or with an ERO that contains
at | east one | oose next-hop, or with an ERO that contains an abstract
node which identifies nore than one node. This is often the case
with inter-domain P2MP- TE LSPs where Path Conputation El enment (PCE)
is not used [ RFC5440].

As per [RFC4875], an ingress node may re-optimze the entire P2MP-TE
LSP tree by re-signaling all its S2L sub-LSP(s) using the
Make- Bef ore- Break (MBB) nethod or nay re-optimze individual S2L sub-
LSP or a set of S2L sub-LSPs i.e. individual destination or a set of
destinations, both using the Sub-G oup-Based Re-optimn zation nethod.

[ RFCA736] defines RSVP signaling procedure for re-optimzing the

pat h(s) of |oosely routed Point-to-Point (P2P) TE LSP(s). Those
mechani sns i nclude a nmethod for the ingress node to trigger a new
pat h re-eval uation request and a nethod for the mid-point node to
notify availability of a preferred path. This docunent discusses the
application of those mechanisnms to the re-optinization of |oosely
routed P2MP-TE LSPs, identifies issues in doing so and defines
procedures to address them

For re-optimzing a group of S2L sub-LSPs in a tree using the Sub-

G oup-Based Re-optim zation nethod, an S2L sub-LSP descriptor |ist
can be used to signal one or nore S2L sub-LSPs in an RSVP nessage
This RSVP nessage may need to be semantically fragnented when | arge
nunber of S2L sub-LSPs are added to the descriptor list. This
docunent defines the notion of a fragment identifier to help
reci pi ent nodes unanbi guously reconstruct the fragnmented S2L sub-LSP
descriptor list.

Conventions Used in This Docunent

1. Key Word Definitions
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The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWVMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
2.2. Abbreviations
ABR Area Border Router
AS: Aut ononpbus System
ERO Explicit Route Object.
LSR: Label Switching Router
S2L sub-LSP: Source-to-|leaf sub Label Switched Path.
TE LSP: Traffic Engineering Label Switched Path.
TE LSP ingress: Head-end/source node of the TE LSP
TE LSP egress: Tail-end/destination node of the TE LSP
2.3. Term nol ogy
The reader is assuned to be fanmiliar with the terminology in
[ RFC4736] and [ RFCA875] .
3. Overview

[ RFCA736] defines RSVP signaling extensions for re-optim zing | oosely
routed P2P TE LSPs as foll ows:

0 A md-point LSR that expands | oose next-hop(s) sends a solicited
or unsolicited PathErr with the Notify error code 25 (as defined
in [RFC3209]) with sub-code 6 to indicate "Preferable Path Exists"
to the ingress node.

0 An ingress node triggers a path re-evaluation request at al
m d- poi nt LSR(s) that expands | oose next-hop(s) by setting the
"Pat h Re-eval uation Request" flag (0x20) in SESSI ON ATTRI BUTES
oj ect in the Path nmessage.

0 The ingress node upon receiving this PathErr with the Notify error
code either solicited or unsolicited initiates re-optinization of
the LSP using the MBB nethod with a different LSP-ID

The followi ng sections discuss the issues that may arise when
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appl yi ng the mechani sms defined in [ RFCA736] for re-optinzing
| oosely routed P2MP- TE LSPs.

3.1. Loosely Routed Inter-domain P2MP-TE LSP Tree

An exanple of a loosely routed inter-domain P2MP-TE LSP tree i s shown
in Figure 1. In this exanple, the P2MP-TE LSP tree consists of 3 S2L
sub-LSPs, to destinations (i.e. leafs) R10, R11 and R12 fromthe

i ngress node (i.e. source) RL. Nodes R2 and R5 are branch nodes and
nodes ABR3, ABR4, ABR7, ABR8 and ABR9 are area border routers. For
the S2L sub-LSP to destination R10, nodes ABR3, ABR7 and R10 are
defined as | oose next-hops. For the S2L sub-LSP to destination R11,
nodes ABR3, ABR8 and R11 are defined as | oose next-hops. For the S2L
sub-LSP to destination R12, nodes ABR4, ABRO and R12 are defined as

| oose next - hops.

<--areal--><--area0--><-area2->

ABR7- - - R10
/
/
ABR3- - - RS
/ \
/ \
Rl1---R2 ABRS8- - - R11
\
\
ABR4- - - R6
\
\
ABRO- - - R12

Figure 1: An Exanpl e of Loosely Routed Inter-donmain P2MP-TE LSP Tree

3.2. Existing Mechani sm For Tree-Based P2MP-TE LSP Re-optimni zation

Mechani sns defined in [RFC4736] can be easily applied to trigger the
re-optimzation of individual or group of S2L sub-LSP(s). However,
to apply these [ RFC4736] nechani sns for triggering the
re-optimzation of a P2MP-TE LSP tree, an ingress node needs to send
path re-eval uation requests on all (typically 100s of) S2L sub-LSPs
and the md-point LSR needs to send PathErrs with the Notify error
code for all S2L sub-LSPs. Such mechanisnms may | ead to the foll ow ng
i ssues:

0 A md-point LSR that expands | oose next-hop(s) rmay have to
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accurnul ate the received path re-eval uation request(s) for all S2L
sub-LSPs (e.g. by using a wait timer) and interpret themas a
re-optimzation request for the whole P2MP-TE LSP tree

O herwise, a md-point LSR may prenmaturely notify "Preferable Path
Exi sts" for one or a sub-set of S2L sub-LSPs.

o Similarly, the ingress node may have to heuristically determ ne
when to perform P2MP-TE LSP tree re-optinization and when to
perform S2L sub-LSP re-optim zation. For exanple, an
i npl ementati on nay choose to delay re-optimzation |ong enough to
allow all PathErr(s) to be received. Such tinmer-based procedures
may produce undesired results.

0 The ingress node that receives (un)solicited PathErr(s) with the
Notify error code for individual S2L sub-LSP(s), may prematurely
start re-optimzing the sub-set of S2L sub-LSPs. However, as
mentioned in [ RFC4875] Section 14.2, such sub-group based re-
optinization procedure may result in data duplication that can be
avoided if the entire P2MP-TE LSP tree is re-optimi zed using the
Make- Bef ore-Break nethod with a different LSP-1D, especially if
the ingress node eventually receives PathErrs with the Notify
error code for all S2L sub-LSPs of the P2MP-TE LSP tree

In order to address above mentioned issues and to align
re-optimzation of P2MP-TE LSP with P2P LSP [ RFC4736], there is a
need for a mechanismto trigger re-optimzation of the LSP tree by
re-signaling all S2L sub-LSPs with a different LSP-ID. To neet this
requirenent, this docunment defines RSVP-TE signaling extensions for
the ingress node to trigger the re-evaluation of the P2MP LSP tree on
every hop that has a next-hop defined as a | oose or abstract hop for
one or nore S2L sub-LSP path, and a mid-point LSRto signhal to the

i ngress node that a preferable LSP tree exists (conpared to the
current path) or that the whole P2MP-TE LSP nust be re-optinized
(because of maintenance required on the TE LSP path) (see Section
4.1).

3.3. Existing Mechani sm For Sub- G oup-Based P2MP- TE LSP Re-optim zation

Appl ying the procedures discussed in RFC4736 in conjunction with the
Sub- G oup- Based Re-Optinization procedures ([ RFC4875], Section 14.2),
an ingress node MAY trigger path re-evaluation requests for a set of
S2L sub-LSPs in a single Path nmessage using S2L sub-LSP descri ptor
list. Simlarly, a md-point LSR may send a PathErr with the Notify
error code 25 and sub-code 6 containing a list of S2L sub-LSPs
transiting through the LSR using an S2L sub-LSP descriptor list to
notify the ingress node. This nethod can be used for re-optinizing a
sub-group of S2L sub-LSPs within an LSP tree using the same LSP-ID
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This method can alleviate the scale issue associated with sending
RSVP nessages for individual S2L sub-LSPs. However, this procedure
can lead to the follow ng i ssues when used to re-optimze the LSP
tree:

0 Path nessage that is intended to carry the path re-eval uation
request as defined in [RFC4736] with a full list of S2L sub-LSPs
in S2L sub-LSPs descriptor list will be deconposed at branching
LSRs, and only a subset of the S2L sub-LSPs that are routed over
the sane next-hop will be added in the descriptor list of the Path
message propagated to downstream m d-point LSRs. Consequently,
when a preferable path exists at such mid-point LSRs, the PathErr
with the Notify error code can only include the sub-set of S2L

sub-LSPs traversing the LSR. In this case, at the ingress node
there is no way to distinguish which node of re-optimzation to
i nvoke, i.e. sub-group based re-optinization using the same LSP-ID

or tree based re-optim zation using a different LSP-ID.

0 An LSR may semantically fragment a | arge RSVP nessage (when a

conbi ned nessage nay not be large enough to fit all S2L sub-LSPs).

In this case, the ingress node may receive multiple PathErrs with
sub-sets of S2L sub-LSPs in each (due to either the conbined Path
nmessage getting fragnented or the conbined PathErr nessage getting
fragmented) and would require additional logic to deternine howto
re-optimze the LSP tree (for exanple, waiting for sone tine to
aggregate all possible PathErr messages before taking an action).
When fragnment ed, RSVP nessages nmay arrive out of order, and the
recei ver has no way of know ng the beginning and end of the S2L
sub-LSP |ist.

In order to address the above nentioned i ssues caused by RSVP nessage
semantic fragnmentation, this docunent defines new fragnent identifier
obj ect for the S2L sub-LSP descriptor |ist when conbining | arge
nunber of S2L sub-LSPs in an RSVP nessage (see Section 4.2).

4. Signaling Extensions For Loosely Routed P2MP-TE LSP Re-optim zation
4.1. Tree-Based Re-optim zation

To evaluate a P2MP-TE LSP tree on mid-point LSRs that expand | oose
next - hop(s), an ingress node MAY send a Path nessage with "P2MP-TE
Tree Re-evaluation Request (value TBAl)" defined in this docunent.
The ingress node selects one of the S2L sub-LSPs of the P2MP-TE LSP
tree transiting a md-point LSRto trigger the re-eval uation request.
The i ngress node MAY send a re-eval uati on request to each border LSR
on the path of the LSP tree
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A md-point LSR that expands | oose next-hop(s) for one or nore S2L
sub-LSP path(s) does the foll owing upon receiving a Path nmessage with
the "P2MP- TE Tree Re-eval uation Request” flag set:

0 The md-point LSR MUST check for a preferable P2MP-TE LSP tree by
re-evaluating all S2L sub-LSP(s) that are expanded paths of the
| oose next-hops of the P2MP-TE LSP

o If a preferable P2MP-TE LSP tree is found, the md-point LSR MJST
send an RSVP PathErr with the Notify error code 25 defined in
[ RFC3209] and sub-code "Preferable P2MP-TE Tree Exists (val ue
TBA2)" defined in this docunent to the ingress node. The mid-
point LSR, in turn, SHOULD NOT propagate the "P2MP-TE Tree Re-
eval uati on Request"” flag in the subsequent RSVP Path nmessages sent
downstream for the re-eval uated P2MP- TE LSP

o |If no preferable tree for P2MP-TE LSP can be found, the mi d-point
LSR that expands | oose next-hop(s) for one or nore S2L sub-LSP
pat h(s) MJST propagate the request downstream by setting the
"P2MP- TE Tree Re-eval uation Request" flag in the LSP_ATTRI BUTES
hj ect of the RSVP Path nessage.

A nmid-point LSR MAY send an unsolicited PathErr with the Notify error
code and sub-code "Preferable P2MP-TE Tree Exists" to the ingress
node to notify of a preferred P2MP-TE LSP tree when it determnes it
exists. In this case, the md-point LSR that expands | oose next-
hop(s) for one or nore S2L sub-LSP path(s) selects one of the S2L
sub-LSP(s) of the P2MP-TE LSP tree to send this PathErr nessage to
the ingress node. The nid-point LSR SHOULD consi der how frequently
it chooses to send such a PathErr - considering both that a PathErr
may be lost on its transit to the ingress node and that the ingress
node may choose not to re-optimze the LSP when such a PathErr is
received.

The sending of an RSVP PathErr with the Notify error code and
"Preferabl e P2MP-TE Tree Exists" sub-code to the ingress node
notifies the ingress node of the existence of a preferable P2MP-TE
LSP tree and upon receiving this PathErr, the ingress node SHOULD
trigger re-optimzation of the LSP using the MBB nethod with a
different LSP-1D.

4.2. Sub- G oup-Based Re-optin zation Using Fragment |dentifier
It might be preferable, as per [ RFC4875], to re-optimze the entire
P2MP-TE LSP by re-signaling all of its S2L sub-LSP(s) (Section 14.1

"Make- bef ore-Break") or to re-optimze individual or group of S2L
sub-LSP(s) i.e. individual or group of destination(s) (Section 14.2
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" Sub- Group- Based Re-Optim zation" in [ RFC4875]), both using the sane
LSP-1D. For loosely routed S2L sub-LSPs, this can be achi eved by
usi ng the procedures defined in [RFCA736] to re-optim ze one or nore
S2L sub-LSP(s) of the P2MP-TE LSP

An ingress node nmay trigger path re-evaluation requests using the
procedures defined in [RFC4736] for a set of S2L sub-LSPs by

combi ning multiple Path messages using an S2L sub-LSP descriptor |ist
[ RFC4875]. An S2L sub-LSP descriptor list is created using a series
of S2L_SUB LSP (njects as defined in [RFC4875]. Simlarly, a md-
point LSR may send a PathErr with the Notify error code (val ue 25)
and "Preferable Path Exists" (sub-code 6) containing a list of S2L
sub-LSPs transiting through the LSR using an S2L sub-LSP descri ptor
list to notify the ingress node of preferable paths avail able.

As per [RFC4875] (Section 5.2.3, "Transit Fragnmentation of Path State
Information"), when a Path nessage is not large enough to fit all S2L
sub-LSPs in the descriptor list, an LSR may senantically fragment the
message. In this case, the LSR MUST add the S2L_SUB LSP FRAG Obj ect
defined in this docunent in the S2L sub-LSP descriptor to be able to
rebuild the list fromthe received fragnments that may arrive out of
order.

The S2L_SUB LSP FRAG Object defined in this docunent is optional
However, a node MJST add the S2L_SUB LSP_FRAG (bj ect for each
fragment in S2L sub-LSP descriptor when the RSVP nessage needs to be
f ragment ed.

A md-point LSR SHOULD wait to accunulate all S2L sub-LSPs before
attenpting to re-evaluate preferable path when a Path nmessage for
"Path Re-eval uation Request" is received with S2L_SUB LSP_FRAG

hject. If a md-point LSR does not receive all fragnents of the
Pat h nessage (for exanple, when fragnents are lost) within a
configurable time interval, it SHOULD trigger re-eval uation of al

S2L sub-LSPs of the P2MP-TE LSP transiting on the node. A m d-point
LSR MJUST receive at |east one fragnent of the Path nessage to trigger
thi s behavi our.

An ingress node SHOULD wait to accunul ate all S2L sub-LSPs before
attenpting to trigger re-optimzation when a PathErr with Notify
error code and "Preferable Path Exists" sub-code is received with a

S2L_SUB LSP FRAG Object. If an ingress node does not receive al
fragments of the Pat hErr nmessage (for exanple, when fragments are
lost) within a configurable time interval, it SHOULD trigger re-

optimzation of all S2L sub-LSPs of the P2MP-TE LSP transiting on the
m d- poi nt node that had sent the PathErr nessage. An ingress node
MUST receive at | east one fragnent of the PathErr message to trigger
thi s behavi our.
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The S2L_SUB LSP_FRAG (bj ect defined in this document has a w der
applicability in addition to the P2MP-TE LSP re-optim zation. It can
al so be used (in Path and Resv nessages) to setup a new P2MP- TE LSP,
send other PathErr nessages as well as Path Tear and Resv Tear

messages for a set of S2L sub-LSPs. This is outside the scope of
this docunent.

5. Message and Cbject Definitions
5.1. P2MP-TE Tree Re-eval uati on Request Flag

In order to trigger a tree re-evaluation request, a newflag is

defined in Attributes Flags TLV of the LSP_ATTRI BUTES bj ect
[ RFC5420] as foll ows:

Bit Number (TBAl, to be assigned by | ANA): P2MP-TE Tree
Re- eval uati on Request fl ag

The "P2MP-TE Tree Re-eval uation Request” flag is meaningful in a Path
message of a P2MP-TE S2L sub-LSP and is inserted by the ingress node
usi ng the nessage format defined in [ RFC6510].

5.2. Preferable P2MP-TE Tree Exi sts Path Error Sub-code

In order to indicate to an ingress node that a preferable P2MP-TE LSP
tree exists, the follow ng new sub-code for PathErr with Notify error
code 25 [RFC3209] is defined:

Sub-code (TBA2, to be assigned by |1 ANA): Preferable P2MP-TE Tree
Exi st s sub-code

When a preferable path for P2MP-TE LSP tree exists, the md-point LSR
sends a solicited or unsolicited "Preferable P2MP-TE Tree Exists"

sub-code with PathErr with Notify error code 25 to the ingress node
of the P2MP-TE LSP

5.3. Fragnent ldentifier For S2L sub-LSP Descri ptor

The S2L_SUB LSP (bj ect [RFC4875] identifies a particular S2L sub-LSP
bel onging to the P2MP-TE LSP. An S2L sub-LSP descriptor list is
created using a series of S2L_SUB LSP Objects as defined in

[ RFCA875]. The RSVP nmessage may need to be semantically fragnmented

[ RFC4875] due to |arge nunber of S2L sub-LSPs added in the descriptor
list, and such fragnents may be received our of order. To be able to
rebuild the fragmented S2L sub-LSP descriptor list correctly, the
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following Object is defined to identify the fragments.

S2L_SUB_LSP_FRAG C ass- Num TBA3 by | ANA

T T T T +
| Length (8 bytes) | d ass-Num TBA3| C Type 1 |
B B B B +
| Fragnment 1D | Fragments Tot | Fragment Num |
S S S S +

Fragnent ID: 16-bit integer in the range of 1 to 65535.

This value is increnented for each new RSVP nessage that needs to
be semantically fragnented. The fragment IDis reset to 1 when it
reaches the maxi num val ue of 65535. The scope of the fragnment ID
is limted to the RSVP nessage type (e.g. Path) carrying the
fragment. In other words, fragnent |IDs do not have any
correlation between different RSVP nessage types (e.g. Path and
Pat hErr). The receiver does not check to ensure if the
consecutive new RSVP nessages (e.g. Path messages) are received
with fragment IDs increnented by 1.

Fragnents Total: 8-bit integer in the range of 1 to 255.
Thi s val ue indicates the nunber of fragnents sent for the given
RSVP nessage. This value MJST be the sanme in all fragnented RSVP
messages with a common Fragnent | D.
Fragnment Nunber: 8-bit integer in the range of 1 to 255.
This value indicates the position of this fragment in the given
RSVP nessage.
The format of an S2L sub-LSP descriptor nmessage is as follows:
<S2L sub-LSP descriptor> ::=
[ <S2L_SUB_LSP_FRAG> ]

<S2L_SUB_LSP>
[ <P2MP SECONDARY_EXPLI CI T_ROUTE> ]

The S2L_SUB LSP _FRAG Object is added before adding the S2L_SUB LSP
hject in the semantically fragmented RSVP nessage.

6. Conpatibility
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7.

7.

7.

1.

2.

The LSP_ATTRI BUTES bj ect has been defined in [ RFC5420] and its
message formats in [RFC6510] with class nunmbers in the form 11bbbbbb,
whi ch ensures conpatibility with non-supporting nodes. Per

[ RFC2205], nodes not supporting this extension will ignore the new
flag defined for this Qoject in this docunent but forward it wthout
nodi fi cation.

The S2L_SUB LSP_FRAG Obj ect has been defined with class nunbers in
the form 11bbbbbb, which ensures conpatibility with non-supporting
nodes. Per [RFC2205], nodes not supporting this Object will ignore
the oject but forward it without nodification.

| ANA Consi der ati ons

I ANA is requested to adm nister assignment of new val ues for
nanespace defined in this docunent and sunmarized in this section.

P2MP- TE Tree Re-eval uati on Request Fl ag

I ANA nmai ntai ns a name space for RSVP-TE TE paraneters "Resource
Reservation Protocol -Traffic Engi neering (RSVP-TE) Paraneters" (see
http://ww. iana. org/assi gnnments/rsvp-te-paraneters). Fromthe
registries in this name space "Attribute Flags", allocation of new
flag is requested (Section 5.1).

The following new flag is defined for the Attributes Flags TLV in the
LSP_ATTRI BUTES (Obj ect [RFC5420]. The numeric value is to be assigned
by | ANA.

0 P2MP-TE Tree Re-eval uation Request Fl ag:

Fom e e e - - e e e o Fomm e o Fomm e o Fomm e o Fom e e e e - - +
| Bit No | Attribute | Carried | Carried | Carried | Reference |
| | Flag Name | in Path | in Resv | in RRO | |
I I I I | or ERO | I
F T T T T R +
| TBAl by| P2MP-TE Tree | Yes | No | No | This |
| TANA | Re-evaluation | | | | document |
Hom e e oo - Fom e e e oo Fomm e - Fomm e - Fomm e - [ S +

Pref erabl e P2MP-TE Tree Exists Path Error Sub-code

I ANA mai ntai ns a name space for RSVP protocol paranmeters "Resource
Reservation Protocol (RSVP) Paraneters" (see

http://ww. iana. org/assi gnnents/rsvp-paraneters). Fromthe
sub-registry "Sub-Codes - 25 Notify Error" in registry "Error Codes
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and d obal |l y-Defined Error Val ue Sub-Codes", allocation of a new
error code is requested (Section 5.2).

As defined in [ RFC3209], the Error Code 25 in the ERROR SPEC Ohj ect
corresponds to PathErr with Notify error. This docunent adds a new
sub-code for this PathErr as foll ows:

0 Preferable P2MP-TE Tree Exi sts sub-code:

Fom e o - e e e e e e oo oo Fomm e - Fomm e - [ S +
| Sub-code | Sub-code | PathErr | PathErr | Reference |
| val ue | Description | Code | Nare [ [
[ R Fom e e T T R +
| TBA2 by | Preferable P2MP-TE | 25 | Notify | This |
| T ANA | Tree Exists | | Error | document |
Fom e o - e e e e e e oo oo Fomm e - Fomm e - [ S +

7.3. Fragnment ldentifier For S2L sub-LSP Descri ptor

I ANA mai ntai ns a name space for RSVP protocol paranmeters "Resource
Reservation Protocol (RSVP) Paraneters" (see

http://ww. iana. org/assi gnnments/rsvp-paraneters). Fromthe registry
"Cl ass Nanes, O ass Nunbers, and C ass Types", allocation of new
Class-Numis requested (Section 5.3).

0 S2L_SUB_LSP_FRAG Obj ect :

o e e e e o - o m e e e e e eee o o e e e e o - +
| dass-Num value | Description | Reference |
o e e e e oo - oo e e e e e i o e e e e oo - +
| TBA3 by | ANA | S2L_SUB LSP_FRAG | This docunent |
e e e e e oo - o m e e e e e e e e e aa oo e e e e e oo - +

8. Security Considerations

Thi s docunment defines RSVP-TE signaling extensions to allow an

i ngress node of a P2MP-TE LSP to request the re-evaluation of the LSP
tree downstream of a node, and for a md-point LSRto notify the

i ngress node of the existence of a preferable tree by sending a
PathErr. As per [RFC4736], in the case of a P2MP-TE LSP S2L sub-LSP
spanning nultiple domains, it nmay be desirable for a md-point LSR to
modi fy the RSVP Pat hErr nmessage defined in this docunment to preserve
confidentiality across domains.

This docunment al so defines fragment identifier for the S2L sub-LSP
descri ptor when conbi ning | arge nunber of S2L sub-LSPs in an RSVP
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message and the nmessage needs to be semantically fragnmented. The
i ntroduction of the fragment identifier, by itself, introduces no
additional information to signaling. For a general discussion on
MPLS and GWPLS rel ated security issues, see the MPLS/ GWPLS security

framewor k [ RFC5920] .
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