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Abst r act

In certain networks depl oynent scenari os, service providers would
like to keep all the existing MPLS functionalities in both MPLS and
GWLS network whil e reducing existing conplexity.ln this docunent,
we propose to use the PCE as a central controller so that LSP can be
cal cul at ed/ si gnal ed/ i ni ti at ed/ downl oaded/ nanaged t hrough a
centralized PCE server to each network devices along the LSP path
whil e | everaging the existing PCE technol ogi es as nmuch as possi bl e.

This draft describes the use cases for using the PCE as the centra
controll er where LSPs are cal cul ated/ setup/initiated/ downl oaded/
mai nt ai ned through extending the current PCE architectures and

ext endi ng the PCEP

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction
1.1. Background

In many network depl oynent scenarios, service providers would |ike
to have the ability to dynanically adapt to a w de range of
customer’s requests for the sake of flexible network service
delivery. SDN provides such flexibility and progranmability for
that case

By migrating to the SDN enabl ed network fromthe existing network,
service providers and network operators nust have a sol ution which
they can easily evolve fromthe existing network into the fully SDN
enabl ed network while keeping scalability of the network services,
guar ant ee robustness, availability, flexibility etc.

Taking into account the snooth transition from existing network
to the new SDN enabl ed network with optinal cost,

re-usage of the existing PCE conponents in network to be
function of the central (SDN) controller is one choice,

that not only achi eves the goal of having centralized contro
but al so | everages the existing PCE network conponents.

The Pat h Conputati on El enent comuni cation Protocol (PCEP) provides
mechani snms for Path Conputation Elements (PCEs) to performroute
computations in response to Path Conputation Cients (PCCs) requests.
PCEP Extensions for PCE-initiated LSP Setup in a Stateful PCE Mde
draft [I1-D. draft-ietf-pce-stateful-pce] describes a set of
extensions to PCEP to enable active control of MPLS-TE and GWLS
tunnel s.

[1-D.crabbe-pce-pce-initiated-1sp] describes the setup and teardown
of PCE-initiated LSPs under the active stateful PCE nodel, w thout
the need for |local configuration on the PCC, thus allowing for a
dynanmic MPLS network that is centrally controlled and depl oyed

[I-D.ali-pce-renpte-initiated-gnpls-Isp] conplenents [I-D. draft-
crabbe-pce-pce-initiated-1sp] by addressing the requirenments for
renote-initiated GWLS LSPs.

Segnent Routing (SR) technology | everages the source routing and

tunnel i ng paradi gns. A source node can choose a path wi thout relying
on hop-by-hop signaling protocols such as LDP or RSVP-TE. Each path
is specified as a set of "segments" advertised by link-state routing
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protocols (IS 1S or OSPF). [I-D.filsfils-spring-segment-routing]
provides an introduction to SR technol ogy. The corresponding IS-1S
and OSPF extensions are specified in [I-D.ietf-isis-segnment-routing-
ext ensi ons] and [I-D. psenak-ospf-segment -r out i ng- ext ensi ons],
respectively.

A Segnent Routed path (SR path) can be derived froman | GP Shortest
Path Tree (SPT). Segnent Routed Traffic Engineering paths (SR TE
pat hs) may not follow I GP SPT. Such paths may be chosen by a

sui tabl e network planning tool and provisioned on the source node of
the SR-TE pat h.

It is possible to use a stateful PCE for conputing one or nore SR-TE
pat hs taking into account various constraints and objective
functions. Once a path is chosen, the stateful PCE can instantiate
an SR-TE path on a PCC using PCEP extensions specified in [I-

D. cr abbe- pce-pce-initiated-1sp] using the SR specific PCEP extensions
described in [I-D.sivabal an-pce-segnent-routing].

By using the solutions provided fromabove drafts, LSP in both MPLS
and GWLS network can be setup/del et e/ mai nt ai ned/ synchroni zed t hr ough
a centrally controlled MPLS networ k.

The PCECC sol ution proposed in this docunent allows creation of dynamc
MPLS network that is eventually controlled and depl oyed wi thout the
RSVP- TE protocol or extended | GP protocol w th node/adjacency segnent
identifiers while providing all the key MPLS functionalities needed by
the service providers

These key MPLS features include MPLS P2P LSP, P2MP/ MP2MP LSP, MPLS
protection nmechanismetc. |In the case that one LSP path consists

| egacy network nodes and the new network nodes which are centrally
controll ed, the PCECC solution provides a snmooth transition way for
users.

1.2. Using the PCE as the Central Controller (PCECC) Approach
PCECC not only can renove the existing MPLS signaling totally
fromthe control plane without |osing any MPLS functionalities,
but also will achieve this goal through utilizing the existing PCEP
wi t hout introducing a new protocol into the network.

The following diagramillustrates the PCECC architecture
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Through the draft, we call the conbination of the functionality for
gl obal | abel range signaling and the functionality of LSP

set up/ downl oad/ cl eanup usi ng the conbi nati on of gl obal |abels and

| ocal |abels as PCECC functionality.

Current MPLS | abel has local meaning. That is, MPLS | abel allocated
| ocally and signal ed through the LDP/ RSVP-TE/ BGP etc. dynanic
si gnal i ng protocol

As the SDN(Service-Driven Network) technol ogy devel ops, MPLS gl oba

| abel has been proposed again for new solutions. [I-D.li-npls-
gl obal - I abel - usecases] proposes possi bl e usecases of MPLS gl oba
| abel . MPLS gl obal |abel can be used for identification of the

| ocation, the service and the network in different application
scenarios. Fromthese usecases we can see that no matter SDN or
traditional application scenarios, the new solutions based on MPLS
gl obal label can facilitate service provisions.

The solution choices are described in [I-D.1i-npls-global-Iabel -

f ramewor K] .

To ease the label allocation and signaling nmechanism also with the
new applications such as concentrated LSP controller is introduced,
PCE can be conveniently used as a central controller and MPLS gl oba
| abel range negoti ator.
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The later section of this draft describes the user cases for PCE
server and PCE clients to have the gl obal |abel range negotiation and
| ocal |abel range negotiation functionality.

To enpower networking with centralized controllable nodules, there

are nany choices for downl oading the forwarding entries to the data

pl ane, one way is the use of the OpenFl ow protocol, which hel ps
devices to populate their forwarding tables according to a set of
instructions to the data plane. There are other candi date protocols
to convey specific configuration information towards devices also.
Since the PCEP protocol is already deployed in sone of the service
provi ders networks, |everage the PCEP to popul ated the MPLS forwarding
table is a possible good choice.

For the centralized network, the perfornmance achi eved through

di stributed system can not be easy matched if all of the forwarding
path is conputed, downl oaded and mai ntai ned by the centralized
controller. The performance can be inproved by supporting part of
the forwarding path in the PCECC network through the segment routing
mechani sm except that the adjacency IDs for all the network nodes and
I inks are propagated through the centralized controller instead of
usi ng the | GP extension.

The node and |ink adjacency | Ds can be negotiated through the PCECC
with each PCECC clients and these IDs can be just taken fromthe
gl obal | abel range which has been negoti ated al ready.

Wth the capability of supporting SR within the PCECC architecture,
all the p2p forwarding path protection use cases described in the
draft [I-D.ietf-spring-resiliency-use-cases] will be supported too
within the PCECC network. These protection alternatives include end-
to-end path protection, local protection w thout operator nanagenent
and |l ocal protection with operator managenent.

Wth the capability of global |abel and | ocal |abel existing at the
same time in the PCECC network, PCECC will use conpute, setup and
mai ntain the P2MP and MP2MP LSP using the | ocal |abel range for each
net wor k nodes.

Wth the capability of setting up/maintaining the P2MP/ MP2MP LSP
within the PCECC network, it is easy to provide the end-end managed
path protection service and the local protection with the operation
managenent in the PCECC network for the P2MP/ MP2MP LSP, which

i ncl udes both the RSVP-TE P2MP based LSP and al so the nliDP based LSP
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2. Term nol ogy
The following term nology is used in this docunent.

IGP. Interior Gateway Protocol. Either of the two routing
protocols, Open Shortest Path First (CSPF) or Internediate System
to Intermediate System (1S-19).

PCC. Path Conputation Cient: any client application requesting a
pat h conputation to be performed by a Path Conputation El ement.

PCE: Path Conputation Elenent. An entity (conponent, application
or network node) that is capable of conputing a network path or
route based on a network graph and appl yi ng conput ati ona
constraints

TE: Traffic Engineering.
3. PCEP Requirenents

Fol | owi ng key requirenents associ ated PCECC shoul d be consi dered when
desi gni ng the PCECC based sol ution:

1. Path Conputation Elenment (PCE) clients supporting this draft MJST
have the capability to advertise its PCECC capability to the
PCECC

2. Path Conputation Element (PCE) supporting this draft MJST have
the capability to negotiate a global |abel range for a group of
clients.

3. Path Conmputation dient (PCC) MJIST be able ask for global I|abe
range assigned in path request nessage

4. PCE are not required to support |abel reserve service.
Therefore, it MJIST be possible for a PCE to reject a Path
Conput ati on Request nessage with a reason code that indicates no
support for |abel reserve service.

5. PCEP SHOULD provide a nmeans to return global |abel range and LSP
| abel assignnents of the conputed path in the reply nessage

6. PCEP SHOULD provide a neans to downl oad the MPLS forwarding entry
to the PCECC s clients.

Zhao, et al. Expi res May 25, 2017 [ Page 7]



I nternet-Draft Use Cases for PCECC Cct ober 2016

4. Use Cases of PCECC for Label Resource Reservations

Exanple 1 to 2 are based on network configurations illustrated using
the following figure

e + e +
| PCE DOMVAI N 1 | | PCE DOMAI N 2 |
| [ R + | | [ R + |
I I I I I I I I
[ | PCECCL | --------mmmmmmmmmma oo - | PCECC2 | [
I I I I I I I I
I I I I I I I I
| IR + | | IR + |
| N N | | N N |
| / \ | | / \ |
[ V V [ [ V V [
| +-------- + S NIy + | | +-------- + S NIy + |
| | NODE 11 | | NODE 1n| | | | NODE 21 | | NODE 2n|

| | | ... | | | | | | ... | | |
| | PCECC | | PCECC | | | | PCECC | | PCECC | |
| | Enabl ed | | Enabl ed| | | Enabl ed | | Enabl ed | |
| +-------- + Hom e e oo - + | | +-------- + Hom e e oo - + |
I I I I
e + e +

Exanpl e 1: Shared d obal Label Range Reservation

0 PCECC dients nodes report MPLS | abel capability to the centra
control |l er PCECC

o The central controller PCECC collects MPLS | abel capability of all
nodes. Then PCECC can cal cul ate the shared MPLS gl obal | abe
range for all the PCECC client nodes.

0o In the case that the shared gl obal |abel range need to be
negoti ated across nultiple domains, the central controllers of
these domai ns need to be conmunicate to negotiate a common gl oba
| abel range.

o The central controller PCECC notifies the shared gl obal |abe
range to all PCECC client nodes.

Exanpl e 2: d obal Label Allocation

0 PCECC dient nodel send gl obal |abel allocation request to the
central controller PCECCL.
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5.

o The central controller PCECCL allocates the global |abel for FECL
fromthe shared gl obal |abel range and sends the reply to the
client nodel.

o The central controller PCECC1 notifies the allocated | abel for
FEC1 to all PCECC client nodes within domain 1.

Usi ng PCECC for SR without the |GP Extension

For the centralized network, the performance achi eved through

di stributed systemcan not be easy matched if all of the forwarding
path is conputed, downl oaded and nai ntai ned by the centralized
controller. The performance can be inproved by supporting part of
the forwarding path in the PCECC network through the segment routing
mechani sm except that node segnent ids and adjacency segnent |Ds for
all the network are allocated dynamically and propagated through the
centralized controller instead of using the |IGP extension.

When the PCECC is used for the distribution of the node segnent ID
and adj acency segnent I D, the node segnent IDis allocated fromthe
gl obal | abel pool. For the allocation of adjacency segment ID, there
are two choices, the first choice is that it is allocated fromthe

| ocal |abel pool, the second choice is that it is allocated fromthe
gl obal | abel pool. The advantage for the second choice is that the
depth of the |abel stack for the forwarding path encoding will be
reduced since adjacency segnent |ID can signal the forwarding path

wi t hout addi ng the node segnent IDin front of it. |In this version
of the draft, we use the fist choice for now W my update the
draft to reflect the use of the second choi ce.

Same as the SR solutions, when PCECC is used as the centra
controller, the support of FRR on any topol ogy can be pre-conputated
and setup w thout any additional signaling (other than the regul ar

| GP/ BGP protocols) including the support of shared risk constraints,
support of node and |ink protection and support of m crol oop

avoi dance.

The followi ng exanple illustrate the use case where the node segnent
I D and adj acency segnment |ID are allocated fromthe gl obal |abe
al | ocated for SR path.
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.1. Use Cases of PCECC for SR Best Effort(BE) Path

In this node of the solution, the PCECC just need to allocate the
node segnment | D and adjacency I D without calculating the explicit
path for the SR path. The ingress of the forwarding path just need
to encapsul ate the destination node segnment |ID on top of the packet.
Al'l the internediate nodes will forward the packet based on the fina
destination node segnent id. It is sinmlar to the LDP LSP forwarding
except that | abel swapping is using the sane gl obal |abel both for
the in segnent and out segnment in each hop

The p2p SR BE path exanpl es are expl ai ned as bel | ow

Note that the node segnent id for each node fromthe shared gl oba
| abel s ranges negotiated al ready.

Exanpl e 1:
R1 may send a packet to R8 sinply by pushing an SR header with

segnment list {1008}. The path can be: Rl-R2-R3-R8 or Rl-R2-R5-R8
dependi ng on the route cal cul ati on on node R2.
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Exanpl e 2: local |ink/node protection:

For the packet which has destination of R3 and after that, R2 may
preinstalled the backup forwarding entry to protect the R4 node, the
pre-installed the backup path can go through either node5 or |inkl or
link2 between R2 and R3. The backup path calculation is locally
decided by R2 and any existing |IP FRR al gorithns can be used here.

5.2. Use Cases of PCECC for SR Traffic Engineering (TE) Path

In the case of traffic engineering path is needed, the PCECC need to
al | ocate the node segnent |ID and adjacency ID, and at the sane tine
PCECC cal cul ates the explicit path for the SR path and pass this
explicit path represented with a sequence of node segnent id and

adj acency id. The ingress of the forwarding path need to encapsul ate
the stack of node segnent id and adjacency id on top of the packet.
For the case where strict traffic engineering path is needed, all the
i nternmedi ate nodes and links will be specified through the stack of

| abel s so that the packet is forwarded exactly as it is wanted.

Even though it is simlar to TE LSP forwardi ng where forwarding path

i s engineered, but the Qos is only guaranteed through the enforce of

t he bandwi dth adm ssion control. As for the RSVP-TE LSP case, Qos is
guarant eed through the |ink bandwi dth reservation in each hop of the

f orwar di ng pat h.

The p2p SR traffic engineering path exanples are explained as bell ow
Note that the node segnent id for each node is allocated fromthe
shared gl obal | abels ranges negoti ated al ready and adj acency segnent
ids for each link are allocated fromthe |ocal |abel pool for each
node.

Exampl e 1:

R1 may send a packet P1 to R8 sinply by pushing an SR header with
segrment list {1008}. The path should be: Rl-R2-R3-R8.

Exanpl e 2:

R1 may send a packet P2 to R8 by pushing an SR header with segnent
list {1002, 9001, 1008}. The path should be: R1-R2-(1)I!ink-R3-R8.

Exanpl e 3:
R1 may send a packet P3 to R8 while avoiding the |links between R2 and

R3 by pushing an SR header with segnent |ist {1004, 1008}. The path
shoul d be : R1-R2-R4-R3-R8

Zhao, et al. Expi res May 25, 2017 [ Page 11]



I nternet-Draft Use Cases for PCECC Cct ober 2016

The p2p | ocal protection exanples for SR TE path are expl ai ned as
bel ow

Exampl e 4: local link protection:

o Rl may send a packet P4 to R8 by pushing an SR header with segnent
list {1002, 9001, 1008}. The path should be: R1-R2-(1)Ilink-R3-R8.

0 \When node R2 receives the packet from Rl which has the header of
R2- (1)1ink-R3-R8, and also find out there is a link failure of
linkl, then it will send out the packet with header of R3-R8
t hrough |i nk2.

Exanpl e 5: | ocal node protection:

0o Rl may send a packet P5 to R8 by pushing an SR header w th segnent
list {1004, 1008}. The path should be : Rl-R2-R4-R3-R8.

0 When node R2 receives the packet from RL which has the header of
{1004, 1008}, and also find out there is a node failure for node4,
then it will send out the packet wth header of {1005, 1008} to
node5 i nstead of node4.

6. Use Cases of PCECC for TE LSP

In the previous sections, we have discussed the cases where the SR
path is setup through the PCECC. Although those cases give the
simplicity and scalability, but there are existing functionalities
for the traffic engineering path such as the bandw dth guarant ee
through the full forwarding path and the nulticast forwarding path
whi ch SR based sol ution cannot solve. Al so there are cases where the
depth of the label stack nay have been an issue for existing

depl oynent and certain vendors

So to address these issues, PCECC architecture should al so support
the TE LSP and nulticast LSP functionalities. To achieve this, the
exi sting PCEP can be used to communi cate between the PCE server and
PCE' s client PCC for exchanging the path request and reply
information regarding to the TE LSP info. |In this case, the TE LSP
infois not only the path info itself, but it includes the ful
forwarding info. Instead of letting the ingress of LSP to initiate
the LSP setup through the RSVP-TE signaling protocol, wth mnor
extensions, we can use the PCEP to downl oad the conplete TE LSP
forwarding entries for each node in the network.
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R + R +
I I
3001| i nk1 |
| 3002| I'i nk2
Fomm e e e e e +
| R8(1008) | 192.0.2.8/32
R +

TE LSP Setup Exanpl e

0 Nodel sends a path request nessage for the setup of TE LSP from Rl
to RS.

0 PCECC program each node along the path fromRL to R8 with the
primary path: {Rl, |inkl, 6001}, {R2, 1ink3, 7002], {R4, IinkO,
9001}, {R3, link1l, 3001}, {R8}.

o0 For the end to end protection, PCECC program each node al ong the
path fromRl to R8 with the secondary path: {Rl, |ink2, 6002},
{R2, link4, 7001], {R5, link1, 9002}, {R3, link2, 3002}, {R8}.

o It is also possible to have a secondary backup path for the |oca
node protection setup by PCECC. For exanple, the primary path is
still sanme as what we have setup so far, then to protect the node
R4 | ocally, PCECC can programthe secondary path like this: {Ril,
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linkl, 6001}, {R2, linkl, 5001}, {R3, linkl, 3001}, {R8}. By doing
this, the node R4 is locally protected.

7. Use Cases of PCECC for Milticast LSPs

The current nulticast LSPs are setup either using the RSVP-TE P2MP or
mLDP protocols. The setup of these LSPs not only need a | ot of
manual configurations, but also it is also conplex when the
protection is considered. By using the PCECC solution, the multicast
LSP can be conputed and setup through centralized controller which
has the full picture of the topol ogy and bandw dth usage for each
link. It not only reduces the conplex configurations conparing the
di stributed RSVP-TE P2MP or mLDP signal lings, but also it can
compute the disjoint primary path and secondary path efficiently.

7.1. Using PCECC for P2MP/ MP2MP LSPs’ Set up

Wth the capability of global |abel and | ocal |abel existing at the
sane time in the PCECC network, PCECC will use conpute, setup and
mai ntain the P2MP and MP2MP | sp using the | ocal |abel range for each
net wor k nodes.

I +
[ R1 | Root node of the multicast LSP
N T +
| 6000
Fom e - +
Transit Node [ R2 [
. +
* | * *
9001* [ * *9002
* | * *
S + | * S +
R4 [ [ * [ R5 | Transit Nodes
Fomm e eaaan + | * Fomm e eaaan +
* | * * +
9003* [ * * +9004
* | * * +
Fom e e e e - - L S +
[ R3 | R5 | Leaf Node
N + Femeeiaanaas +
9005|
I +
| R8 | Leaf Node
Fom e e e e - - +
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The P2MP exanpl es are expl ai ned here:

Stepl: R1 may send a packet P1 to R2 sinply by pushing an | abel of
6000 to the packet.

Step2: After R2 receives the packet with | abel 6000, it will
forwarding to R4 by pushing header of 9001 and R5 by pusing header of
9002.

Step3: After R4 receives the packet with | abel 9001, it wll
forwarding to R3 by pushing header of 9003. After R5 receives the
packet with |abel 9002, it will forwarding to R5 by pushing header of
9004.

Step3: After R3 receives the packet with | abel 9003, it wll
forwarding to R8 by pushing header of 9005

7.2. Use Cases of PCECC for the Resiliency of P2MP/ MP2MP LSPs
7.2.1. PCECC for the End-to-End Protection of the P2MP/ MP2MP LSPs

In this section we describe the end-end managed path protection
service and the local protection with the operation nmanagenent in the
PCECC network for the P2MP/ MP2MP LSP, which includes both the RSVP-TE
P2MP based LSP and al so the niDP based LSP

An end-to-end protection (for nodes and |inks) principle can be
applied for conputing backup P2MP or MP2MP LSPs. During conputation
of the primarily nulticast trees, PCECC server may al so be taken into
consideration to conpute a secondary tree. A PCE may conpute the
primary and backup P2MP or MP2Mp LSP together or sequentially.
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R
Root node of LSP | Rl |--| R11]
B T S
/ +
10/ +20
/ +
[ + oo +
Transit Node | R2 | | R3 |
S + B T +
| \ + +
[ \ + +
10| 10\ +20 20+
| \ o+ +
I \ +
| + \ +
L + L + Leaf Nodes
[ R4 [ [ R5 | (Downstream LSR)
oo + oo +

In the exanpl e above, when the PCECC setup the primary nulticast tree
fromthe root node R1 to the |eafs, which is Rl->R2->{R4, R5}, at
same time, it can setup the backup tree, which is Rl1->R3->{ R4, R5}.
Both the these two prinmary forwarding tree and secondary forwarding
tree will be downl caded to each routers along the prinmary path and
the secondary path. The traffic will be forwarded through the
R1->R2->{ R4, R5} path normally, and when there is a node in the
primary tree, then the root node RL will switch the flowto the
backup tree, which is R11->R3->{R4, R5}. By using the PCECC, the
pat h conputation and forwardi ng path downl oading can all be done

wi t hout the conpl ex signaling used in the P2MP RSVP-TE or niLDP.

7.2.2. PCECC for the Local Protection of the P2MP/ MP2\VP LSPs

In this section we describe the | ocal protection service in the PCECC
network for the P2MP/ MP2MP LSP

While the PCECC sets up the primary nmulticast tree, it can also build
the back LSP anbng PLR, the protected node, and MPs (the downstream
nodes of the protected node). 1In the cases where the amount of
downstream nodes are huge, this nechani smcan avoi d unnecessary
packet duplication on PLR, so that protect the network fromtraffic
congestion ri sk.
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I +
R1 | Root Node
s +
e + Point of Local Repair/
[ R10 | Switchover Point
R + (Upstream LSR)
/ +
10/ +20
/ +
Fommmmeas + I TR +
Prot ect ed Node | R20 | | R30 |
Fomm e e e o - + B +
| \ + +
[ \ + +
10| 10\ +20 20+
| \ o+ +
I \ +
| + \ +
L + L + Merge Point
[ R40 [ [ R50 | (Downstream LSR)
N + N +

In the exanpl e above, when the PCECC setup the primary nulticast path
around the PLR node R10 to protect node R20, which is R10->R20->{ R40,
R50}, at same time, it can setup the backup path R10->R30->{R40,
R50}. Both the these two primary forwardi ng path and secondary
forwarding path will be downl oaded to each routers along the primary
path and the secondary path. The traffic will be forwarded through
the R10->R20->{ R40, R50} path nornally, and when there is a node
failure for node R20, then the PLR node R10 will switch the flowto
t he backup path, which is R10->R30->{R40, R50}. By using the PCECC
the path conputation and forwardi ng path downl oadi ng can all be done
wi t hout the conpl ex signaling used in the P2MP RSVP-TE or niDP.

8. Use Cases of PCECC for LSP in the Network M gration
One of the main advantages for PCECC solution is that it has backward
conmpatibility naturally since the PCE server itself can function as a

proxy node of MPLS network for all the new nodes which don't support
the existing MPLS signaling protocol anynore.
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As it is illustrated in the follow ng exanple, the current network
will mgrate to a total PCECC controlled network gradually by
replacing the | egacy nodes. During the migration, the | egacy nodes
still need to signal using the existing MPLS protocol such as LDP and
RSVP- TE, and the new nodes setup their portion of the forwarding path
through PCECC directly. Wth the PCECC function as the proxy of

t hese new nodes, MPLS signaling can popul ate through network as

nor mal .

Exanpl e described in this section is based on network configurations
illustrated using the follow ng figure:

e T N NN +
| PCE DOMVAI N |
| i + |
I I PCECC I I
| R .., + |
| N N N |
| | PCEP | PCEP | |
| \% <----- RSVP- - - - - - > \% \% |
| +-------- + [ SR + [ SR + [ SR + [ SR + |
R TR T R PO Tt PO TRl PO B
| | Legacy | | f i| Legacy | | f2| Legacy | | f3| PCECC | | f4| PCECC | [
| | Node | | Node | | Enabl ed | | Enabl ed | | Enabl ed| |
| [ S, + [ S, + [ S, + [ S, + [ S, + |
I I
o m m o e e e e o e e e e e e e e e e e ee—eaa—o- +

Exanpl e: PCECC Initiated LSP Setup In the Network M gration

In this exanple, there are five nodes for the TE LSP from head end
(Nodel) to the tail end (Node5). Wiere the Node4 and Node5 are centrally
controll ed and ot her nodes are | egacy nodes.

0 Nodel sends a path request nessage towards PCECC for the setup of LSP
destinating to Nodeb.

0 PCECC sends to nodel a reply nessage for LSP setup with the path:
(Nodel, if1),(Node2, if2), (Node3, if3), (Node4, if4), Nodes.

0 Nodel, Node2, Node3 will setup the LSP to Node5 using the |ocal
| abel s as usual .

0 Then the PCECC will programthe outsegnent of Node3, the insegnent/
ousegnent of Node4, and the insegnment for Nodeb5.
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9. Use Cases of PCECC for L3VPN and PWE3

The existing services using MPLS LSP tunnel s based on MPLS signalling
mechani sm such L3VPN, PWE3 and | Pv6 can be sinplified by using the
PCECC to negoitate the | abel assignnents for the L3VPN, PWE3 and

| pv6.

In the case of L3VPN, VPN | abels can be negotiated and distributed
t hrough the PCECC PCEP anobng the PE router instead of using the BGP
pr ot ocol s.

Exanpl e described in this section is based on network configurations
illustrated using the follow ng figure:

R +

| PCE DOVAI N |

| eSS +

I I PCECC |

| o + |

I N N N I

| PME3/ L3VPN | PCEP PCEP| LSP PWE3/ L3VPN| PCEP |

| \% \% \% |
Ty + | Ty + Ty + Ty + Ty +
I CE I | I PE1 I I NODE x I | PE2 I | I CE I
| Legacy | |ifl | PCECC |if2|PCCEC |if3| PCECC |if4 | Legacy |
| Node | | | Enabl ed| | Enabl ed | | Enabled | | | Node
S NIy + | S NIy + S NIy + S NIy + S NIy +

I I

o m e e e e e e e e e e e eeeeeaaaoo- +

Exanpl e: Using PCECC for L3VPN and PWE3
In the cast PWE3, instead of using the LDP signalling protocols, the
| abl e and port pairs assigned to each pseudowi re can be negoti ated
t hrough PCECC anong the PE rotuers and the correspondi ng forwarding
entries will be distributed into each PE routers through the extended
PCEP protocol s.

10. Using PCECC for Traffic Classification Information
When a TE-LSP is set up, the head end needs to know

o0 howto use it

Zhao, et al. Expi res May 25, 2017 [ Page 19]



I nternet-Draft Use Cases for PCECC Cct ober 2016

o What traffic to send on the LSP

0 VWhether it is a virtual link

0o Whether to advertise it in the IGP

o What bits of this information to signal to the tail end

PCEP all ows an Active PCE to set up or nodify LSPs. But we have no
way to tell the head end how to use the LSP. This is because of
history. 1t used to be the LER that nade the request of the PCE, so
it knew why it wanted the LSP

Wth the PCECC architecture by extending the PCEP protocols, it is
easy to carry this informati on such as how to use the LSP, how to
advertise the LSP and other extra signaling information.

11. PCECC Load Bal ancing (LB) Use Case

Very often many service providers use TE tunnels for solving issues
with non-deterninistic paths in their networks. One exanple of such
applications is usage of TEs in the nobile backhaul (MBH)

Let’s consider the follow ng typicall topology.

TE1l -------------- >

Fomm e ma o + B + B + B + R +  A---+
| Access |----| Access |----] AGG1 |----] AGG N1|----|Core 1]|--|SR1]
| SubNodel]| | Node 1 | Fo-mmm - + Fo-mmm - + F------ + -+
Fomm e - + Hom e e oo - + | | | ~ [

| Access | Access | AGGRng 1 | | |

| SubRing 1 | Ring 1 | ] | ] |
Fomm e e - + IR + IR + | | |
| Access | | Access | | AGG 2 | | | |
| SubNode2| | Node 2 | Fo-mmm - + | | |
R I + N N |

I I I | | I

| | | +----TE2----]-+ |
Fomm e oo + B + B + B + Fomm oo - +  A---+
| Access | | Access |----] AGG3 |[----] AGGN |----|Core N --|SRn|
| SubNodeN|----| Node N | Fo-mmm - + Fo-mmm - + F------ + -+
Fomm e - + Hom e e oo - +

This MBH architecture uses L2 access rings and subrings. L3 starts at
aggregation. For the sake of sinplicity here we have only one access
subring, access ring and aggregation ring (AGGL...AG3\), connected

by Nx10GE interfaces. Aggregation domain runs its own |IGP. There are
two Egress routers (AGG N1, AGG N) that are connected to the Core
domain via L2 interfaces. Core al so have connections to service routers,
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RSVP TEs are used for MPLS transport inside the ring. There could be
at least 2 tunnels (one way) fromeach AGG router to egress AGG
routers. There are also many L2 access rings connected to AGG routers.

Servi ce depl oynent nmade by nmeans of either L2VPNs (VPLS) or L3VPNs.
Those services use MPLS TE as transport towards egress AGG routers.
TE tunnel s could be al so used as transport towards service routers in
case of seam ess MPLS based architecture in the future.

There is a need to solve the follow ng tasks:

0o Performautomatic LB anongst TE tunnels according to current
traffic | oad

0 TE bandwi dth (BW nmanagenent: Provi de guaranteed BWfor specific
service: HSI,IPTV, etc., provide time-based BWreservation (BoD)

o Sinmplify devel opnment of TE tunnels (go away from nanual

provi si oni ng)

o Provide flexibility for Service Router placenment (anywhere

in the network by creation of transport LSPs to then

Since other tasks are considered in other PCECC use cases above,
hereafter we will focus only on | oad balancing (LB) task. LB task
coul d be solved by neans of PCECC in the foll ow ng way:

o0 After application or network service or operator will ask SDN
controller (PCECC) for LSP based LB between AGG X and AGG N AGG N1
(egress AGG routers which have connections to core) via North

Bound Interface (NBI such as REST APl), PCECC SHOULD ask for
constrains for that particular calculation (i.e. LSP type: traditional
CR-LSP or SR-TE LSP, bandwi dth, inclusion or exclusion specific links
or nodes, nunber of paths, shortest path or mininumcost tree, need
for disjoint LSP paths etc.).

0 PCECC MJST cal cul ate N P2P LSPs according to given constrains,
calculation is based on results of (bjective Function (OF), that

i ncl udes sanme source and destination routers |IDs, sane or different
bandwidth (BW , different links (in case of disjoint paths) and ot her
constrains fromStep 1.

0 Depending on given LSP type (CR-LSP or SR-TE), PCECC SHOULD create
different |abels (aka different |abel spaces, it MAY also require

| abel space negotiation procedure between PCECC and PCCs) for

cal cul ated LSPs from egress nodes AGG N1 and AGG N towards ingress
AGG X node.

0 PCECC SHOULD send PClnitiate PCEP nessage [I|-D. crabbe-pce-pce-
initiated-Isp] towards ingress AGG X router(PCC) for each of N LSPs
and receives PCRpt PCEP nessage [I-D.ietf-pce-stateful-pce] back from
hi m

o If LSP type is CR-LSP, PCECC MJST send PCLabel Upd

[1-D. zhao- pce- pcep- ext ensi on-for-pce-controll er] PCEP nessage to
each node along the path with | abel information for each of N LSPs.

If LSP type is SR TE, PCECC al so MJST send PCLabel Upd PCEP nessage

Zhao, et al. Expi res May 25, 2017 [ Page 21]



I nternet-Draft Use Cases for PCECC Cct ober 2016

to each node along the path with |Iabel information (Node-ID and

Adj acency- | D segnent (label) list) specific to that node. Then PCECC
SHOULD send PCUpd PCEP nessage to the ingress AGG X router with

i nformati on about new LSP and AGG X(PCC) SHOULD send PCEP PCRpt back
with LSP status: Up.

0 Now each router along the LSP has correspondi ng | abel forwarding
state for each of N LSPs.

0 AGG X as ingress router now have N LSPs towards AGG N and AGG N1
whi ch are available for installing to router’s RIB and LB of traffic
between them Traffic distribution between those LSPs depends on
particul ar realization of hash-function on that router

0 Since PCECC MJUST know as LSDB as TEDB (TE state) he can nmanage and
prevent possible oversubscriptions and linit nunber of available LB
st ates.

12. Using reliable P2MP TE based multicast delivery for distributed
comput at i ons ( MapReduce- Hadoop)

MapReduce nodel of distributed conputations in conputing clusters is
wi del y depl oyed. In Hadoop 1.0 architecture MapReduce operations on
big data perforns by nmeans of Master-Slave architecture in the Hadoop
Distributed File System (HDFS), where NaneNode has t he know edge about
resources of the cluster and where actual data (chunks) for particul ar
task are | ocated (which DataNode). Each chunk of data (64MB or nore)
shoul d have 3 saved copies in different DataNodes based on their
proximty.

Proximty level currently has sem -manual allocation and based on
Rack I Ds (Assunption is that closer data are better because of access
speed/ smal | er | atency).

JobTracker node is responsible for conputation tasks, scheduling across
Dat aNodes and al so have Rack-awareness. Currently transport protocols
bet ween NaneNode/ JobTracker and Dat aNodes are based on | P unicast.

It has sinplicity as pros but has nunerous drawbacks related with

its flat approach.

It is clear that we should go beyond of one DC for Hadoop cluster creation
and nove towards distributed clusters. In that case we need to handl e
performance and | atency i ssues.

Lat ency depends on speed of light in fiber links and al so | atency

i ntroduced by internedi ate devices in between. The |last one is

closely correlated with network device architecture and perfornance.
Current performance of NPU based routers shoul d be enough for creating

di stribute Hadoop clusters with predicted | atency. Performance of SW
based routers (mainly as VNF) together with additional HWfeatures such

as DPDK are prom sing but require additional research and testing.
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Mai n question is how can we create sinple but effective architecture for
di stributed Hadoop cluster?

There are nunber of researches [Milticast Tree Map- Reduce...] which show
how usage of multicast tree could inprove speed of resource or cluster
menbers di scovery inside the cluster as well as increase redundancy in
communi cati ons between cluster nodes.

Is traditional |P based multicast enough for that? W doubt it because it
requires additional control plane (IGW, PIM and a | ot of signaling, that
is not suitable for high performance conmputations, that are very sensitive
to | atency.

P2MP TE tunnel s | ooks nmuch nore suitable as potential solution for creation
of multicast based communications between Master and Sl ave nodes inside
cluster. Qbviously these P2MP tunnel s should be dynamically created and
turned down (no manual intervention). Here is there PCECC cones to play.
H's main task is to create optinmal topology of each partucul ar request for
MapReduce conputation and al so create P2MP tunnels with needed paraneters
such as badnw dt h and del ay.

This solution would require to use MPLS | abel based forwardi ng inside the
cluster. Usage of |abel based forwarding inside DC was proposed by Yandex
[MPLS in DC...] Technically it is already possible because npls on sw tches
is already supported by some vendors, npls aslo exists on Linux and OVS.
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The follow ng framework can nmake this task:

Fomm e - - +
|  APP |
Hom e e oo - +
| NBI (REST API,...)
I
PCEP Feeemmmaaa + REST API
R + +--- PCECC |---------- +
| dient [|---]---| | |
Fomm e + [ Fomm e + [
I I |1 | I
- [---+ | PCEP| [
too-oo-- + 0 I
I [ I
| REST API | | | | |
I I I
Fomm e e + | | | Fomm e +
| Job Tracker | | | | | | NanmeNode |
I I [ I I
B + | | | | e +
oo - + | Fom - - +
I I I I
[---+----- P2MP TE--+----- [----------- |
- + - + - +
| DataNodel | | DataNode2 | | Dat aNodeN |
| TaskTr acker | | TaskTracker| .... | TaskTracker |
Fom e e e e - - + Fom e e e e - - + Fom e e e e - - +

Conmruni cati on between Master nodes (JobTracker and NanmeNode)
and PCECC via REST APl MAY be either done directly or via
cluster manager such as Mesos.

Phase 1: Distributed cluster resources discovery

During this phase Master Nodes SHOULD identify and find avail abl e

Sl ave nodes according to conputing request from application (APP).
NanmeNode SHOULD query PCECC about avail abl e Dat aNodes, NaneNode NAY
provi de additional constrains to PCECC such as topol ogical proximty,
redundancy | evel .
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PCECC SHOULD anal yze the topol ogy of distributed cluster and perform
constrain based path cal culation [RFC7334] fromclient towards nost
sui t abl e NaneNodes. PCECC SHOULD reply to NaneNode the list of nost

sui tabl e Dat aNodes and their resource capabilities. Topol ogy di scovery
mechani sm for PCECC will be added later to that framework

Phase 2: PCECC SHOULD create P2MP LSP fromclient towards those
Dat aNodes by neans of PCLabel Upd [ |- D. zhao- pce- pcep- ext ensi on-for-pce
-controller] PCEP nessages follow ng previously cal cul ated path.

Phase 3. NaneNode SHOULD send this information to client, PCECC inforns
client about optinal P2MP path towards Dat aNodes via PCEP PCUpd nessage.

Phase 4. Cient sends data blocks to those DataNodes for writing via
created P2MP tunnel

Wien this task will be finished, P2MP tunnel NMAY be turned down.
13. PCECC and Inter-AS TE

There are three signalling options for establishing Inter-AS TE LSP
contiguous TE LSP [ RFC5151], stitched inter-AS TE LSP [ RFC5150],
nested TE LSP [ RFC4206] .

Requirenments for PCE-based Inter-AS setup [ RFC5376] describe the approach
and PCEP fucntionality that are needed for establishing Inter-AS TE LSPs.

[ RFC5376] also gives Inter- and Intra-AS PCE Reference Mddel that is
provi ded below in shorten formfor the sake of sinplicity.

I nter-AS I nter-AS
PCC <-->PCEl<--------- >PCE2

R1- - - - ASBR1====ASBR3- - - R3- - - ASBRS
| ASL | | PCC |
| | | AS2 |
RO- - - - ASBR2====ASBR4- - - Rd- - - ASBR6

Intra-AS Intra-AS
PCE PCE

Shorten formof Inter- and Intra-AS PCE Reference Mddel [RFC5376]

Hereatfter we will discuss a sinplified Inter-AS case when both AS1 and
AS2 belong to the sanme service provider adm nistration. In that case Inter
and Intra-AS PCEs could be conbined in one single PCE if such conbi ned PCE
performance i s enough for handling all Path Conputation Requests. Even
nmore in that particular case we potentially could use single PCE for both
ASes if his scalability and performance are enough, we just will need
interfaces (PCEP and BGP-LS) to both domains. SDN controller’s redundancy
mechani sms are out of scope in our case. Thus routers in AS1 and AS2 (PCCs)
will send Path Conputation Requests towards sane PCE
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+----BG&P-LS------ + - BGP-LS----- +
I | | I
+-PCEP-|----44-4------- PCECGC- - - - - PCEP- - ++-+-| ------- +
S [----::-:0-4 S R T--- 4
| % Do | v : |
[ RR1 o] | :: : RR2 [
| v v oo LSP1 | v % |
| Rl---ve-nn-- ASBR1 ASBR3- - - - - - - - R3 |
|| v | v (.
| +---------- ASBR2 ASBR4--------- +
| | Region 1 o | : Region 1 |
R -] SURREEEEEEEEEEE -1
| ] v | LSP2 | v |
| +--------- ASBR5 ASBRG- - ------- +
[ Regi on 2 [ [ Regi on 2 [
s B SR~ S D +
MPLS Donmin 1 I nter-AS MPLS Donmin 2
< AS1 > < AS2 >

Particul ar case of |Inter-AS PCE Reference Mbdel

In one particular case of PCECC Inter-AS TE scenari o service provider
control s both domains (ASl1 and AS2), each of them have own |IGP and MPLS
transport. The need is to setup Inter-AS LSPs for transporting different
services on top of them (Voice,L3 VPN etc.) Inter-AS links with different
capacity exist in several regions. The task is not only to provision

those Inter-AS LSPs with given constrains but also calculate the path

and pre-setup the backup Inter-AS LSPs that will be used if main LSP fails.

For the figure above it would be that LSP1 fromRlL to R3 SHOULD go via ASBR1
and ASBR3, and it is the main Inter-AS LSP. R1-R3 LSP2 that SHOULD go via
ASBR5 and ASBR6 is the backup one. Depending on Inter-AS TE type, backup LSP
could be used either by head-end R1 or ASBRI.

After the addition of PCECC functionality to PCE (SDN controller), PCECC
based Inter-AS TE nodel SHOULD fol |l ow as PCECC usecase for TE LSP (case 6
above) as requirenents of [RFC5376] with the follow ng details:

0 Since PCECC MJST know t he topol ogy of both domains AS1 and AS2, PCECC
MUST establish BGP-LS peering with routers (or RRs) in both domains

0 PCECC MUST have SBlI (PCEP) connectivity towards all routers in both
domai ns (see al so section 4 in [RFC5376])

0 After operator’s application or service orchetsrator will create request
for topology of specific service, PCECC SHOULD receive that request via NBI
(NBI type is inplenmentation dependent, MAY be NETCONF/ Yang, REST etc.). Then
PCECC SHOULD cal cul ate Objective Function (OF) for optinmal path with given
constrains (i.e. LSP type, bandwidth etc.), including those from][RFC5376]:
priority, AS sequence, preffered ASBR, disjoint paths, protection. On this
step we woul d have two pat hs: Rl1- ASBR1-ASBR3-R3, R1- ASBR5- ASBR6- R3

0 Depending on given LSP type (CR-LSP or SR-TE), PCECC SHOULD create
different |abels (aka different |abel spaces, it MAY also require

| abel space negotiation procedure between PCECC and PCCs) for

cal cul ated LSPs from egress node in one AS towards ingress in another AS.

0 PCECC SHOULD send PClnitiate PCEP nessage [I|-D. crabbe-pce-pce-
initiated-Isp] towards ingress router RL (PCC) in ASl

and receive PCRpt PCEP nessage [|-D.ietf-pce-stateful-pce] back from

hi m

o If LSP type is CR-LSP, PCECC MJST send PCLabel Upd

[1-D. zhao- pce- pcep-ext ensi on-for-pce-controll er] PCEP nessage to

each node al ong the path (ASBR1- ASBR3-R3, ASBR5- ASBR6-R3) in both ASes with
| abel information for that LSP

If LSP type is SR TE, PCECC al so MJST send PCLabel Upd PCEP nessage

to each node along the path in aboth Ases with | abel infornmation (Node-ID and
Adj acency- 1 D segnent (label) list) specific to that node.

0 Then PCECC SHOULD send PCUpd PCEP nessage to the ingress router Rl in AS1
with information about new LSP and the Rl router SHOULD send PCEP PCRpt back



14.

15.

with LSP1 and LSP2 status: Up.

0 After that step Rl SHOULD have nmin and backup TEs (LSP1 and LSP2) towards
R3 up. It is up to inplenmentation howto put this TEs to Rl’s RIB and how to

make switchover to backup LSP2 if LSP1 fails.

The Consi derations for PCECC Procedure and PCEP extensions

The PCECC s procedures and PCEP extensions is defined in [I-D. zhao-
pce- pcep- ext ensi on-for-pce-controller].

| ANA Consi derati ons
Thi s docunent does not require any action from | ANA
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16. Security Considerations

TBD.
17. Acknow edgnents

We would Iike to thank Robert Tao, Changjiang Yan, Tieying Huang,
Adrian Farrel, Sergio Belotti and Dieter Beller, Andrey Elperin and Evgeniy
Brodskiy for their useful coments and suggesti ons.

18. Ref er ences
18.1. Normative References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DA 10.17487/ RFC2119, March 1997,
<http://ww.rfc-editor.org/info/rfc2119>.

[ RFC5440] Vasseur, JP., Ed. and JL. Le Roux, Ed., "Path Conputation
El ement (PCE) Conmuni cation Protocol (PCEP)", RFC 5440,
DA 10.17487/ RFC5440, March 2009,
<http://ww. rfc-editor.org/info/rfc5440>.

18.2. Infornmtive References

[ RFC5441] Vasseur, JP., Ed., Zhang, R, Bitar, N, and JL. Le Roux,
" A Backwar d- Recur si ve PCE-Based Conputation (BRPC)
Procedure to Conpute Shortest Constrained Inter-Donain
Traffic Engineering Label Switched Paths", RFC 5441,
DO 10.17487/ RFC5441, April 2009,
<http://ww. rfc-editor.org/info/rfc5441>.

[ RFC5541] Le Roux, JL., Vasseur, JP., and Y. Lee, "Encoding of
bj ective Functions in the Path Conputation El enent
Conmruni cati on Protocol (PCEP)", RFC 5541,
DO 10.17487/ RFC5541, June 2009,
<http://ww. rfc-editor.org/info/rfc5541>.

[RFC5376] N. Bitar, R Zhang, K Kunaki "Inter-AS Requirenents for the
Pat h Conputation El ement Conmuni cati on Protocol (PCECP)"
RFC 5376, DO 10.17487/ RFC5376, Novenber 2008
<http://wwv rfc-editor.org/info/rfc5376>.

[I-D.filsfils-spring-segnment-routing]
Filsfils, C., Previdi, S., Bashandy, A, Decraene, B.,
Li tkowski, S., Horneffer, M, MIlojevic, |., Shakir, R,
Ytti, S., Henderickx, W, Tantsura, J., and E Crabbe,
"Segnment Routing Architecture", draft-filsfils-spring-
segment -routing-04 (work in progress), July 2014.

[I-D.ietf-pce-stateful-pce]
Crabbe, E., Mnei, |., Medved, J., and R Varga, "PCEP
Extensions for Stateful PCE', draft-ietf-pce-stateful-
pce-14 (work in progress), My 2016.

[1-D.crabbe-pce-pce-initiated-|sp]
Crabbe, E., Mnei, |., Sivabalan, S., and R Varga, "PCEP
Extensions for PCE-initiated LSP Setup in a Stateful PCE
Model ", draft-crabbe-pce-pce-initiated-1sp-05 (work in
progress), Cctober 2015.

[I-D.ali-pce-renpte-initiated-gnpls-Isp]



[1-Dietf-i

Zhao,

et al.

Ali, Z, Sivabalan, S., Filsfils, C, Varga, R, Lopez,
V., Dios, O, and X. Zhang, "Path Conputation El enent
Conmuni cati on Protocol (PCEP) Extensions for renote-
initiated GWLS LSP Setup", draft-ali-pce-renote-
initiated-gnpls-1sp-03 (work in progress), February 2014.

si s- segnent - r out i ng- ext ensi ons]

Previdi, S., Filsfils, C, Bashandy, A, Gedler, H

Li t kowski, S., Decraene, B., and J. Tantsura, "IS-1S

Ext ensi ons for Segnent Routing", draft-ietf-isis-segnent-
routing-extensions-06 (work in progress), December 2015.

Expi res May 25, 2017 [ Page 26]



I nternet-Draft Use Cases for PCECC Cct ober 2016

[I-D. psenak- ospf - segnent - r out i ng- ext ensi ons]
Psenak, P., Previdi, S., Filsfils, C, Gedler, H,
Shakir, R, Henderickx, W, and J. Tantsura, "OSPF
Ext ensi ons for Segnent Routing", draft-psenak-ospf-
segment - rout i ng- ext ensi ons-05 (work in progress), June
2014.

[1-D.sivabal an- pce-segnent - routi ng]
Si vabal an, S., Medved, J., Filsfils, C., Crabbe, E. ,
Raszuk, R, Lopez, V., and J. Tantsura, "PCEP Extensions
for Segnent Routing", draft-sivabal an-pce-segnent -
routing-03 (work in progress), July 2014.

[1-D.1i-npls-global -1abel -usecases]
Li, Z, Zhao, Q, Yang, T., Raszuk, R, and L. Fang,
"Usecases of MPLS d obal Label™, draft-1i-npls-global-
| abel - usecases-03 (work in progress), Cctober 2015.

[1-D.1i-npls-global -1abel -framewor k]
Li, Z, Zhao, Q, Chen, X, Yang, T., and R Raszuk, "A
Framewor k of MPLS d obal Label", draft-1li-npls-global-
| abel - framewor k-02 (work in progress), July 2014.

[1-D. zhao- pce- pcep- ext ensi on-for-pce-controll er]
Zhao, Q, Li, Z., Dhody, D., and C. Zhou, "PCEP Procedures
and Protocol Extensions for Using PCE as a Central
Controller (PCECC) of LSPs", draft-zhao-pce-pcep-
ext ensi on-for-pce-controller-03 (work in progress), Mrch
2016.

[I-D.ietf-spring-resiliency-use-cases]
Francois, P., Filsfils, C., Decraene, B., and R Shakir,
"Use-cases for Resiliency in SPRING', draft-ietf-spring-
resiliency-use-cases-02 (work in progress), Decenber 2015.

[MPLS in DC...]
Af anasiev, D., Gnshurg, D., "MPLS in DC and inter-DC
networks: the unified forwardi ng mechani smfor network
programmubility at scale "

[Mul ticast Tree Map-Reduce...]
Lee, Kyungyong., Dr. Boykin, P. GCscar., Dr.Figueiredo, Renato J.,
"Mul ticast Tree Map-Reduce: Self-organizing Resource Di scovery
and Monitoring using Structured P2P Systens"

Aut hors’ Addr esses

Quintin Zhao

Huawei Technol ogi es

125 Nagog Technol ogy Park
Acton, MA 01719

us

EMai | : quintin.zhao@uawei .com

Zhao, et al. Expi res May 25, 2017 [ Page 27]



I nternet-Draft Use Cases for PCECC Cct ober 2016

Robi n Li

Huawei Technol ogi es

Huawei Bl d., No. 156 Beiqi ng Rd.
Beijing 100095

Chi na

EMail : |izhenbi n@uawei.com

Bori s Khasanov

Huawei Technol ogi es
Moskovskiy Prospekt 97A
St. Pet ersburg 196084
Russi a

EMai | : khasanov. bori s@uawei . com

Ki ng Ke

Tencent Hol di ngs Ltd.
Shenzhen

Chi na

EMai | : ki nghe@ encent. com

Luyuan Fang
M crosoft

EMai | : | ufang@ri crosoft.com

Chao Zhou
Cisco Systens

EMai | : chao. zhou@i sco. com

Bori s Zhang
Tel us Communi cati ons

EMai | : Boris.zhang@ el us. com

Artem Rachi t skiy

Mobi l e Tel eSystens JLLC
Nezavi si nosti ave., 95
M nsk 220043

Bel ar us

EMai | : arachitskiy@rts. by

Anton Qulida

Mobi | e Tel eSystens JLLC
Nezavi si nosti ave., 95
M nsk 220043

Bel ar us

EMai | : agulida@rts. by






