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Abst ract

For each of their IPv6 unicast or anycast addresses, nodes join a
Solicited-Node multicast group, forned using the |lower 24 bits of the
address. This Solicited-Node group menbership could be used by
routers to further nmitigate a Nei ghbor Discovery cache Denial of
Service attack.
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1. Introduction

When an | Pv6 uni cast or anycast address is added to or renoved from
an interface, a node is also required to join or |leave the Solicited-
Node nulticast group that corresponds to the address

[ RFC4291] [ RFC6434], using the Miulticast Listener Discovery (MD)
protocol [RFC2710][ RFC3810]. The Solicited-Node nulticast group the
node joins or |leaves is determ ned by appending the I ower 24 bits of
the uni cast or anycast address, usually part of the Interface
Identifier (11D, to the IPv6 nulticast prefix

FF02: 0: 0: 0: 0: 1: FF0O: : /104 [ RFC4291].

The current use of Solicited-Node nulticast groups is to avoid having
to link layer broadcast Nei ghbor Discovery (ND) Nei ghbor
Solicitations to all nodes on the link (ARP s [ RFC0826] behavi our for
nmost ARP Requests). Instead, Neighbor Solicitations are sent to the
Solicited-Node nulticast group fornmed fromthe target address of the
Nei ghbor Solicitation.

The use of Solicited-Node nulticast groups for Neighbor Solicitations
all ows nodes to possibly filter Neighbor Solicitations they aren’t
interested inin their link |ayer network interface, avoiding
interrupting the node’'s general purpose CPU (see sections 7.4 and 7.5
of [RFC1112] for further discussion), and possibly for the Iink |ayer
forwardi ng device(s) to avoid sending Neighbor Solicitations to nodes
that do not have the target address [RFC4541]. Facilitating link

| ayer network interface nmulticast filtering and reducing the flooding
scope of nulticasts on a link hel ps increase the nunber of nodes that
can be attached to a |ink.
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As the addition or renoval of unicast or anycast addresses triggers
Solicited-Node multicast group joins or |eaves, this nechanismis in
effect a | ow resol uti on address range presence regi stration protocol
regi stering portions of the on-link address range for which there are
uni cast or anycast addresses present. The presence of a Solicited-
Node nulticast group on a link indicates that at |east one unicast or
anycast address that maps to the Solicited-Node nulticast group is
present. Conversely, the absence of a Solicited-Node nulticast group
on a link indicates that no unicast or anycast addresses are present
that would nap to the corresponding Solicited-Node nulticast group

M.Dv2 joins for Solicited-Node nulticast groups could also be used
as a link-1ocal address registration method for at |east one of
each nodes’ |ink-local addresses, as link-local unicast addresses
are used as M.Dv2 source addresses, excepting M.Dv2 joins for
Solicited-Node nulticast groups when a |link-local address is not
avail abl e [RFC3590]. It would not be possible to do this reliably
with M.Dvl Solicited-Node nmulticast group joins as M.Dvl listeners
will suppress joins for their own groups if they hear a join for
the sane groups from another |istener.

This presence or absence of Solicited-Node nulticast groups could be
used by a router to determine if it needs to send Nei ghbor
Solicitations for unresolved addresses on to the link. |f the to-be-
resol ved address maps to a non-exi stent Solicited-Node nulticast
group, the router could discard the packet, rather than sending a

Nei ghbor Solicitation to the corresponding Solicited-Node nulticast
group for the packet’s destination and possibly queuing the trigger
packet while nei ghbor discovery occurs. Discarding trigger packets
that map to absent Solicited-Node nulticast groups could be a further
Nei ghbor Di scovery cache Denial of Service (DoS) attack [ RFC3756]
mtigation technique.

For links with prefixes with I engths shorter than or equal to /104,
such as the common /64 [ RFC7421], the total nunber of Solicited-Node
mul ticast groups possible on a link is 2724, or 16 777 216 groups.
The nunber of Solicited-Node nulticast groups present on a link is
equal to the number of |Pv6 unicast or anycast addresses present on
the I'ink which have unique lower 24 bits, used to formthe Solicited-
Node nulticast group address.

For nost links the nunber of present Solicited-Node nulticast groups
present will be in the order of 10s, 100s or perhaps on rarer
occasions in the low 1000s. This nmeans that Nei ghbor Solicitations
do not have to be sent for very |arge nunbers of unresol ved unicast
or anycast addresses for which the correspondi ng Solicited-Node

mul ticast group is not present. This would significantly reduce the
attack surface for the ND cache exhaustion denial of service attack.
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For exanple, if a link has 1000 present Solicited-Node multicast
groups, then Nei ghbor Solicitations do not have to be sent for
addresses that would map to the absent 16 776 216 Soli cited- Node
mul ti cast groups, nore than 99.99% of the possible on-link Solicited-
Node nul ticast groups.

Thi s neno describes how a router could collect Solicited-Node

mul ticast group menbership and how it could use this information as
part of its neighbor presence discovery procedure, for the purposes
of further mitigating the ND cache exhaustion attack

Note that this nethod has been independently suggested by G eg Dal ey
and perhaps ot hers.

Met hod
Tracking Solicited-Node Milticast G oup Presence

To track Solicited-Node nulticast group presence on a link, a router
uses the multicast listener discovery procedures specified in
[ RFC2710] or [RFC3810], w thout nodification

Note that the procedures specified in [RFC2710] and [ RFC3810] do not
require that a router performng themis to forward multi cast
packets, or is to be participating in a multicast routing protoco
with other nulticast routers. The ND cache DoS nitigation method
described in this meno can be used regardl ess of whether the other
routers in the network, including other on-link routers, are
performng nulticast forwarding.

If a router using this ND cache DoS nitigation nmethod is not
performng multicast forwarding, it may choose to only track
Solicited-Node nulticast group presence, ignoring the presence
information it receives for other nmulticast groups. This may
usefully reduce the router’s resources consunption. |f a router
using this optinisation becones a nulticast forwarding router, it
will need to collect presence information for all on-link multicast
groups, using the Querier Election procedure [ RFC2710][ RFC3810], as
though it had just been attached to the Iink, and had no know edge of
the presence any of the nulticast groups.

A router with two or nore interfaces attached to the same link only
needs to operate M.D on one of those interfaces [ RFC3810]; the list
of on-link Solicited-Node multicast groups would be used across al
of these interfaces when nitigating ND cache DoSes.
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2.2. Neighbor Presence Discovery

When a router receives a packet for a destination for which it does
not have a nei ghbor cache entry, it uses the [RFC4291] specified
met hod to forma Solicited-Node nmulticast group address fromthe
packet’s destination address.

The router then conpares the resulting Solicited-Node multicast group
address with its list of present Solicited-Node nulticast groups on
the Iink.

If the Solicited-Node nmulticast group is present, the router then
perfornms the address resolution procedure for the packet’s
destination | Pv6 address as specified in [ RFC4861], starting with
sendi ng a Nei ghbor Solicitation towards the Solicited-Node nulticast
group that corresponds to the address.

Al ternatively, when the Solicited-Node nmulticast group is not
present, the router operates in one of two mitigation nodes.

2.2.1. Strict Mtigation Mde

When operating in Strict Mtigation Mde, the router discards al
packets whose destination address Solicited-Node nulticast groups do
not match any of the Solicited-Node nulticast groups present on the
l'ink.

Strict Mtigation Mdde nakes the decision to perform Nei ghbor

Di scovery dependent on the successful discovery of the Solicited-Node
mul ticast groups on the link by MLD. This nmeans that if the router
is assenbling a list of present Solicited-Node nulticast groups from
scratch, such as after the router has been intialised, or when an
interface cones online, there will be a period where Nei ghbor

Di scovery for existing nodes will not occur, while the full set of
present Solicited-Node nulticast groups are discovered. To off-link
hosts sending traffic to the possible on-link hosts, this will appear
to be a period of packet |1oss. These hosts are expected to have

i mpl ement ed nethods to recover fromtransient failures of
transm ssi on, such as packet retransm ssion, if necessary [ RFC1958].

This node of operation is appropriate when it is known that all
attached nodes announce their Solicited-Node multicast group
menbership for their addresses, and M.D operation on the link is
known to be reliable. An exanple scenario would be a | arge Internet
content provider’s environnment, where the content network routers and
content servers are being operated by the same organi sation
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2. Relaxed Mtigation Mde

When operating in Relaxed Mtigation Mdde, under normal non-DoS
circunstances the router will also performthe address resol ution
procedure for packets whose destination address Solicited-Node
mul ti cast group does not match any of the Solicited-Node nulticast
groups present on the link

However, when there is an indication that a nei ghbor cache Denial of
Service attack m ght be occurring, the router treats packets whose
destination address Solicited-Node nulticast group does not match a
link present Solicited-Node nulticast group with [ ower inportance to
t hose packets whose do.

I ndicators that a nei ghbor cache Denial of Service attack m ght be
occurring could be many fail ed address resolution attenpts over a
short period of tinme, rapid and unexpected consunption of nei ghbor
cache resources (rapid consunption for a short period of tine after
the link or router has come on-line could be expected), or sone other
pattern of nei ghbor cache Denial of Service attack specific

behavi our.

I f a nei ghbor cache Denial of Service attack appears to be occurring,
an inplenmentation could inmedi ately start discardi ng packets whose
destination address Solicited-Node nulticast group does not match
those present on the link. A less harsh alternative would be to
start discarding sone of these packets, increasing the discard rate
as nei ghbor cache resources are increasingly consuned by the Deni al
of Service attack.

Thi s nmode of operation would be appropriate when it is not known if
all nodes will announce their Solicited Node multicast group
menber shi p, possibly due to sonme nodes being pre-[ RFC2710]

i npl ementations or if M.D operation is not known to be reliable.
Exanpl e scenari os woul d be residential or public Internet access
net wor ks, where the support for or reliability of M.D joins for
Solicited Node nulticast groups is not known. Specific to the
residential network case, where the technical ability of the router
operator is not known and likely to be Iow, Relaxed Mtigation Mde
woul d be the safest default.

M.D Reliability
M.D is currently being used for two purposes:
0 to join and | eave multicast groups so that nulticast applications

will receive routed nulticast traffic they are interested in
recei ving [ RFC2710] [ RFC3810], and
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o0 to advise link layer devices of node nulticast group nenbership to
allow the link layer devices to limt to which devices multicast
traffic is sent, instead of flooding nulticast traffic to al
attached devices [ RFC4541]. Specific to this neno’'s topic, nodes
using MLD to join Solicited-Node nulticast groups for their
addresses allows link |ayer devices to limt to which nodes
mul ti cast Nei ghbor Solicitations are sent.

For the first purpose, partial or conplete failure of MDto
successfully join the intended nulticast group(s) will likely cause
the respective nmulticast application(s) to not function adequately or
completely. Wiile likely to be unacceptable to the application(s’)
user(s), the effects of the failure are limted to the inpacted
application(s); some multicast applications may function, and ot her
uni cast-only applications will not be inpacted.

For the second purpose, partial or conplete failure of M.D operation
means the link |ayer device will not forward nmulticast traffic to
devices for groups for which M.D joins failed. As with the first M.D
pur pose, application operation is likely to be inpacted. MD join
failures for Solicited-Node nulticast groups would nmean that
Duplicate Address Detection [ RFC4861] and Nei ghbor Di scovery

[ RFC4861] for the node’s addresses will fail. |Pv6 unicast
connectivity for the effected node could be severely inpacted, and
possibly fail completely.

For this menmo’s nmet hod, when operating in Strict Mtigation Mde,
partial or conplete failure of MLD for Solicited-Node nulticast group
joins will cause Neighbor Discovery to fail for routers inplenenting
t hi s nei ghbor cache Denial of Service attack mitigation. The

ef fected nodes will be unreachable for traffic sources beyond the

i npacted router.

Wth this nmenpo’s nmet hod, when operating in Relaxed Mtigation Mde,
partial or conplete failure of MLD for Solicited-Node nulticast group
joins will cause the router to consider neighbor discovery for the
ef fected node’ s addresses to be of |ower inportance. Under nornmal,
non- nei ghbor cache Deni al of Service circunstances, these nodes will
recei ve equal service to those who' ve successfully joined the
Solicited-Node nulticast groups via MLD. |f a neighbor cache Denia
of Service occurs, these M.D failed nodes will either have |ess
success at or conplete failure of being discovered by the router
perform ng nei ghbor discovery. 1In this situation, sonme rather than
all of the nodes will have been inpacted by the Denial of Service
attack, which is an inprovenent over the attack inpacting all nodes.

It is inportant to note that failure of neighbor discovery during a
nei ghbor cache Denial of Service attack will only inpact nodes that
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have not been previously discovered by the router. |If a node has
been previously discovered, its neighbor information wll already
reside in the router’s nei ghbor cache, and its currency will be
mai nt ai ned by Nei ghbor Unreachability Detection [ RFC4861].

Due to the nunber of significant consequences of MD failure,

i ncludi ng those introduced by this neno’s nmethod, M.D should be
configured to operate reliably if the default MD reliability related
paraneter values are not adequate [RFC2710][ RFC3810]. Although

[ RFC6636] provides advice for tuning M.D operation for nobile and

wi rel ess networks, sone of the advice and considerations m ght be
nore general ly appli ed.

Security Considerations

The nmet hod described in this neno further mtigates the ND cache
exhaustion DoS attack. It does not prevent it.

Usi ng this nethod, neighbor presence discovery will occur for any of
the unicast or anycast addresses that map to the present Solicited-
Node nulticast groups. As a Solicited-Node nulticast group can map
to up to 27240 uni cast or anycast addresses (for a /64 prefix, 2"(64 -
24)), the ND inplenmentation is likely to continue to be vulnerable to
a ND cache exhaustion denial of service for addresses covered by the
present Solicited-Node nulticast groups. Wile the nunber of non-

exi stent addresses that can be targetted remains very large, it is
very significantly smaller than the targettabl e non-existent
addresses possible in the on-link prefixes without this neasure.

The severity of this threat depends on two factors:

o the nunber of Solicited-Node nulticast groups present on the link
and

o the ability of the off-link attacker to stunble upon or discover
non- exi stent addresses that nap to present Solicited-Node
mul ti cast groups.

The severity of the threat is lower with | esser nunbers of Solicited-
Node nmulticast groups, and | ess predictable and sparsely distributed
Sol i ci ted-Node nulticast group addresses.

[ RFC7217] specifies the use of stable yet random and unpredictabl e
I1Ds, on a per-prefix basis. This will increase the nunber of
present Solicited-Node nulticast groups, by up to the nunber of
prefixes multiplied by the nunber of hosts inplenenting [ RFC7217].
This will reduce the effectiveness of the neasure proposed in this
meno. However, it will also conversely increase the effectiveness of
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this neasure, as the I1Ds and therefore the Solicited-Node nulticast
groups becone | ess predictable and nore sparsely distributed.

To protect against ND cache DoS attacks for non-existent addresses
that map to present Solicited-Node nulticast groups, other ND cache
protection neasures, such as those described in [ RFC6583] shoul d al so
be i npl ement ed.

When a packet is sent to a destination that is unresolved and is not
covered by a present Solicited-Node nulticast group, a copy could be
sent to an [ RFC6018] greynet collector for further analysis. For
exanpl e, packet sent to destinations falling outside the present
Solicited-Node nulticast groups could be an indication of an attenpt
to di scover nodes via address probing.
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