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Abstract

The purpose of this docunent is to guide the design of congestion
notification in any |ower |ayer or tunnelling protocol that

encapsul ates IP. The aimis for explicit congestion signals to
propagate consistently fromlower |layer protocols into IP. Then the
IP internetwork |ayer can act as a portability layer to carry
congestion notification fromnon-1P-aware congested nodes up to the
transport layer (L4). Follow ng these guidelines should assure

i nterworki ng between new | ower | ayer congestion notification

nmechani snms, whether specified by the | ETF or other standards bodies.
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1.

I nt roducti on

The benefits of Explicit Congestion Notification (ECN) described

bel ow can only be fully realised if support for ECN is added to the
rel evant subnetwork technol ogy, as well as to IP. Wen a | ower |ayer
buffer drops a packet obviously it does not just drop at that |ayer
t he packet disappears fromall layers. |In contrast, when a | ower

| ayer marks a packet with ECN, the marking needs to be explicitly
propagated up the layers. The sane is true if a buffer marks the
out er header of a packet that encapsul ates inner tunnell ed headers.
Forwarding ECN i s not as straightforward as ot her headers because it
has to be assumed ECN may be only partially deployed. |If an egress
at any layer is not ECN-aware, or if the ultimte receiver or sender
is not ECN-aware, congestion needs to be indicated by dropping a
packet, not marking it.

The purpose of this docunent is to guide the addition of congestion
notification to any subnet technology or tunnelling protocol, so that
| ower |ayer equipnent can signal congestion explicitly and it will
propagate consistently into encapsul ated (higher |ayer) headers,
otherwi se the signals will not reach their ultinmate destination

ECN is defined in the | P header (v4 and v6) [ RFC3168] to allow a
resource to notify the onset of queue build-up w thout having to drop
packets, by explicitly marking a proportion of packets with the
congestion experienced (CE) codepoint.

G ven a suitable marki ng schene, ECN renpves nearly all congestion
loss and it cuts delays for two main reasons:

o It avoids the delay when recovering from congestion | osses, which
particularly benefits small flows or real-tine flows, naking their
delivery tinme predictably short [ RFC2884];

0 As ECN is used nore widely by end-systens, it will gradually
renove the need to configure a degree of delay into buffers before
they start to notify congestion (the cause of bufferbloat). This
i s because drop involves a trade-off between sending a tinely
signal and trying to avoid inpairnment, whereas ECNis solely a
signal not an inpairnent, so there is no harmtriggering it
earlier.

Sone | ower |ayer technologies (e.g. MLS, Ethernet) are used to form
subnetworks with | P-aware nodes only at the edges. These networks
are often sized so that it is rare for interior queues to overflow.
However, until recently this was nore due to the inability of TCP to
saturate the links. For nany years, fixes such as w ndow scaling

[ RFC1323] proved hard to deploy. And the New Reno variant of TCP has
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remai ned in wi despread use despite its inability to scale to high
flow rates. However, now that nodern operating systens are finally
capabl e of saturating interior links, even the buffers of well-
provisioned interior switches will need to signal episodes of

queui ng.

Propagation of ECN is defined for MPLS [ RFC5129], and is being
defined for TRILL [RFC7780], [I|-D.eastlake-trill-ecn-support], but it
remains to be defined for a nunber of other subnetwork technol ogies.

Simlarly, ECN propagation is yet to be defined for many tunnelling
protocols. [RFC6040] defines how ECN shoul d be propagated for |P-in-
| P [ RFC2003] and | Psec [ RFC4301] tunnels, and it is cited by nore
recent tunnelling protocols, e.g. GCeneric UDP Encapsul ati on (GUE)
[I-D.ietf-nvo3-gue] and Geneve [I-D.ietf-nvo3-geneve]. However, as
Section 9.3 of RFC3168 pointed out, ECN support will need to be
defined for other tunnelling protocols, e.g. L2TP [RFC2661], GRE

[ RFC1701], [RFC2784], PPTP [RFC2637] and GIP [GTPv1], [GTPvi-U],
[GTPv2-C], VXLAN [ RFC7348].

I ncrenental deploynent is the nost delicate aspect when addi ng
support for ECN. The original ECN protocol in |IP [RFC3168] was
carefully designed so that a congested buffer woul d not nmark a packet
(rather than drop it) unless both source and destination hosts were
ECN- capable. Oherwi se its congestion nmarkings woul d never be
detected and congestion would just build up further. However, to
support congestion marking below the IP layer, it is not sufficient
to only check that the two end-points support ECN;, correct operation
al so depends on the decapsul ator at each subnet egress faithfully
propagati ng congestion notifications to the higher layer. O herw se,
a | egacy decapsulator mght silently fail to propagate any ECN
signals fromthe outer to the forwarded header. Then the | ost
signal s woul d never be detected and agai n congestion would build up
further. The guidelines given later require protocol designers to
carefully consider increnmental deploynment, and suggest various safe
approaches for different circunstances.

O course, the | ETF does not have standards authority over every link
| ayer protocol. So this document gives guidelines for designing
propagati on of congestion notification across the interface between

| P and protocols that nmay encapsulate IP (i.e. that can be |ayered
beneath 1 P). Each |ower |ayer technology will exhibit different

i ssues and conproni ses, so the | ETF or the relevant standards body
must be free to define the specifics of each | ower |ayer congestion
notification schene. Nonetheless, if the guidelines are foll owed,
congestion notification should interwork between different
technologies, using IPinits role as a 'portability |ayer’.
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Therefore, the capitalised term’SHOULD or ’'SHOULD NOT' are often
used in preference to 'MJST or 'MUST NOI', because it is difficult
to know the conpromi ses that will be necessary in each protoco
design. If a particular protocol design chooses to contradict a

" SHOULD (NOT)' given in the advice below, it MJST include a sound
justification.

It has not been possible to give common guidelines for all |ower

| ayer technol ogi es, because they do not all fit a conmon pattern

I nstead t hey have been divided into a few di stinct nodes of

operation: feed-forward-and-upward; feed-upward-and-forward; feed-
backward; and null node. These nodes are described in Section 4,
then in the follow ng sections separate guidelines are given for each
node.

Thi s docunent updates the advice to subnetwork designers about ECN in
Section 13 of [RFC3819].

1.1. Scope

Thi s docunment only concerns wire protocol processing of explicit
notification of congestion and nmakes no changes or recommendati ons
concerning algorithns for congestion marking or for congestion
response (algorithmissues should be i ndependent of the layer the
al gorithm operates in).

The question of congestion notification signals with different
semantics to those of ECNin IP is touched on in a couple of specific
cases (e.g. (CN [IEEE802.1Qau]) and with schemes with multiple
severity levels such as PCN [ RFC6660]). However, no attenpt is nade
to give guidelines about schenes with different senmantics that are
yet to be invented.

The senmantics of congestion signals can be relative to the traffic
class. Therefore correct propagation of congestion signals could
depend on correct propagation of any traffic class field between the
layers. |In this docunment, correct propagation of traffic class
information is assunmed, while what 'correct’ neans and how it is
achieved is covered el sewhere (e.g. [RFC2983]) and is outside the
scope of the present docunent.

Note that these guidelines do not require the subnet wire protocol to
be changed to acconmobdat e congestion notification. Another way to
add congestion notification wthout consum ng header space in the
subnet protocol mght be to use a parallel control plane protocol

Thi s docunent focuses on the congestion notification interface
between I P and | ower |ayer protocols that can encapsulate | P, where
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the term’ 1P includes v4 or v6, unicast, mnulticast or anycast.
However, it is likely that the guidelines will also be useful when a
| ower |ayer protocol or tunnel encapsulates itself (e.g. Ethernet
MAC in MAC [ | EEEB02. 1Qah]) or when it encapsul ates other protocols.
In the feed-backward node, propagati on of congestion signals for
mul ti cast and anycast packets is out-of-scope (because it would be so
complicated that it is hoped no-one would attenpt such an

abomi nati on).

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Furt her term nol ogy used within this docunent:

Protocol data unit (PDU): Information that is delivered as a unit
anong peer entities of a layered network consisting of protocol
control information (typically a header) and possibly user data
(payl oad) of that layer. The scope of this docunment includes
|l ayer 2 and | ayer 3 networks, where the PDU is respectively terned
a frame or a packet (or a cell in ATM. PDUis a general termfor
any of these. This definition also includes a payload with a shim
header |ying sonewhere between | ayer 2 and 3.

Transport: The end-to-end transnission control function
conventionally considered at layer-4 in the CSI reference nodel.
A ven the audience for this document will often use the word
transport to nean low |l evel bit carriage, whenever the termis
used it will be qualified, e.g. ’'L4 transport’

Encapsul ator: The link or tunnel endpoint function that adds an
outer header to a PDU (also ternmed the "link ingress’, the ’subnet
ingress’, the "ingress tunnel endpoint’ or just the 'ingress
where the context is clear).

Decapsul ator: The link or tunnel endpoint function that renoves an
outer header froma PDU (also ternmed the 'link egress’, the
"subnet egress’, the 'egress tunnel endpoint’ or just the 'egress
where the context is clear).

I ncomi ng header: The header of an arriving PDU before encapsul ati on

Qut er header: The header added to encapsul ate a PDU

I nner header: The header encapsul ated by the outer header
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Qut goi ng header: The header forwarded by the decapsul at or
CE: Congestion Experienced [ RFC3168]

ECT: ECN Capabl e Transport [RFC3168]

Not - ECT: Not ECN- Capabl e Transport [ RFC3168]

Load Regulator: For each flow of PDUs, the transport function that
is capabl e of controlling the data rate. Typically located at the
data source, but in-path nodes can regulate load in sone
congestion control arrangenents (e.g. adm ssion control, policing
nodes or transport circuit-breakers
[I-D.ietf-tsvwg-circuit-breaker]). Note the term"a function
capabl e of controlling the |oad" deliberately includes a transport
that doesn’'t actually control the |load responsively but ideally it
ought to (e.g. a sending application wi thout congestion contro
t hat uses UDP).

ECN-PDU: A PDU that is part of a feedback |oop within which all the
nodes that need to propagate explicit congestion notifications
back to the Load Regul ator are ECN-capable. An IP packet with a
non-zero ECN field inplies that the endpoints are ECN capable, so
this would be an ECN-PDU. However, ECN-PDU is intended to be a
general termfor a PDU at any |ayer, not just IP

Not - ECN-PDU:. A PDU that is part of a feedback-loop wi thin which sone
nodes necessary to propagate explicit congestion notifications
back to the |l oad regul ator are not ECN capabl e

Congestion Baseline: The location of the function on the path that
initialised the values of all congestion notification fields in a
sequence of packets, before any are set to the congestion
experienced (CE) codepoint if they experience congestion further
downstream Typically the original data source at |ayer-4.

3. @iidelines in AlIl Cases

RFC 3168 specifies that the ECN field in the I P header is intended to
be marked by active queue nmanagenent algorithns. Any congestion
notification froman algorithmthat does not conformto the
recommendations in [ RFC7567] MJST NOT be propagated froma | ower
layer into the ECN field in IP (see also [RFC4774] on alternate uses
of the ECN field).
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4.

4.

Modes of QOperation

This section sets down the different nodes by which congestion
information is passed between the | ower |layer and the higher one. It
acts as a reference framework for the followi ng sections, which give
normative guidelines for designers of explicit congestion
notification protocols, taking each nmode in turn:

Feed- For war d- and- Up: Nodes feed forward congestion notification
towards the egress within the I ower layer then up and al ong the
| ayers towards the end-to-end destination at the transport |ayer
The following local optimsation is possible:

Feed- Up- and- Forward: A lower |layer switch feeds-up congestion
notification directly into the ECN field in the higher |ayer
(e.g. |P) header, irrespective of whether the node is at the
egress of a subnet.

Feed- Backward: Nodes feed back congestion signals towards the
ingress of the lower layer and (optionally) attenpt to contro
congestion within their own | ayer.

Nul I  Nodes cannot experience congestion at the | ower |ayer except
at ingress nodes (which are | P-aware or equival ently higher-1ayer-
awar e) .

1. Feed-Forward-and-Up Mde

Li ke I P and MPLS, nany subnet technol ogi es are based on self-

contai ned protocol data units (PDUs) or franes sent unreliably. They
provi de no feedback channel at the subnetwork |ayer, instead relying
on higher layers (e.g. TCP) to feed back |oss signals.

In these cases, ECN may best be supported by standardising explicit
notification of congestion into the |ower |ayer protocol that carries

the data forwards. It will then also be necessary to define how the
egress of the |l ower |ayer subnet propagates this explicit signal into
the forwarded upper layer (IP) header. 1t can then continue forwards
until it finally reaches the destination transport (at L4). Then

typically the destination will feed this congestion notification back
to the source transport using an end-to-end protocol (e.g. TCP).
This is the arrangenent that has already been used to add ECN to | P-
in-1P tunnels [ RFC6040], |P-in-MPLS and MPLS-in-MPLS [ RFC5129].

This nmode is illustrated in Figure 1. Along the nmiddle of the
figure, layers 2, 3 and 4 of the protocol stack are shown, and one
packet is shown along the bottomas it progresses across the network
fromsource to destination, crossing two subnets connected by a
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router, and crossing two switches on the path across each subnet.
Congestion at the output of the first switch (shown as *) leads to a

congestion marking in the L2 header (shown as Cin the illustration
of the packet). The chevrons show the progress of the resulting
congestion indication. It is propagated fromlink to |link across the

subnet in the L2 header, then when the router renoves the marked L2
header, it propagates the marking up into the L3 (1 P) header. The
router forwards the marked L3 header into subnet 2, and when it adds
a new L2 header it copies the L3 marking into the L2 header as well,
as shown by the "C s in both layers (assum ng the technol ogy of
subnet 2 al so supports explicit congestion nmarking).

Note that there is no inplication that each 'C nmarking is encoded
the sane; a different encoding mght be used for the '"C marking in
each protocol

Finally, for conpleteness, we show the L3 narking arriving at the
destination, where the host transport protocol (e.g. TCP) feeds it
back to the source in the L4 acknow edgenent (the 'C at L4 in the
packet at the top of the diagran.

I | | |C ACK Packet (V)
\ [_|_|_|
+---+ | ayer: 2 3 4 header +---+
| <[ <LK Packet V <<<<<<g<<| << | L4
| | +-- -t | "~
[ | . . . . . . Packet U . | >>|>>> Packet U >>>>>>>>>>>>|>" | L3
| | +---+ +---+ | " +---+ +---+ | |
| | | *| >>>5>] >>>| >>>>> >0 | | | | | | | L2
[ | ___| | ___| | ___| | ___| [ | ___|
sour ce subnet A rout er subnet B dest
L1t rr1a 1119 | | 194d Data________ \
)y I I I Y Iy I I | __I_[_I_| Packet (U /
layer: 4 3 2A 4 3 2A 4 3 4 3 2B

header
Fi gure 1: Feed- Forward-and-Up Mde

O course, nodern networks are rarely as sinple as this text-book
exanple, often involving multiple nested |ayers. For exanple, a 3GPP
nmobi | e network may have two IP-in-1P (GIP) tunnels in series and an
MPLS backhaul between the base station and the first router.
Nonet hel ess, the exanple illustrates the general idea of feeding
congestion notification forward then upward whenever a header is
renoved at the egress of a subnet.
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Note that the FECN (forward ECN) bit in Frame Relay and the explicit
forward congestion indication (EFCI [ITU-T.1.371]) bit in ATM user
data cells follow a feed-forward pattern. However, in ATM this
arrangenent is only part of a feed-forward-and-backward pattern at
the | ower |ayer, not feed-forward-and-up out of the |ower |ayer--the
intention was never to interface to IP ECN at the subnet egress. To
our know edge, Frame Relay FECN is solely used to detect where nore
capacity shoul d be provisioned [Buck00].

4.2. Feed- Up-and-Forward Mbde

Et hernet is particularly difficult to extend increnentally to support
explicit congestion notification. One way to support ECN in such
cases has been to use so called 'layer-3 switches'. These are

Et hernet switches that bury into the Ethernet payload to find an I P
header and nani pul ate or act on certain IP fields (specifically
Diffserv & ECN). For instance, in Data Center TCP [DCTCP], |ayer-3
switches are configured to mark the ECN field of the | P header within
t he Ethernet payl oad when their output buffer becomes congested.

Wth respect to switching, a layer-3 switch acts solely on the
addresses in the Ethernet header; it doesn’t use |IP addresses, and it
doesn’t decrenment the TTL field in the |IP header

I | | |C ACK packet (V)
\ [_|_I_I
+---+ | ayer: 2 3 4 header +---+
[ <] <LLLLILLLLILILLLILILLLILILLLILILLLLLL<<<< Packet V <<<<<<<g<c<| << | L4
| 4ot |~
[ | . . . >>>> Packet U >>>|>>>|>>> Packet U >>>>>>>>>>>>|>" | L3
| | +- -+ +---+ | | +---+ +---+ | |
I I |~ I I I I I I I I I | L2
|| [ ___| [ ___| [ ___| [ ___| [ | ___|
sour ce subnet E rout er subnet F dest
L r1iar 1 a | 1199 data___ \
|y I I I Y Iy N I | __I_[_[_| packet (U /
layer: 4 3 2 4 3 2 4 3 4 3 2

header
Fi gure 2: Feed- Up-and-Forward Mode

By conparing Figure 2 with Figure 1, it can be seen that subnet E
(perhaps a subnet of |ayer-3 Ethernet switches) works in feed-up-and-
forward node by notifying congestion directly into L3 at the point of
congestion, even though the congested switch does not otherw se act
at L3. In this exanple, the technology in subnet F (e.g. MPLS) does
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support ECN natively, so when the router adds the |layer-2 header it
copies the ECN marking fromL3 to L2 as well

4.3. Feed-Backward Mode

In some |ayer 2 technol ogies, explicit congestion notification has
been defined for use internally within the subnet with its own

f eedback and | oad regul ation, but typically the interface with IP for
ECN has not been defi ned.

For instance, for the available bit-rate (ABR) service in ATM the
relative rate mechani smwas one of the nore popul ar nmechani sns for
managi ng traffic, tending to supersede earlier designs. 1In this
approach ATM swi tches send special resource managenent (RM cells in
both the forward and backward directions to control the ingress rate
of user data into a virtual circuit. |If a switch buffer is
approachi ng congestion or is congested it sends an RM cell back
towards the ingress with respectively the No Increase (N) or
Congestion Indication (Cl) bit set in its nessage type field
[ATM TM ABR]. The ingress then holds or decreases its sending bit-
rate accordingly.
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I | | |C ACK packet (X)
\ [ _l_I_|
+---+ | ayer: 2 3 4 header oo -+
| <] <<<<<<<<<<LLLILLILLLILLLLL<<<< Packet X <<<<<<<<<<<<<| << | L4
| oot |~
| | | *|>>> Packet W >>>>>>>>>>>>| > | L3
| | +---+ +---+ | | +---+ +---+ | |
| | | | <] <<<<<] <<<] (V) <] <<< | IL2
[ | . . ] . |Packet U| . . | .| . | | - | -* . .| | L2
I D | ___| | ___| | ___| | ___| [ D | ___|
source subnet G router subnet H dest
o o . o | ater
| | | data_ \
R I ) I Y Y I IO IO | __I_I_|_| packet (W /
/ __ |C Feedback control
\ | | cell/frame (V)
2
L L L L earlier
T T R O | || || data_______ \
R I I Y Y I IO IO | __I_I_|_| packet (U /
layer: 4 3 2 4 3 2 4 3 4 3 2
header

Fi gure 3: Feed-Backward Mode

ATM s feed-backward approach doesn’t fit well when | ayered beneath
I Ps feed-forward approach--unless the initial data source is the
same node as the ATMingress. Figure 3 shows the feed-backward

approach being used in subnet H If the final switch on the path is
congested (*), it doesn't feed-forward any congestion indications on
packet (U . Instead it sends a control cell (V) back to the router

at the ATM i ngress.

However, the backward feedback doesn’t reach the original data source
directly because | P doesn’t support backward feedback (and subnet G

i s i ndependent of subnet H). Instead, the router in the nmiddle
throttles down its sending rate but the original data sources don't
reduce their rates. The resulting rate msmatch causes the niddle
router’s buffer at layer 3 to back up until it beconmes congested,
which it signals forwards on | ater data packets at layer 3 (e.g.
packet W. Note that the forward signal fromthe nmiddle router is
not triggered directly by the backward signal. Rather, it is
triggered by congestion resulting fromthe mddle router’s ni smatched
rate response to the backward signal
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In response to this later forward signalling, end-to-end feedback at
|l ayer-4 finally conpletes the tortuous path of congestion indications
back to the origin data source, as before

4.4, Null Mode

Oten link and physical |ayer resources are 'non-blocking by design
In these cases congestion notification may be inplenmented but it does
not need to be deployed at the lower layer; ECNin IP wuld be
sufficient.

A degenerate exanple is a point-to-point Ethernet |ink. Excess

| oading of the link nerely causes the queue fromthe higher layer to
back up, while the lower |ayer remains i mune to congestion. Even a
whol e neshed subnetwork can be nmade inmmune to interior congestion by
limting ingress capacity and sufficient sizing of interior |inks,
e.g. a non-blocking fat-tree network. An alternative to fat |inks
near the root is nunerous thin links with nmulti-path routing to
ensure even worst-case patterns of |oad cannot congest any link, e.g.
a C os network.

5. Feed- Forward-and-Up Mbde: Guidelines for Adding Congestion
Noti fi cation

Feed-forward-and-up is the node already used for signalling ECN up
the layers through MPLS into I P [ RFC5129] and through IP-in-1P
tunnel s [ RFC6040]. These RFCs take a consi stent approach and the
foll owi ng gui delines are designed to ensure this consistency
continues as ECN support is added to other protocols that encapsul ate
I P. The guidelines are al so designed to ensure conpliance with the
nmore general best current practice for the design of alternate ECN
schenes given in [ RFCA774].

The rest of this section is structured as foll ows:

0 Section 5.1 addresses the nost straightforward cases, where
[ RFC6040] can be applied directly to add ECN to tunnels that are
effectively the same as IP-in-1P tunnels.

0 The subsequent sections give guidelines for adding ECN to a subnet
technol ogy that uses feed-forward-and-up node like IP, but it is
not so sinmilar to IP that [ RFC6040] rules can be applied directly.
Specifically:

* Sections 5.2, 5.3 and 5.4 respectively address how to add ECN

support to the wire protocol and to the encapsul ators and
decapsul ators at the ingress and egress of the subnet.
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* Section 5.5 deals with the special, but conmon, case of
sequences of tunnels or subnets that all use the sane
t echnol ogy

* Section 5.6 deals with the question of refram ng when IP
packets do not nap 1:1 into |ower |ayer franes.

5.1. IP-in-1P Tunnels with Tightly Coupl ed Shi m Headers

A common pattern for many tunnelling protocols is to encapsulate an

i nner | P header with shimheader(s) then an outer |P header. In nany
cases the shim header(s) and the outer |IP header are al ways added (or
renoved) as part of the same process. W call this a tightly coupled
shi m header. Processing the shimand outer together is often
necessary because the shin(s) are not sufficient for packet
forwarding in their own right; not unless conplenented by an outer
header .

For all such tightly coupled shimheaders (such as those listed in
the Introduction), the rules in [ RFC6040] for propagating the ECN
field can be applied directly between the inner and outer |P headers.
[1-D. briscoe-tsvwg-rfc6040bis] clarifies that RFC 6040 is just as
appl i cabl e when there is a tightly-coupled shimbetween two |IP
headers as wehen there is not.

5.2. Wre Protocol Design: Indication of ECN Support

This section is intended to guide the redesign of any |ower |ayer
protocol that encapsulate IP to add native ECN support at the | ower
layer. It reflects the approaches used in [ RFC6040] and in

[ RFC5129]. Therefore IP-in-1P tunnels or IP-in-MPLS or MPLS-in-MPLS
encapsul ati ons that already conply with [ RFC6040] or [RFC5129] will
al ready satisfy this guidance

A lower |ayer (or subnet) congestion notification system

1. SHOULD NOT apply explicit congestion notifications to PDUs that
are destined for |egacy |layer-4 transport inplenentations that
wi Il not understand ECN, and

2. SHOULD NOT apply explicit congestion notifications to PDUs if the
egress of the subnet might not propagate congestion notifications
onward into the higher |ayer

We use the term ECN-PDUs for a PDU on a feedback |oop that wll
propagat e congestion notification properly because it neets both
the above criteria. And a Not-ECN-PDU is a PDU on a feedback

| oop that does not neet both criteria, and will therefore not
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propagat e congestion notification properly. A corollary of the
above is that a |l ower |ayer congestion notification protocol

3. SHOULD be able to distinguish ECN-PDUs from Not- ECN- PDUs.

Note that there is no need for all interior nodes within a subnet to
be able to mark congestion explicitly. A mix of ECN and drop signals
fromdifferent nodes is fine. However, if _any_interior nodes m ght
generate ECN markings, guideline 2 above says that all rel evant
egress node(s) SHOULD be able to propagate those markings up to the
hi gher | ayer.

In 1P, if the ECNfield in each PDUis cleared to the Not-ECT (not
ECN- capabl e transport) codepoint, it indicates that the L4 transport
wi Il not understand congestion markings. A congested buffer nust not
mar k t hese Not - ECT PDUs, and therefore drops them i nstead.

The mechani sma | ower |ayer uses to distinguish the ECN-capability of
PDUs need not minmic that of IP. The above guidelines nerely say that
the | ower |ayer system as a whole, should achieve the sanme outcone.
For instance, ECN- capabl e feedback | oops m ght use PDUs that are
identified by a particular set of labels or tags. Alternatively,

| ogical link protocols that use flow state m ght determ ne whether a
PDU can be congestion nmarked by checking for ECN support in the flow
state. Qher protocols mght depend on out-of-band control signals.

The per-domai n checki ng of ECN support in MPLS [ RFC5129] is a good
exanpl e of a way to avoi d sendi ng congestion markings to transports
that will not understand them wi thout using any header space in the
subnet protocol

In MPLS, header space is extrenely linmted, therefore RFC5129 does
not provide a field in the MPLS header to indicate whether the PDU is
an ECN-PDU or a Not-ECN-PDU. Instead, interior nodes in a domain are
all owed to set explicit congestion indications w thout checking

whet her the PDU is destined for a transport that will understand
them Nonetheless, this is nmade safe by requiring that the network
operat or upgrades all decapsul ati ng edges of a whol e domain at once,
as soon as even one switch within the domain is configured to mark
rat her than drop during congestion. Therefore, any edge node that

m ght decapsul ate a packet will be capable of checki ng whether the

hi gher layer transport is ECN capable. Wen decapsul ating a CE-

mar ked packet, if the decapsul ator discovers that the higher |ayer
(inner header) indicates the transport is not ECN-capable, it drops
the packet--effectively on behalf of the earlier congested node (see
Decapsul ation Guideline 1 in Section 5.4).
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It was only appropriate to define such an increnmental depl oynent
strategy because MPLS is targeted solely at professional operators,
who can be expected to ensure that a whol e subnetwork is consistently
configured. This strategy m ght not be appropriate for other |ink
technol ogi es targeted at zero-configuration depl oynent or depl oynent
by the general public (e.g. Ethernet). For such ’'plug-and-play’
environnments it will be necessary to invent a fail safe approach that
ensures congestion markings will never fall into black holes, no
matter how inconsistently a systemis put together. Alternatively,
congestion notification relying on correct system configuration could
be confined to flavours of Ethernet intended only for professiona

net work operators, such as | EEE 802. 1ah Provi der Backbone Bri dges
(PBB).

ECN support in TRILL [I-D.eastlake-trill-ecn-support] provides a good
exanple of howto add ECN to a | ower |ayer protocol w thout relying
on careful and consistent operator configuration. TRILL provides an
ext ensi on header word with space for flags of different categories
dependi ng on whether logic to understand the extension is critical
The congestion experienced marki ng has been defined as a 'critica
ingress-to-egress’ flag. So if a transit RBridge sets this flag and
an egress RBridge does not have any logic to process it, it will drop
it; which is the desired default action anyway. Therefore TRILL

RBri dges can be updated with support for ECN in no particular order
and, at the egress of the TRILL canpus, congestion notification will
be propagated to I P as ECN whenever ECN | ogi ¢ has been inpl ement ed,
and as drop ot herw se.

QCN [ | EEE802. 1Qau] provi des anot her exanple of how to indicate to

| ower |ayer devices that the end-points will not understand ECN. An
operator can define certain 802.1p classes of service to indicate
non- QCN frames and an ingress bridge is required to map arriving not -
(CN-capabl e 1 P packets to one of these non-QCN 802. 1p cl asses.

5.3. Encapsul ation Guidelines

This section is intended to gui de the redesign of any node that
encapsul ates P with a | ower |ayer header when addi ng native ECN
support to the I ower layer protocol. It reflects the approaches used
in [RFC6040] and in [ RFC5129]. Therefore IP-in-IP tunnels or IP-in-
MPLS or MPLS-in-MPLS encapsul ations that already conply with

[ RFC6040] or [RFC5129] will already satisfy this guidance.

1. Egress Capability Check: A subnet ingress needs to be sure that
the correspondi ng egress of a subnet will propagate any
congestion notification added to the outer header across the
subnet. This is necessary in addition to checking that an
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i ncom ng PDU indi cates an ECN capable (L4) transport. Exanples
of how this guarantee m ght be provided incl ude:

* by configuration (e.g. if any label switches in a domain
support ECN marking, [RFC5129] requires all egress nodes to
have been configured to propagate ECN)

* by the ingress explicitly checking that the egress propagates
ECN (e.g. TRILL uses IS-1S to check path capabilities before
using critical options [RFC7780])

* by inherent design of the protocol (e.g. by encoding ECN
mar ki ng on the outer header in such a way that a | egacy egress

that does not understand ECN will consider the PDU corrupt and
discard it, thus at |east propagating a form of congestion
signal).

2. Egress Fails Capability Check: If the ingress cannot guarantee
that the egress will propagate congestion notification, the
i ngress SHOULD di sabl e ECN when it forwards the PDU at the | ower
| ayer. An exanple of how the ingress m ght disable ECN at the
| ower |ayer would be by setting the outer header of the PDU to
identify it as a Not-ECN PDU, assumi ng the subnet technol ogy
supports such a concept.

3. Standard Congestion Mnitoring Baseline: Once the ingress to a
subnet has established that the egress will correctly propagate
ECN, on encapsul ation it SHOULD encode the sane | evel of
congestion in outer headers as is arriving in incom ng headers.
For exanple it might copy any inconing congestion notification
into the outer header of the | ower |ayer protocol

This ensures that all outer headers reflect congestion

accunul ated al ong the whol e upstream path since the Load

Regul ator, not just since the ingress of the subnet. A node that
is not the Load Regul ator SHOULD NOT re-initialise the | evel of
CE markings in the outer to zero.

This guideline is intended to ensure that any bul k congesti on
nmoni toring of outer headers (e.g. by a network nmanagenment node
moni toring ECN in passing franmes) is nost neaningful. For
instance, if an operator neasures CE in 0.4% of passing outer
headers, this information is only useful if the operator knows
where the proportion of CE markings was last initialised to 0%
(the Congestion Baseline). Such nonitoring information will not
be useful if sone subnet ingress nodes reset all outer CE
mar ki ngs whil e others copy inconmng CE markings into the outer
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Most information can be extracted if the Congestion Baseline is
standardi sed at the node that is regulating the |oad (the Load
Regul ator--typically the data source). Then the operator can
measur e both congestion since the Load Regul ator, and congestion
since the subnet ingress. The latter m ght be neasurable by
subtracting the level of CE markings on inner headers fromthat
on outer headers (see Appendix C of [RFC6040]).

5.4. Decapsul ation Guidelines

This section is intended to guide the redesign of any node that
decapsulates IP fromwithin a | ower |ayer header when addi ng native
ECN support to the I ower layer protocol. It reflects the approaches
used in [RFC6040] and in [RFC5129]. Therefore IP-in-1P tunnels or

| P-in-MPLS or MPLS-in-MPLS encapsul ations that already conply with

[ RFC6040] or [RFC5129] will already satisfy this guidance

A subnet egress SHOULD NOT sinply copy congestion notification from
outer headers to the forwarded header. |t SHOULD cal cul ate the

out goi ng congestion notification field fromthe inner and outer
headers using the following guidelines. |If there is any conflict,
rules earlier in the list take precedence over rules later in the
list:

1. If the arriving inner header is a Not-ECN-PDU it inplies the L4
transport will not understand explicit congestion markings.
Then:

* |f the outer header carries an explicit congestion marKking,
drop is the only indication of congestion that the L4
transport will understand. |f the congestion marking is the
nmost severe possible, the packet MJUST be dropped. However, if
congestion can be marked with nultiple levels severity and the
packet’s marking is not the nbst severe, the packet MAY be
forwarded, but it SHOULD be dropped.

* |f the outer is an ECN-PDU that carries no indication of
congestion or a Not-ECN PDU the PDU SHOULD be forwarded, but
still as a Not- ECN- PDU

2. |If the outer header does not support explicit congestion
notification (a Not-ECN-PDU), but the inner header does (an ECN
PDU), the inner header SHOULD be forwarded unchanged.

3. In sone lower |layer protocols congestion may be signalled as a
nunerical level, such as in the control franes of quantised
congestion notification [IEEE802. 1Qau]. |If such a nulti-bit

encodi ng encapsul ates an ECN-capable | P data packet, a function
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will be needed to convert the quantised congestion level into the
frequency of congestion markings in outgoing |IP packets.

4. Congestion indications may be encoded by a severity level. For
i nstance increasing | evels of congestion night be encoded by
nunerically increasing indications, e.g. pre-congestion
notification (PCN) can be encoded in each PDU at three severity
levels in IP or MPLS [ RFC6660] .

If the arriving inner header is an ECN-PDU, where the inner and
outer headers carry indications of congestion of different
severity, the nore severe indication SHOULD be forwarded in
preference to the | ess severe.

5. The inner and outer headers m ght carry a conbination of
congestion notification fields that should not be possible given
any currently used protocol transitions. For instance, if
Encapsul ation Guideline 3 in Section 5.3 had been followed, it
shoul d not be possible to have a | ess severe indication of

congestion in the outer than in the inner. 1t MAY be appropriate
to | og unexpected conbi nati ons of headers and possibly raise an
al arm

If a safe outgoing codepoint can be defined for such a PDU, the
PDU SHOULD be forwarded rather than dropped. Sone inplenenters
discard PDUs with currently unused conbi nati ons of headers just
in case they represent an attack. However, an approach using
alarns and policy-nediated drop is preferable to hard-coded drop
so that operators can keep track of possible attacks but
currently unused conbi nations are not precluded fromfuture use
t hrough new standards acti ons.

5.5. Sequences of Simlar Tunnels or Subnets

In sone deploynents, particularly in 3GPP networks, an | P packet nmay
traverse two or nore IP-in-1P tunnels in sequence that all use
i dentical technology (e.g. GIP)

In such cases, it would be sufficient for every encapsul ati on and
decapsul ation in the chain to conply with RFC 6040. Alternatively,
as an optinisation, a node that decapsul ates a packet and i nmedi ately
re-encapsul ates it for the next tunnel MAY copy the incom ng outer
ECN field directly to the outgoing outer and the inconing i nner ECN
field directly to the outgoing inner. Then the overall behavior
across the sequence of tunnel segments would still be consistent with
RFC 6040.
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Appendi x C of RFC6040 describes how a tunnel egress can nonitor how
much congestion has been introduced within a tunnel. A network
operator m ght want to nmonitor how nuch congestion had been

i ntroduced within a whole sequence of tunnels. Using the technique
in Appendi x C of RFC6040 at the final egress, the operator could
nonitor the whol e sequence of tunnels, but only if the above
optinisation were used consistently along the sequence of tunnels, in
order to nake it appear as a single tunnel. Therefore, tunne
endpoi nt i npl enentati ons SHOULD al | ow t he operator to configure
whether this optimsation is enabl ed.

When ECN support is added to a subnet technol ogy, consideration
SHOULD be given to a sinilar optimsation between subnets in sequence
if they all use the same technol ogy.

5.6. Refram ng and Congestion MarKki ngs

The guidance in this section is worded in terns of framng
boundaries, but it applies equally whether the protocol data units
are frames, cells or packets.

Where fram ng boundaries are different between two | ayers, congestion
i ndi cati ons SHOULD be propagated on the basis that a congestion

i ndication on a PDU applies to all the octets in the PDU. (On
average, an encapsul ator or decapsul ator SHOULD approxi mately
preserve the nunber of marked octets arriving and | eaving (counting
the size of inner headers, but not added encapsul ati ng headers).

The next departing frame SHOULD be i medi ately marked even if only
enough inconing nmarked octets have arrived for part of the departing
frane. This ensures that any outstandi ng congestion narked octets
are propagated i medi ately, rather than held back waiting for a frame
no bi gger than the outstanding marked octets--which mght involve a

| ong wait.

For instance, an algorithmfor marking departing franes could

mai ntain a counter representing the balance of arriving marked octets
m nus departing marked octets. It adds the size of every marked
frane that arrives and if the counter is positive it marks the next
franme to depart and subtracts its size fromthe counter. This wll
often | eave a negative renainder in the counter, which is deliberate.

6. Feed- Up-and-Forward Mdde: Cuidelines for Addi ng Congestion
Notification

The guidance in this section is applicable, for exanple, when IP
packets:
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0 are encapsulated in Ethernet headers, which have no support for
ECN,

o are forwarded by the eNode-B (base station) of a 3GPP radi o access
network, which is required to apply ECN narking during congestion
[LTE-RA], [UTRAN], but the Packet Data Convergence Protocol (PDCP)
that encapsul ates the | P header over the radio access has no
support for ECN

Thi s gui dance al so generalises to encapsul ation by other subnet
technol ogies with no native support for explicit congestion
notification at the | ower |ayer, but with support for finding and
processing an I P header. It is unlikely to be applicable or
necessary for |IP-in-I1P encapsul ation, where feed-forward-and-up node
based on [ RFC6040] woul d be nore appropriate.

Marking the | P header while switching at layer-2 (by using a |layer-3
switch) or while forwarding in a radi o access network seens to
represent a layering violation. However, it can be considered as a
benign optimisation if the guidelines below are foll owed. Feed-up-
and-forward is certainly not a general alternative to inplenenting
feed-forward congestion notification in the |ower |ayer, because:

o |Pv4 and IPv6 are not the only layer-3 protocols that night be
encapsul ated by | ower |ayer protocols

o Link-layer encryption nmight be in use, making the |ayer-2 payl oad
i naccessi bl e

0 Many Ethernet switches do not have 'layer-3 switch’' capabilities
so they cannot read or nodify an |IP payl oad

o It mght be costly to find an I P header (v4 or v6) when it may be
encapsul ated by nore than one | ower | ayer header, e.g. Ethernet
MAC in MAC [| EEE802. 1Qah] .

Nonet hel ess, configuring |ower |ayer equipnment to | ook for an ECN
field in an encapsulated I P header is a useful optimsation. |If the
i mpl ementation follows the guidelines below, this optimsation does
not have to be confined to a controlled environnent such as within a
data centre; it could usefully be applied on any network--even if the
operator is not sure whether the above issues will never apply:

1. If a native lower-layer congestion notification nechani smexists
for a subnet technology, it is safe to m x feed-up-and-forward
with feed-forward-and-up on other switches in the sane subnet.
However, it will generally be nore efficient to use the native
mechani sm
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2. The depth of the search for an | P header SHOULD be linited. |If
an | P header is not found soon enough, or an unrecogni sed or
unr eadabl e header is encountered, the switch SHOULD resort to an
alternative neans of signalling congestion (e.g. drop, or the
native |ower |ayer nechanismif avail able).

3. It is sufficient to use the first |IP header found in the stack
the egress of the relevant tunnel can propagate congestion
notification upwards to any nore deeply encapsul ated | P headers
| ater.

Feed- Backward Mode: Cuidelines for Addi ng Congestion Notification

It can be seen from Section 4.3 that congestion notification in a
subnet using feed-backward node has generally not been designed to be
directly coupled with IP I ayer congestion notification. The subnet
attenpts to ninimse congestion internally, and if the incom ng | oad
at the ingress exceeds the capacity sonmewhere through the subnet, the
| ayer 3 buffer into the ingress backs up. Thus, a feed-backward node
subnet is in some sense sinmilar to a null node subnet, in that there
is no need for any direct interaction between the subnet and hi gher

| ayer congestion notification. Therefore no detailed protocol design
gui delines are appropriate. Nonetheless, a nore general guideline is
appropri at e:

A subnetwork technol ogy intended to eventually interface to IP
SHOULD NOT be designed using only the feed-backward node, which is
certainly best for a stand-al one subnet, but would need to be

nmodi fied to work efficiently as part of the wi der I|nternet,
because | P uses feed-forward-and-up node.

The feed-backward approach at | east works beneath I P, where the term
"works’ is used only in a narrow functional sense because feed-
backward can result in very inefficient and sl uggi sh congestion
control--except if it is confined to the subnet directly connected to
the original data source, when it is faster than feed-forward. It
woul d be valid to design a protocol that could work in feed-backward
nmode for paths that only cross one subnet, and in feed-forward-and-up
nmode for paths that cross subnets.

In the early days of TCP/IP, a simlar feed-backward approach was
tried for explicit congestion signalling, using source-quench (SQ

| CMP control packets. However, SQ fell out of favour and is now
formal |y deprecated [ RFC6633]. The nmain problemwas that it is hard
for a data source to tell the difference between a spoofed SQ nessage
and a quench request froma genuine buffer on the path. It is also
hard for a |lower |ayer buffer to address an SQ nessage to the
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original source port nunber, which nay be buried within nmany |ayers
of headers, and possibly encrypted.

Quanti sed congestion notification (QCN--al so known as backward
congestion notification or BCN) [| EEE802. 1Qau] uses a feed-backward
nmode structurally simlar to ATMs relative rate nmechanism However
CN confines its applicability to scenarios such as sone data centres
where all endpoints are directly attached by the same Ethernet
technology. [If a QCN subnet were |ater connected into a w der |P-
based internetwork (e.g. when attenpting to interconnect nultiple
data centres) it would suffer the inefficiency shown Figure 3.

8. | ANA Considerations (to be removed by RFC Editor)
This meno includes no request to | ANA
9. Security Considerations

If a lower layer wire protocol is redesigned to include explicit
congestion signalling in-band in the protocol header, care SHOULD be
take to ensure that the field used is specified as mutable during
transit. Qherwise interior nodes signalling congestion would

i nval i date any authentication protocol applied to the |ower |ayer
header--by altering a header field that had been assumed as

i mut abl e.

The redesign of protocols that encapsulate IP in order to propagate
congestion signals between | ayers raises potential signal integrity
concerns. Experinental or proposed approaches exist for assuring the
end-to-end integrity of in-band congestion signals, e.g.

0 Congestion exposure (ConEx ) for networks to audit that their
congestion signals are not being suppressed by other networks or
by receivers, and for networks to police that senders are
responding sufficiently to the signals, irrespective of the
transport protocol used [ RFC7713].

o The ECN nonce [ RFC3540] for a TCP sender to detect whether a
network or the receiver is suppressing congestion signals.

0 Atest with the sane goals as the ECN nonce, but w thout the need
for the receiver to co-operate with the protoco
[1-D. nmoncaster-tcpmrcv-cheat].

G ven these end-to-end approaches are already being specified, it
woul d nake little sense to attenpt to desi gn hop-by-hop congestion
signal integrity into a new |l ower |ayer protocol, because end-to-end
integrity inherently achi eves hop-by-hop integrity.
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10.

11.

12.

Concl usi ons

Fol I owi ng the guidance in the docunent enabl es ECN support to be
extended to nunerous protocols that encapsulate IP (v4 & v6) in a
consistent way, so that IP continues to fulfil its role as an end-to-
end interoperability layer. This includes:

o0 A wide range of tunnelling protocols with various forns of shim
header between two | P headers;

0 A wide range of subnet technol ogies, particularly those that work
in the sane 'feed-forward-and-up’ node that is used to support ECN
in P and MPLS

Gui del i nes have been defined for supporting propagati on of ECN

bet ween Ethernet and I P on so-called Layer-3 Ethernet sw tches, using
a 'feed-up-an-forward node. This approach could enabl e ot her subnet
technol ogi es to pass ECN signals into the IP layer, even if they do
not support ECN natively.

Finally, attenpting to add ECN to a subnet technol ogy in feed-
backward node is deprecated except in special cases, due to its
Iikely sluggish response to congestion

Acknow edgenent s

Thanks to CGorry Fairhurst for extensive reviews. Thanks also to the
followi ng reviewers: Richard Scheffenegger, |ngemar Johansson, Piers
O Hanl on and M chael Wl zl, who pointed out that | ower |ayer
congestion notification signals may have different semantics to those
in |IP. Thanks are also due to the tsvwg chairs, TSV ADs and | ETF
I'iai son people such as Eric Gray, Dan Romascanu and Gonzal o Camarillo
for helping with the liaisons with the | EEE and 3GPP. And thanks to
Georg Mayer and particularly to Erik Guttnman for the extensive search
and categorisation of any 3GPP specifications that cite ECN

speci fications.

Bob Briscoe was part-funded by the European Comunity under its
Sevent h Framewor k Programme through the Trilogy project (1CT-216372)
for initial drafts and through the Reducing Internet Transport
Latency (RITE) project (ICT-317700) subsequently. The views
expressed here are solely those of the authors.

Comments Solicited
Conments and questions are encouraged and very wel come. They can be

addressed to the | ETF Transport Area working group nailing |ist
<tsvwg@etf.org> and/or to the authors.

Briscoe, et al. Expi res January 9, 2017 [ Page 24]



Internet-Draft ECN Encapsul ati on Qui del i nes July 2016

13. References
13. 1. Nor mati ve Ref erences

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renment Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<http://ww. rfc-editor.org/info/rfc2119>.

[ RFC3168] Ramakrishnan, K, Floyd, S., and D. Black, "The Addition
of Explicit Congestion Notification (ECN) to IP",
RFC 3168, DO 10. 17487/ RFC3168, Septenber 2001,
<http://wwv rfc-editor.org/info/rfc3168>.

[ RFC3819] Karn, P., Ed., Bormann, C., Fairhurst, G, Gossnman, D.,
Ludwig, R, Mhdavi, J., Montenegro, G, Touch, J., and L.
Whod, "Advice for Internet Subnetwork Designers", BCP 89,
RFC 3819, DO 10.17487/ RFC3819, July 2004,
<http://wwmv rfc-editor.org/info/rfc3819>.

[RFCA774] Floyd, S., "Specifying Alternate Semantics for the
Explicit Congestion Notification (ECN) Field", BCP 124,
RFC 4774, DO 10.17487/ RFCA774, Novenber 2006,
<http://wwv. rfc-editor.org/infol/rfc4774>.

[ RFC5129] Davie, B., Briscoe, B., and J. Tay, "Explicit Congestion
Marking in MPLS', RFC 5129, DO 10.17487/RFC5129, January
2008, <http://ww.rfc-editor.org/info/rfc5129>.

[ RFC6040] Briscoe, B., "Tunnelling of Explicit Congestion
Notification", RFC 6040, DO 10.17487/ RFC6040, Novenber
2010, <http://ww. rfc-editor.org/info/rfc6040>.

13.2. Informmtive References

[ ATM TM ABR]
Ci sco, "Understanding the Available Bit Rate (ABR) Service
Cat egory for ATM VCs", Design Technote 10415, June 2005.

[ Buck0O] Buckwal ter, J., "Frame Relay: Technol ogy and Practice",
Pub. Addi son Wesley | SBN-13: 978-0201485240, 2000.

[ DCTCP] Al'i zadeh, M, Geenberg, A, Miltz, D, Padhye, J., Patel,
P., Prabhakar, B., Sengupta, S., and M Sridharan, "Data
Center TCP (DCTCP)", ACM SI GCOW CCR 40(4)63--74, Cctober
2010, <http://portal.acmorg/citation.cfnPi d=1851192>.

Briscoe, et al. Expi res January 9, 2017 [ Page 25]



Internet-Draft ECN Encapsul ati on Qui del i nes July 2016

[ GTPv1] 3GPP, "GPRS Tunnelling Protocol (GIP) across the Gn and G
interface", Technical Specification TS 29.060.

[GTPv1-U 3GPP, "General Packet Radio System (GPRS) Tunnelling
Prot ocol User Plane (GIPv1l-U)", Technical Specification TS
29. 281.

[GITPv2-C] 3GPP, "Evol ved General Packet Radio Service (GPRS)
Tunnel ling Protocol for Control plane (GIPv2-O)",
Techni cal Specification TS 29.274.

[1-D. briscoe-tsvwg-rfc6040bi s]
Briscoe, B., "Propagating Explicit Congestion Notification
Across | P Tunnel Headers Separated by a Shinf, draft-
bri scoe-tsvwg-rfc6040bi s-00 (work in progress), July 2016.

[I-D. eastlake-trill-ecn-support]
3rd, D. and B. Briscoe, "TRILL: ECN (Explicit Congestion
Notification) Support", draft-eastlake-trill-ecn-

support-00 (work in progress), March 2016.

[I-D.ietf-nvo3-geneve]
Goss, J. and |I. Ganga, "Geneve: GCeneric Network
Virtualization Encapsul ation", draft-ietf-nvo3-geneve-01
(work in progress), January 2016.

[I-D.ietf-nvo3-gue]
Herbert, T., Yong, L., and O Zia, "Generic UDP
Encapsul ation", draft-ietf-nvo3-gue-04 (work in progress),
July 2016.

[I-D.ietf-tsvwg-circuit-breaker]
Fairhurst, G, "Network Transport Circuit Breakers",
draft-ietf-tsvwg-circuit-breaker-15 (work in progress),
April 2016.

[1-D. moncaster-tcpmrcv-cheat]
Moncaster, T., Briscoe, B., and A Jacquet, "A TCP Test to
Al'l ow Senders to ldentify Receiver Non-Conpliance", draft-
noncaster-tcpmrcv-cheat-03 (work in progress), July 2014.

[ | EEES802. 1Qah]
| EEE, "I EEE Standard for Local and Metropolitan Area
Net wor ks--Virtual Bridged Local Area Networks--Arendnent
6: Provi der Backbone Bridges", |IEEE Std 802. 1Qah- 2008,
August 2008,
<http://ww.ieee802. org/ 1/ pages/ 802. 1lah. ht ml >.

Briscoe, et al. Expi res January 9, 2017 [ Page 26]



Internet-Draft ECN Encapsul ati on Qui del i nes July 2016

(Access Controlled link wthin page)

[ 1 EEE802. 1Qau]
Finn, N., Ed., "IEEE Standard for Local and Metropolitan
Area Networks--Virtual Bridged Local Area Networks -
Anmendnent 13: Congestion Notification", |EEE Std 802. 1Qau-
2010, March 2010, <http://ieeexplore.ieee.org/xpl/
nmost Recent | ssue. j sp?pununber =5454061>.

(Access Controlled link wthin page)

[1TU-T.1.371]
I TU-T, "Traffic Control and Congestion Control in B-1SDN',
ITUT Rec. 1.371 (03/04), March 2004,
<http://ieeexplore.ieee.org/ xpl/
nost Recent | ssue. j sp?pununber =5454061>.

[LTE- RA] 3CGPP, "Evolved Universal Terrestrial Radio Access (E-UTRA)
and Evol ved Uni versal Terrestrial Radio Access Network
(E-UTRAN); Overall description; Stage 2", Technical
Speci fication TS 36. 300.

[ RFC1323] Jacobson, V., Braden, R, and D. Borman, "TCP Extensions
for Hi gh Performance", RFC 1323, DO 10.17487/ RFC1323, My
1992, <http://ww. rfc-editor.org/info/rfcl323>.

[ RFC1701] Hanks, S., Li, T., Farinacci, D, and P. Traina, "Ceneric
Routi ng Encapsul ation (GRE)", RFC 1701,
DO 10.17487/ RFC1701, Cctober 1994,
<http://wwv. rfc-editor.org/info/rfcl701>.

[ RFC2003] Perkins, C., "IP Encapsulation within IP", RFC 2003,
DA 10.17487/ RFC2003, Cctober 1996,
<http://ww.rfc-editor.org/info/rfc2003>.

[ RFC2637] Haneeh, K., Pall, G, Verthein, W, Taarud, J., Little,
W, and G Zorn, "Point-to-Point Tunneling Protocol
(PPTP)", RFC 2637, DO 10.17487/ RFC2637, July 1999,
<http://ww. rfc-editor.org/info/rfc2637>.

[ RFC2661] Townsley, W, Valencia, A, Rubens, A, Pall, G, Zorn,
G, and B. Palter, "Layer Two Tunneling Protocol "L2TP"",
RFC 2661, DO 10.17487/ RFC2661, August 1999,
<http://ww. rfc-editor.org/info/rfc2661>.

Briscoe, et al. Expi res January 9, 2017 [ Page 27]



Internet-Draft

[ RFC2784]

[ RFC2884]

[ RFC2983]

[ RFC3540]

[ RFC4301]

[ RFC6633]

[ RFC6660]

[ RFC7348]

[ RFC7567]

Bri scoe, et al

ECN Encapsul ati on Qui del i nes July 2016

Farinacci, D., Li, T., Hanks, S., Meyer, D., and P.
Traina, "Generic Routing Encapsulation (GRE)", RFC 2784,
DA 10.17487/ RFC2784, March 2000,
<http://ww.rfc-editor.org/info/rfc2784>.

Hadi Salim J. and U. Ahned, "Perfornmance Eval uation of
Explicit Congestion Notification (ECN) in |IP Networks",
RFC 2884, DA 10.17487/ RFC2884, July 2000,

<http://ww. rfc-editor.org/info/rfc2884>.

Black, D., "Differentiated Servi ces and Tunnel s",
RFC 2983, DA 10.17487/ RFC2983, Cctober 2000,
<http://wwmv rfc-editor.org/info/rfc2983>.

Spring, N., Wetherall, D., and D. Ely, "Robust Explicit
Congestion Notification (ECN) Signaling with Nonces",
RFC 3540, DO 10. 17487/ RFC3540, June 2003,

<http://wwmv. rfc-editor.org/info/rfc3540>.

Kent, S. and K Seo, "Security Architecture for the
Internet Protocol”, RFC 4301, DA 10.17487/ RFCA301,
Decenber 2005, <http://www. rfc-editor.org/info/rfc4301>.

Gont, F., "Deprecation of |CWP Source Quench Messages",
RFC 6633, DO 10.17487/ RFC6633, My 2012,
<http://ww. rfc-editor.org/info/rfc6633>.

Bri scoe, B., Mncaster, T., and M Menth, "Encoding Three
Pre- Congestion Notification (PCN) States in the | P Header
Using a Single Diffserv Codepoint (DSCP)", RFC 6660,

DO 10.17487/ RFC6660, July 2012,

<http://ww. rfc-editor.org/info/rfc6660>.

Mahal i ngam M, Dutt, D., Duda, K., Agarwal, P., Kreeger,
L., Sridhar, T., Bursell, M, and C. Wight, "Virtual
eXtensible Local Area Network (VXLAN): A Franmework for
Overlaying Virtualized Layer 2 Networks over Layer 3

Net wor ks", RFC 7348, DO 10.17487/ RFC7348, August 2014,
<http://ww. rfc-editor.org/info/rfc7348>.

Baker, F., BEd. and G Fairhurst, Ed., "IETF
Recommendat i ons Regardi ng Active Queue Managenent",
BCP 197, RFC 7567, DO 10.17487/ RFC7567, July 2015,
<http://ww. rfc-editor.org/info/rfc7567>.

. Expi res January 9, 2017 [ Page 28]



Internet-Draft ECN Encapsul ati on Qui del i nes July 2016

[RFC7713] Mathis, M and B. Briscoe, "Congestion Exposure (ConEx)
Concepts, Abstract Mechani sm and Requirenents", RFC 7713,
DO 10.17487/ RFC7713, Decenber 2015,
<http://ww.rfc-editor.org/info/rfc7713>.

[ RFC7780] Eastlake 3rd, D., Zhang, M, Perlman, R, Banerjee, A,
Ghanwani, A., and S. Gupta, "Transparent |nterconnection
of Lots of Links (TRILL): Carifications, Corrections, and
Updates”, RFC 7780, DO 10.17487/RFC7780, February 2016,
<http://ww.rfc-editor.org/info/rfc7780>.

[ UTRAN] 3GPP, "UTRAN Overall Description", Technical
Speci fication TS 25.401.

Briscoe, et al. Expi res January 9, 2017 [ Page 29]



I nt erne

Appendi
1.

Appendi

t-Draft ECN Encapsul ati on Qui del i nes July 2016

x A, Qutstandi ng Docunent |ssues

[ GF] Concern that certain guidelines warrant a MJST (NOT) rather
than a SHOULD (NOT). G ven the guidelines say that if any SHOULD
(NOT)s are not followed, a strong justification will be needed,
they have been left as SHOULD (NOT) pending further |ist

di scussion. In particular

* If inner is a Not-ECN-PDU and Quter is CE (or highest severity
congestion level), MJST (not SHOULD) drop?

This issue has been addressed by expl ai ni ng when SHOULD or
MUST i s appropriate.

Consi der whether an | ETF Standard Track doc will be needed to
Update the IP-in-1P protocols listed in Section 5.1--at |east
those that the | ETF control s--and which Area it should sit under

This issue has been addressed by the production of
[1-D. briscoe-tsvwg-rfc6040bis], but this text is |left outstanding
until that draft is adopted.

x B. Changes in This Version (to be renoved by RFC Editor)

Fromietf-05 to ietf-06

*

Bri scoe

Introduction: Added GUE and Ceneve as exanples of tightly
coupl ed shins between | P headers that cite RFC 6040. And added
VXLAN to list of those that do not.

Repl aced normative text about tightly coupled shins between |IP
headers, with reference to new draft-briscoe-tsvwg-rfc6040bis

Wre Protocol Design: Indication of ECN Support: Added TRILL as
an exanple of a well-design protocol that does not need an

i ndi cation of ECN support in the wire protocol

Encapsul ation Guidelines: In the case of a Not-ECN-PDU with a
CE outer, replaced SHOULD be dropped, with expl anati ons of when
SHOULD or MUST are appropriate.

Feed- Up- and- Forward Mbde: Expl ai ned exanpl es nore carefully,
referred to PDCP and cited UTRAN spec as well as E- UTRAN.

Added the people involved in liaisons to the acknow edgenents.

Updat ed ref erences.
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* Marked open issues as resolved, but did not del ete Open |ssues
Appendi x (yet).

Fromietf-04 to ietf-05:

*  Explained why tightly coupl ed shimheaders only "SHOULD' conply
wi th RFC 6040, not "MJST".

* Updated references
Fromietf-03 to ietf-04:

* Addressed Richard Scheffenegger’s review coments: primarily
editorial corrections, and addition of exanples for clarity.

Fromietf-02 to ietf-03:
*  Updated references, ad cited RFC4774.

Fromietf-01 to ietf-02
* Added Section for guidelines that are applicable in all cases.
* Updated references.

Fromietf-00 to ietf-01: Updated references.

From briscoe-04 to ietf-00: Changed filenane follow ng tsvwy
adopt i on.

From bri scoe-03 to 04:

* Re-arranged the introduction to describe the purpose of the
docunent first before introducing ECN in nore depth. And
clarified the introduction throughout.

* Added applicability to 3GPP TS 36. 300.

From briscoe-02 to 03:

* Scope section:

+ Added dependence on correct propagation of traffic class
i nformation

+ For the feed-backward node, deened nulticast and anycast out
of scope
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Ensured all guidelines referring to subnet technol ogies al so
refer to tunnels and vice versa by adding applicability
sentences at the start of sections 4.1, 4.2, 4.3, 4.4, 4.6 and
5.

Added Security Considerations on ensuring congestion signa
fields are classed as i mutable and on using end-to-end
congestion signal integrity technol ogies rather than hop-by-
hop.

From bri scoe-01 to 02

*

Bri scoe,

Added aut hors: JK & PT
Added

+ Section 4.1 "IP-in-1P Tunnels with Tightly Coupl ed Shim
Header s"

+ Section 4.5 "Sequences of Similar Tunnels or Subnets”

+ roadmap at the start of Section 4, given the subsections
have becone quite fragnented

+ Section 9 "Concl usions"

Clarified why transports are starting to be able to saturate
interior |inks

Under Section 1.1, addressed the question of alternative signa
semantics and included nulticast & anycast.

Under Section 3.1, included a 3GPP exanpl e.
Section 4.2. "Wre Protocol Design"

+ Altered guideline 2. to nake it clear that it only applies
to the i mmedi ate subnet egress, not |ater ones

+ Added a reminder that it is only necessary to check that ECN
propagates at the egress, not whether interior nodes nark
ECN

+ Added exanpl e of how QCN uses 802.1p to indicate support for
QCN.

Added references to Appendi x C of RFC6040, about nonitoring the
anount of congestion signals introduced within a tunnel

et al. Expi res January 9, 2017 [ Page 32]



Internet-Draft ECN Encapsul ati on Qui del i nes July 2016

*  Appendi x A: Added nore issues to be addressed, including plan
to produce a standards track update to I P-in-1P tunnel
pr ot ocol s.

* Updated acks and references

From briscoe-00 to 01

* Intended status: BCP (was Informational) & updates 3819 added.

* PBriefer Introduction: Introductory para justifying benefits of
ECN. Moved all but a brief enuneration of nodes of operation
to their own new section (fromboth Intro & Scope). Introduced
incr. deploynent as nost tricky part.

* Tightened & added to term nol ogy section

* Structured with Modes of Operation, then Cuidelines section for
each node

* Tightened up guideline text to renove vagueness / passive voice
[/ anbiguity and hi ghlight main guidelines as nunbered itens.

* Added Qutstandi ng Docunent |ssues Appendi x
* Updated references
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