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Abst ract

Because of the lack of Miultipath TCP (MPTCP) support at the server
side, sone service providers now consider a network-assi sted nodel
that relies upon the activation of a dedicated function called MPTCP
concentrator. This docunent focuses on a depl oynent schene where the

identity of the MPTCP concentrator(s) is explicitly configured on
connect ed hosts.

Thi s docunent specifies an MPTCP option that is used to avoid the
encapsul ati on of packets and out-of-band signaling between the CPE
and the MPTCP concentrator. Also, this docunent specifies how UDP

traffic, in particular, can be distributed anong avail abl e pat hs by
| everagi ng MPTCP capabilities.
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Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 5, 2017.
Copyri ght Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

One of the prom sing depl oynent scenarios for Miultipath TCP (MPTCP

[ RFC6824]) is to enable a Custoner Premi ses Equi pnent (CPE) that is
connected to multiple networks (e.g., DSL, LTE, WLAN) to optinize the
usage of such resources. This deploynment scenario is called a

net wor k- assi sted MPTCP nodel, and relies upon MPTCP proxies | ocated
on both the CPE and network sides (Figure 1). The latter plays the
role of an MPTCP concentrator. Such concentrator term nates the
MPTCP sessions established from CPEs, before redirecting traffic into
| egacy TCP sessions.
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Figure 1: "Network-Assisted" MPTCP Design

Net wor k- assi st ed MPTCP depl oynent nodels are designed to facilitate
the adoption of MPTCP for the establishnent of nulti-path
communi cati ons wi t hout maki ng any assunption about the support of
MPTCP by the communicating peers. Thus, MPTCP proxies deployed in
CPEs and in concentrators |l ocated in the network are responsible for
establishing multi-path comunications on behal f of endpoints,

t hereby taking advantage of MPTCP capabilities to optinize resource
usage to achieve different goals that include (but are not linmted
to) bandwi dt h aggregation, primary/backup comunication paths, and
traffic offl oad nmanagenent. Figure 2 depicts the various TCP
connection |l egs in network-assisted MPTCP depl oynent nodel s.

+o -+ FE + oo + -+
| H1| | CPE | | Concentrat or| | RM
- -+ oo do -t e oo +  4--+
| | | |

| <=TCP Leg:>| <============\PTCP Leg >| <=TCP Leg:>|

| | | |
Legend:

Hl: Host 1

RM Renote Machi ne
Fi gure 2: Connection Legs (CPE-based Model)

There are al so MPTCP depl oynents to assist hosts that are directly
connected to multiple networks to establish nulti-path
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conmuni cations. The conmuni cation | egs that are involved in such
depl oynents are shown in Figure 2

+- -+ Fom e e o + +- -+
| H1| | Concentrat or| | RM
+- -+ oo Foomo - + -+
I I I
| < MPTCP Leg >| <=TCP Leg=>

| | |
Fi gure 3: Connection Legs (Host-based Mbdel)

Most of the current operational deploynents that take advantage of
multi-interfaced devices rely upon the use of an encapsul ati on schene
(such as GRE [I|-D.zhang-gre-tunnel -bonding]). The use of

encapsul ation is notivated by the need to steer traffic towards the
concentrator and also to allow the distribution of any kind of
traffic besides TCP (e.g., UDP) anong the avail able paths without
requi ring any advanced traffic engi neering tweaking technique in the
network side to intercept traffic and redirect it towards the
appropriate concentrator.

This specification assumes an MPTCP concentrator is reachable by
means of one or nmultiple |IP addresses. Also, it assunes the various
network attachments provided to an MPTCP-enabl ed device (CPE or host)
are managed by the sanme administrative entity. The |IP reachability

i nformati on of an MPTCP concentrator can be explicitly configured on
a device, e.g., by neans of a specific DHCP option

[1-D. boucadair-nptcp-dhc]. This docunent assunes such explicit
configuration. Additional assunptions are listed in Section 3.

Current operational MPTCP depl oynents by network operators are
focused on the forwarding of TCP traffic. |In addition, the design of
such depl oynents sonetines assunes the use of extra signalling

provi ded by SOCKS [ RFC1928], at the cost of additional nanagenent
compl exity and possi bl e service degradation (e.g., up to 8 SOCKS
messages may need to be exchanged between two MPTCP proxi es before an
MPTCP connection is established, thereby yielding several tens of

m | liseconds of extra delay before the connection is established)

To avoid the burden of encapsul ation and additional signalling

bet ween MPTCP proxies, this docunent explains how a plain transport
nmode i s enabl ed, so that packets are exchanged between the CPE and
the concentrator wthout requiring the activation of any
encapsul ati on scheme (e.g., IP-in-1P [RFC2473], GRE [RFC1701]). This
plain transport node al so avoi ds the need for out-of-band signalling.
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The sol ution described in this document al so works properly when NATs
are present in the comunication path between the CPE and the
concentrator, unlike solutions that rely upon GRE tunneling. In
particular, the solution proposed in this docunent accommopdat es

depl oynents that involve CGN (Carrier Grade NAT) upstreamthe
concentrator.

The plain transport node is characterized as foll ows:

0 No encapsul ation required (no tunnels, whatsoever).

0 No out-of-band signaling for each MPTCP subfl ow required

0 Carries any protocol (incl. UDP) for the benefit of massive MPTCP
adoption (Section 5).

0 Accommodat es various depl oynent contexts (Section 6).

2. Term nol ogy

The reader should be fanmiliar with the terninology defined in
[ RFC6824] .

Thi s docunment nmakes use of the follow ng terns:

Custoner-facing interface: is an interface of the MPTCP
concentrator that is visible to a CPE or a host directly connected
to the operator’s network, and which is used for comunication
pur poses between a CPE/ host and the MPTCP concentrator.

Internet-facing interface: is an interface of the MPTCP
concentrator that is visible to a renote host on the Internet.

I P transport address: refers to an | P address and transport port
number .

MPTCP pr oxy: is a software nodule that is responsible for
transform ng a TCP connection into an MPTCP connection, and vice
versa. Typically, an MPTCP proxy is enbedded in a CPE and a
concentrator.

MPTCP | eg: refers to a network segnent where MPTCP is used to
establish TCP connections (see Figure 2).

MPTCP concentrator (or concentrator): refers to a functional el enent
that is responsible for aggregating traffic pertaining to a group
of CPEs. This element is typically | ocated upstreamin the
network, e.g., beyond a Broadband Network Gateway (BNG or a PDN
Gateway (PGW in wired and wireless access network environnents,
respectively. One or multiple concentrators can be deployed in
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3.

the network to hel p MPTCP-enabl ed CPEs establish MPTCP connecti ons
via avail abl e network attachnents

On the uplink path, the concentrator term nates the MPTCP
connections received fromits custoner-facing interfaces and
transforns these connections into | egacy TCP connections towards
upstream servers

On the downlink path, the concentrator converts the |egacy
server’s TCP connections into MPTCP connections towards its
custoner-facing interfaces.

Assunptions & Scope

The follow ng assunptions are made:

(0]

The logic for nounting network attachnents by a CPE (or a host
directly connected to the operator’s network) is deploynent- and
i mpl emrent ati on-specific and is out of scope of this document.

Pol i ci es can be enforced by a concentrator instance operated by
the Network Provider to nanage both upstream and downstream
traffic. These policies may be subscriber-specific, connection-
specific, systemw de, or else.

The concentrator may be notified about nonitoring results (e.g.
provi ded by passive or active probes) that detail the status of
the various network |l egs available to service a custoner, a group
of custoners, a whole region, etc. No assunption is made in this
docunent about how these nonitoring operations are executed.

An MPTCP-enabl ed, multi-interfaced CPE or host that is directly
connected to one or nmultiple access networks is allocated
addresses/ prefi xes via | egacy nechani sns (e.g., DHCP) supported by
the various avail abl e network attachnents. The CPE/ host nay be
assigned the same or distinct |P address/prefix via the various
avai |l abl e network attachments.

The | ocation of the concentrator(s) is depl oynent-specific.

Net wor k Provi ders may choose to adopt centralized or distributed
designs. Nevertheless, in order to take advantage of MPTCP, the
| ocation of the concentrator should not jeopardize packet
forwardi ng performance overall.

The logic of traffic distribution over multiple paths is
depl oynent -specific. This docunent does not require nor preclude
any particular traffic distribution schenes.
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0 No assunption is nmade whether one single or multiple | P addresses/
prefixes are assigned to host connected to a CPE

It is out of the scope of this docunent to discuss criteria for
selecting traffic to be eligible to MPTCP service. It is out of
scope of the docunent to specify how a CPE selects its
concentrator(s), too.

Li kewi se, nethods to avoid TCP fragnmentation, such as rewiting the
TCP Maxi mum Segnent Size (MSS) option, are out of scope for this
docunent .

Thi s docunment focuses on the CPE-based nodel (i.e., the CPE enbeds a
MPTCP proxy that behaves on behalf of term nal devices), but plain
transport node can also apply to host-based nodel s.

TCP/ MPTCP session tracking by the MPTCP proxy is inplenentation-
specific. Readers may refer to Section 2 of [RFC7857].

This specifications focuses on TCP and UDP. Future docunents may
specify the exact behavior for transporting other protocols over
MPTCP connecti ons.

Al 'so, this specification focuses on a stateful design; stateless
approaches that rely on including the Plain Mde option in al
packets are out of scope.

4. Plain Transport Mbde Behavi or

As shown in Figure 2, TCP connections initiated by a host are
converted by the CPE into MPTCP connections towards the concentrator
Then, the concentrator converts these connections into | egacy TCP
connections towards the final destinations. Since the concentrator
can be | ocated anywhere in the operator’s network, Section 4.1

i ntroduces a new TCP option to supply the concentrator with required
information to forward the traffic to its final destination. Wen a
CPE receives a SYN segnment froma host of the LAN, it rewites the
destination address of that segnment to an address of the
concentrator, and places the original destination (and possibly
source) addresses in this TCP option. Further details are specified
in the foll owi ng sub-sections.

Speci fic UDP processing is discussed in Section 5.
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4.1. Plain Mde MPTCP Option

The Plain Mode (PM option carries the source/destination IP
addresses and/or port nunbers of the origin source and destination

nodes. It is also used to indicate whether the data carried in the
packet is relayed froma native TCP connection or refers to the use
of another transport protocol. The format of the option is shown in
Fi gure 4.
01234567890123456789012345678901
o e oo o e oo Fom e e R S o e oo +

| Ki nd | Length | SubType| D| Fl ags| Pr ot ocol
T T [ R, +- - - - T +

| Address (I Pv4d - 4 octets / IPv6 - 16 octets) |

Fom e e e e e e e e e e ee oo Fom e e e e e e e e e e ee oo +
[ Port (2 octets, optional) [

o m e e e e e e e eeee oo n +

Figure 4: Plain Mbde MPTCP Option
The description of the fields is as foll ows:
0 Kind and Length: are the sane as in Section 3 of [RFC6824].

0 Subtype: to be defined by I ANA (Section 8). |nplenentations may
use "Oxe" subtype encoding for early depl oynent purposes in
managed networ ks.

0 Dbit (direction bit): this flag indicates whether the enclosed IP
address (and port nunber) reflects the source or destination IP
address (and port). Wen the D-bit is set, the enclosed IP
address nust be interpreted as the source | P address. \When the
D-bit is unset, the enclosed I P address nust be interpreted as the
destination | P address.

o "Flag" bits: are reserved bits for future assignnent as additiona
flag bits. These additional flag bits MJUST each be set to zero
and MUST be ignored upon receipt.

0 Protocol: conveys the protocol nunber as assigned by | ANA
[proto _nunbers]. For exanple, this field is set to 17 for UDP
traffic, or 6 for TCP. The processing of UDP flows is further
di scussed in Section 5.

0 Address: includes a source or destination |IP address. The address
famly is determned by the "Length" field. Concretely, a PM
option containing an | Pv4 address has a Length field of 8 bytes
(or 10 if a port nunber is included). A PMoption containing an
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| Pv6 address has a Length of 20 bytes (or 22 if a port nunber is
i ncl uded).

o Port: If the D-bit is set (resp. unset), a source (resp
destination) port nunber nay be associated with the | P address.
This field is valid for protocols that use a 16 bit port nunber
(e.g., UDP, TCP, SCTP)

Carrying the Plain Mdde Option

When using an MPTCP connection to forward traffic (whether it's TCP
traffic or any other traffic), the CPE (resp. the concentrator) MJST
insert a Plain Mbde option in a SYN packet sent to the concentrator

(resp. the CPE). The Plain Mbde option MJST be included in the SYN
payl oad.

Note: G ven the length of the PM option, especially when | Pv6
addresses are used, and the set of TCP options that are likely to
be included in a SYN nmessage, it will not always be possible to

pl ace the PM option inside the dedicated TCP option space. @dven
that this option is designed to be used in a controlled
environnment, this specification reconmends to always place the PM
options inside the payload of a SYN segnent. Including data in a
SYN payl oad is allowed as per Section 3.4 of [RFC0793].

If the original SYN nmessage contains data in its payload (e.qg.

[ RFC7413]), that data MJST be placed right after PMand "End of
Options List" (ECL) options when generating the SYNin the MPTCP | eg.
The ECOL option serves as a narker to delineate the end of the TCP
options and the beginning of the data included in the original SYN.

The Pl ain Mbde option MJIST only appear in SYN segnents that contain
the MP_CAPABLE option. SYN nessages to create subsequent subflows of
a given MPTCP connection MJST NOT include any PMoption (Figure 5).
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(I'nitial connection setup) |

[EEEEEEEEPEFRRRRERS (PM-=-mmmmee >]

(Addi tional subflow setup)

Figure 5: Carrying the Plain Mdde Option (Focus on the MPTCP Leg)

By default, source |IP address preservation is assuned for I Pv6 while
gl obal address sharing is assuned for IPv4. This nmeans that, by
default, two plain node option instances MJST be included in a SYN
segrment for |IPv6 (both source and destination) and one instance MJST
be present for IPv4 (either the source or the destination). The CPE
and the concentrator MJST support a configurable paraneter to nodify
this default behavior to accomobdate alternate depl oynent nodels (see
Section 6).

An inplementati on MJUST ignore PMoptions that include multicast,
broadcast, and host | oopback addresses [ RFC6890].

The 'Protocol’ field of the PM option MJST be copied fromthe
"Protocol’ field of the | Pv4 header or set to the type of the
transport header of the | Pv6 packet that will be forwarded al ong
MPTCP subflows. The CPE and the concentrator MAY be configured to
di sable traffic aggregation for some transport protocols because of
the nature of the service they relate to (e.g., IP multicast traffic
typically specific of live TV broadcasting services). By default,
TCP and UDP traffic bonding MJST be enabl ed.

4.3. Binding Tables
4.3.1. On the Need to Maintain a State

Because the source | P and/or destination |P addresses are

communi cated only during the SYN exchange of the initial subflow the
CPE and the concentrator MJST maintain a state that binds the MPTCP
transport coordinates to the destination/source |IP address, ports,
and protocol. This specification discusses the external behavior of
this stateful design; the internal behavior for maintaining that
state is inplenentation-specific.
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This docunment uses ’'lInternal transport session identifier’ to
identify a particular transport session on the LAN side of the CPE
and 'External transport session identifier’ to identify a particular
transport session on the Internet-facing Interface of the
concentrator. An inplenentation could use the classical 4-tuple
(source and destination addresses and ports) as such an identifier

An MPTCP proxy al so needs to identify a particular MPTCP connection
We refer to it as the ' MPTCP transport coordinates’. An

i npl ementation could, for exanple, use the token assigned to a
specific connection to identify an MPTCP connection. The 4-tuple of
each subflow that belong to an MPTCP connection can al so be part of
the MPTCP transport coordi nates.

Bi nding entries can be created as a result of a packet or be
configured directly on the CPE or the concentrator

4.3.2. Binding & Transport Session Entries

An inmplenentation may maintain distinct binding tables, each for a
gi ven transport protocol, or maintain one single binding table to
handl e all supported transport protocols.

Subfl ows can be added or deleted during the lifetinme of an MPTCP
connection based on triggers that are local to the CPE/ concentrator
based on signals received fromthe concentrator/CPE, or as a result
of processing a packet. These triggers are outside the scope of this
speci fication.

The CPE nust maintain a binding entry that allows to associate the
internal transport address (IP address, port number) with one or a
set of external |P transport addresses, that are assigned in the WAN
interfaces of the CPE in the context of a given MPTCP connection
Each of the external transport addresses points to a subflow that is
created between the CPE and the concentrator. For each binding
entry, one or nultiple transport session entries are maintai ned by
the CPE and the concentrator. These session entries are neant to
store the information that is required for rewiting packets. A
session entry is created as a result of handling a packet.

A session entry naintained by the CPE may be structured as follows:
Internal transport session identifier: This information typically
i nclude the source |IP transport address (IPl, Pl) and the

destination IP transport address (I1Pd, Pd) of the connection

MPTCP transport coordinates: These coordi nates include information
about the subflows that conpose this MPTCP connection. Wen a
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packet nmatches an existing binding entry, the CPE may decide
whet her existing subflows can be used to forward the packet, or
whet her a new subflow is to be created

The following information is nmaintained for each MPTCP subfl ow
* (IPwi, Pwi): The source |P address and port for this subflow

* (IPci, Pci): IPci is one of the concentrator’s |IP addresses,
while Pci is a port nunber selected to establish this subflow.
This information is used as the destination |P address and port
of a packet matching this entry.

Transport protocol: This information is typically retrieved from
t he out goi ng packet that will be placed in MPTCP connections. The
transport protocol specifies the protocol that is used in the LAN
si de.

Lifetime: This information indicates the remaining validity lifetinme
for the session entry. Wen the lifetine expires, this session
entry is deleted fromthe table. |If all sessions bound to a given
binding entry expired, that binding entry nust be del eted.
Recommendati ons for setting this paraneter are defined in
[ RFC7857] [ RFC5382] [ RFC4787] .

For exanpl e:

0 An outgoing packet {src=(IPl, Pl); dst=(IPd,Pd)} wll be
transforned by the CPE to {src=(IPwi,Pw); dst=(I1Pci,Pci)}.

0 An incom ng packet {src=(1Pci,Pci); dst=(1Pwi,Pwi) will be
transforned by the CPE to {src=(1Pd, Pd); dst=(IPl,Pl)};

The structure of a session entry nmintained by the concentrator may
be as foll ows:

External transport session identifier: This information typically
include the external |IP transport address (lIPe, Pe) and the
destination IP transport address (IPd, Pd) of the connection. The
external IP transport address is set to the (IPI, Pl) if and only
if the concentrator is configured to preserve the source IP
address and port. In such case, this information is retrieved
fromthe PMoption included in a SYN packet. Oherw se, the
external | P address and port are selected by the concentrator from
a |l ocal pool

MPTCP transport coordinates: These coordi nates include information
about the subflows that conpose this MPTCP connection. Wen a
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packet matches an existing binding entry, the concentrator nmay
deci de whet her existing subflows can be used to forward the
packet, or whether a new subflowis to be created.

The following information is nmaintained for each MPTCP subfl ow
* (IPwi, Pwi): The source |P address and port for this subflow

* (IPci, Pci): The destination |IP address and port for this
subflow. It can be set by the CPE or selected by the
concentrator.

Transport protocol: This information is retrieved fromthe PM option
included in a SYN packet. The transport protocol specifies the
protocol that nmust be used when sending the packet through the
Internet-facing interface.

Lifetime: This information indicates the remaining validity lifetine
for the session entry. Wen the lifetinme expires, this session
entry is deleted fromthe table. |If all sessions bound to a given
bi nding entry expired, that binding entry nust be del eted.
Recommendati ons for setting this paraneter are defined in
[ RFC7857] [ RFC5382] [ RFCA787] .

For exanpl e:

0 An outgoing packet {src=(1Pw,Pw); dst=(l1Pci,Pci)} will be
transfornmed by the concentrator to {src=(IlPe, Pe); dst=(IPd, Pd)}.

0 An incom ng packet {src=(I1Pd,Pd); dst=(IPe,Pe) will be transforned
by the concentrator to {src=(1Pd, Pd); dst=(1Pci,Pci)}.

4.3.3. Expiration of a Binding Entry

A configurabl e paraneter MAY be supported by the CPE and the
concentrator to term nate MPTCP connections with the FASTCLOSE
procedure (Section 3.5 of [RFC6824]) when a binding entry expires.

If there is no binding state that nmatches a recei ved non- SYN segment,
the CPE/ concentrator SHOULD reply with a RST segnent. This behavi or
ainms to synchroni ze the binding tables between the CPE and the
concentrator by clearing bindings that are present either in the CPE
or in the concentrator

The configurable paraneter is set by default to ’'Disable’
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4.4.

4.4. 1.

Theory of Operation: Focus on TCP

Processi ng an Qut goi ng SYN

PM opti on usage for an outgoing TCP SYN (i.e., fromthe CPE to the
concentrator) is as follows:

(1

(2)

(3)

Qut goi ng TCP SYNs that can be forwarded by a CPE al ong MPTCP
subflows are transfornmed by the CPE into TCP packets carried
over an MPTCP connection

The deci si on- maki ng process to deci de whether a given fl ow
shoul d be MPTCP-serviced or not is local to the CPE, and
reflects the service-inferred policies as defined by the bondi ng
service provider. As such, the decision-making process is
policy-driven, inplenentation- and depl oynent-specific.

As a result, SYNs packets are sent over an MPTCP connection
according to the plain transport node (i.e., w thout any
encapsul ati on header), and the related instructions carried in
the PM option

The source | P address and port nunber are those assigned to one
of the CPE WAN interfaces. Because nmultiple |IP addresses may be
avail able to the CPE, the address used to rewite the source IP
address for an outgoing packet forwarded through a given network
attachnent (typically, a WAN i nterface) MJST be associated with
that network attachnent. It is assuned that ingress traffic
filtering policies ([RFC2827]) are enforced at the network
boundaries to prevent any spoofing attack

The destination | P address is replaced by the CPE with one of
the | P addresses of the concentrator.

The destination port number nmay be mamintained as initially set
by the host or altered by the CPE

The original destination and/or source |P address are copied
into Plain Mdde options. The option is inserted as per the
gui del i nes docunented in Section 4. 2.

A session entry (including the protocol) MJST be maintai ned by
the CPE for that outgoing packet (Section 4.3). A tinmeout is
associated with this entry as per the recomendati ons in

[ RFC5382] .

Upon recei pt of a SYN packet on its MPTCP | eg, the concentrator
extracts the | P address(es) included in the PMoption and uses
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. 2.

it as the destination (and possibly the source) |IP address of
the correspondi ng SYN packet that it will forward towards its
final destination. The "Protocol’ field of the PMoption

i ndi cates the transport protocol that nust be used when sending
the packet through the Internet-facing interface.

The source | P address and port belong to a pool that is
configured to the concentrators if address or prefix rewiting
is enabl ed (see Section 6). A session entry MJST be
instantiated by the concentrator to record the state (see
Section 4.3).

The concentrator may be configured to behave as either a 1:1

| Pv4 address translator or a N:1 | Pv4 address transl ator where a
gi ven gl obal |1Pv4 address is therefore shared by multiple CPEs.
Net wor k Providers should be aware of the conplications that may
arise if a given IP address/prefix is shared by nultiple
custonmers (see [ RFC6269][ RFC6967]). \Whether these conplications
apply or not to a network-assisted MPTCP environnent is

depl oynent - speci fi c.

The concentrator should preserve the sane external |P address
that was assigned to a given CPE for all its outgoing
connections when forwarding traffic froman MPTCP connection to
the Internet (i.e., use an "IP address pooling" behavior of
"Paired") [RFCA787]. The port allocation policy configured on
the concentrator (e.g., port set assignnent, determ nistic NAPT
etc.) is inplenentation and depl oynent - speci fi c.

Processing an | nconi ng SYN

In order to appropriately handle inconing SYN packets, the
concentrator (resp. CPE) are supposed to be configured with
instructions that allows to redirect the traffic to the appropriate
CPE (resp. Internal host).

Plain transport node operation for an inconming TCP SYN (i.e., when
traffic is forwarded fromthe concentrator towards the CPE) is as
fol | ows:

(1

If the incom ng TCP SYN matches a binding entry (Section 4.3),
the concentrator rewites sone of the packet’s fields according
to the information maintained in this entry. 1In addition, the
concentrator records the source |IP address and port in the PM
option. Also, the 'Protocol’ field of the PMoption is set
according to the guidelines in Section 4.2.
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The source I P address is replaced with one of the |IP addresses
listed in the binding information base maintai ned by the
concentrator.

The destination IP address is replaced with one of the CPE's I P
addr esses.

A session entry is instantiated to record the transport-rel ated
information to rewite the packet.

(2) Upon receipt of the TCP SYN by the CPE, it extracts the IP
address included in the Plain Mbde option and uses it as the
source | P address of the packet that the CPE will forward
through its LAN interface until the packet reaches its fina
destinati on.

The destination | P address, port, and protocol are retrieved
froma binding entry maintained by the CPE

.3. Processing Subsequent Qutgoi ng/lncom ng Non- SYNs

The required information to rewite non-SYN packets that match an
exi sting binding entry, is retrieved fromthe Binding Infornation
Bases (BIB) numintained by the CPE and the concentrator (see

Section 4.3). The MPTCP proxy nmay decide at any tinme to create or
term nate subfl ows associated to an MPTCP connection. Wen a packet
arrives, its content is transported over one of the subflows of a
bound MPTCP connecti on

Non- SYN nessages exchanged in the context of an existing subflow and
all messages for non-initial subflows do not include the PM option

4. Handling TCP RST Messages

RST nessages nay be received fromthe LAN side of the CPE or by the
concentrator inits Internet-facing interface. Wen the CPE or the
concentrator receive a TCP RST matching an existing entry, it MJST
apply the FASTCLOSE procedure defined in Section 3.5 of [RFC6824]) to
term nate the MPTCP connection and the associ ated subflows. The
transport coordi nates of the FASTCLOSE nessages are set according to
the informati on maintained in the binding table.

The CPE and the concentrator SHOULD wait for 4 m nutes before

del eting the session and renoving any state associated with it if no
packets are received during that 4-mnute timeout [RFC7857].
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5.

5.

5.

Processing UDP Traffic

Thi s docunment |everages the ability to create MPTCP connecti ons on
the CPE/ concentrator to also carry data conveyed in UDP datagrans. A
UDP fl ow can be defined as a series of UDP packets that have the sane
source and destination address and ports. Upon receipt of the first
packet of such a flow, a binding entry (Section 4.3) is created to
map this flow onto an MPTCP connecti on between the CPE and the
concentrator. All the subsequent UDP segnents of this UDP flow are
transported over that MPTCP connection. The MPTCP connection is

rel eased when no traffic is exchanged for this flow (Section 5.1.3).

1. Behavi or

From an application standpoint, there may be a value to distribute
UDP dat agrans anong avail abl e network attachnents for the sake of
network resource optimzation, for exanple. This docunent uses MPTCP
features to control how UDP dat agranms are distributed anpong existing
network attachments. The data carried in UDP datagrams bel onging to
a given UDP flow are therefore transported in an MPTCP connecti on

An MPTCP connection is bound to one UDP flow. New MPTCP connecti ons
are created in order to handl e additional UDP fl ows.

The managenent of MPTCP connections that are triggered by UDP
dat agranms follows the guidelines docunented in [ RFC6824].

The followi ng sub-sections exclusively focus on the external behavior
to achieve UDP to TCP conversion (Section 5.1.1), and vice versa
(Section 5.1.2).

1.1. UDP to TCP Conver sion

This function is applied to UDP traffic received by the CPE fromthe
LAN, and to UDP traffic received by the concentrator fromone of its
Internet-facing interfaces.

When the CPE (or the concentrator) receives a UDP datagramto be
di stributed over MPTCP subflows, it MJST check whether the packet
mat ches an existing binding entry (Section 4.3).

If an entry is found, and the packet is to be placed on an existing
subfl ow, the packet is processed according to the correspondi ng
session entry. If an entry is found, but the packet should be placed
on a new subflow, a session entry MJST be instantiated by the CPE for
that outgoing packet. The information about the transport protoco
(UDP, in this case) MJST also be included in this binding entry. In
bot h cases, the CPE (or the concentrator) MJST proceed as foll ows:
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1. Extract the payload and its length fromthe UDP datagram

2. Send the length (as a 16 bits field in network byte order)
foll owed by the payl oad of the UDP datagram over the bound MPTCP
connecti on.

UDP packets that are received by the concentrator, but do not match
an existing binding, MJST be silently dropped.

UDP packets that are received by the CPE, but do not match an
exi sting binding, MJST be proceed as foll ows:

1. Instantiate a new binding entry for this outgoing packet. The
i nformati on about the transport protocol (UDP, in this case) MJIST
al so be included in this binding entry.

2. Initiate the MPTCP connection that will be used to carry the UDP
datagrans of this flow towards the chosen concentrator. For

this, the CPE MUST create a SYN segnment containing the follow ng
i nformation :

* The MP_CAPABLE option and possibly other TCP options.

* The payl oad contains the following information (in this
order):

+ A PMoption indicating the original source address and port
i f source address preservation is enabl ed.

+ A PMoption indicating the original destination address and
port.

+ The ECL TCP option

+ The Length of the UDP payl oad in network byte order

+ The payl oad of the UDP datagram
When setting the source | P address, the destination |IP address, and
the I P address enclosed in the Plain Mbde MPTCP option of the
correspondi ng TCP packet, the sane considerations as specified in
Section 4.3 MJST be appli ed.

Whet her one or multiple UDP payl oads are included in the same TCP
segnment is inplenmentation- and depl oynent - specific.
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5.1.2. TCP to UDP Conversion

Upon recei pt of a SYN segnent containing the PMoption specifying the
UDP protocol, the concentrator MJST proceed as foll ows:

0 Create a binding entry to map this MPTCP connection to a UDP fl ow
(Section 4.3).

0 Extract the destination, and possibly source, transport addresses
fromthe PMoption and conplete the session entry with this
i nformation.

0 Extract the UDP payl oad.

0 Cenerate a UDP datagramwi th the corresponding | P addresses and
ports and the UDP payl oad.

Upon recei pt of a SYN segnment containing the PMoption specifying the
UDP protocol, the CPE MJST proceed as foll ows:

o If no binding is found, the packet MJST be silently dropped.
o If a binding is found:

* Extract the source (optionally, destination) transport
addresses fromthe PM option

* Create a session entry to nmap this MPTCP connection to a UDP
flow (Section 4.3).

*  Extract the UDP payl oad.

* Cenerate a UDP datagramwi th the correspondi ng | P addresses and
ports and the UDP payl oad.

Upon recei pt of data over an MPTCP connection that is bound to a UDP
flow, the "Length' field is used to extract the UDP payl oads fromthe
byt est ream and generates the correspondi ng UDP dat agr ans.

The concentrator (or the CPE) MJST foll ow the sanme procedure as
mentioned in Section 4.3 for address and port rewiting purposes.

5.1.3. Terminating UDP-Triggered Subfl ows
UDP-tri ggered subfl ows SHOULD be term nated by an MPTCP endpoi nt (CPE
or concentrator) if no UDP packet matching the correspondi ng bi ndi ng

entry is received for at least 5 mnutes (see Section 4.3 of
[ RFC4A787]). Consequently, the procedure in Section 4.4.4 MJST be
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followed to ternminate the MPTCP connection and the associ at ed
subflows. The transport coordinates of the FASTCLOSE nessages are
set according to the information maintained in the binding table.

5.2. Exanpl es

A flow exanple is shown in Figure 6 to illustrate how TCP packets are
generated to relay UDP datagrans using several subflows. Non-SYN
messages that belong to a given subflow do not include any PM opti on.
Al so, this exanpl e shows how subsequent UDP datagrans of this flow
are transported over the existing subflow or how a new subflow is
created. In this exanple, the SYN segnent issued to add a new

subfl ow al so includes data received in the original UDP datagram

Fom e e e - - + Fom e e o +
| CPE | | Concentrator|
Fom e e e oo + TS +
I I
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
---UDP-->| - - - TCP SYN (Data)--------------- >| - - - UDP-->
dst=d_@ PM D=0; Prot ocol =17; d_@ | dst=d_@
SR TCP SYN ACK----------mmmmmo- |
[----cmmmm e - - TCP ACK----------------- >|
src=s_@ | src=conc_@
- s UDP--> - - e TCP Data---------------- >| - - - UDP- - >
dst=d_@ | dst=d_@
| |
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
---UDP-->| - - - - TCP SYN (Data)--------------- >| - - - UDP-->
dst=d_@ | dst=d_@
I I
R TCP SYN ACK-----------mmnm-- |
R TCP ACK--------mmm oo - >|

Figure 6: Distributing UDP packets over multiple paths (1)

Figure 7 shows an exanpl e of UDP datagrans that are transported over
MPTCP subflows. Unlike the previous exanple, additional subflows to
transport UDP datagrans of the sane flow are established in advance
bet ween the CPE and the concentrator.
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F + S +
| CPE | | Concentr at or |
Fom e e e - - + Fom e e o +
I I
src=s_@src=cpe_@l dst =conc_@l| src=conc_@
---UDP-->| - - - TCP SYN (Data)--------------- >| - - - UDP- - >
dst=d_@ PM D=0; Prot ocol =17;d_@ | dst=d_@
[<---mmmm e TCP SYN ACK-------cmmmmem oo - |
I TCP ACK-------mmmmme e oo - >|
src=s_@ | src=conc_@
- -UDP-->| - TCP Data---------------- >| - - - UDP- - >
dst=d_@ | dst=d_@

| (Addi tional subflow setup) |

| src=cpe_@ dst =conc_@|
I TCP SYN-------mmmmme i oo >|
I TCP SYN ACK------------mo--- [
[----mmmm e - TCP ACK------------m- - >|
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
- UDP-->| - TCP Data---------------- >| - - - UDP- - >
dst=d_@ | dst=d_@
I I
src=s_@src=cpe_@ dst =conc_@l| src=conc_@
- UDP-->| e TCP Data---------------- >| - - - UDP- - >
dst=d_@ | dst=d_@

Figure 7: Distributing UDP packets over multiple paths (2)
5.3. Fragmentation & Reassenbly Considerations

The subsequent UDP/ TCP header swapping introduced in Section 5.1
represents an overhead that is equal to the difference between TCP
and UDP header sizes. To avoid fragnmentation when processing |arge
UDP datagrams, it is RECOMWENDED to increase the MIU of all |inks
between the CPE and the concentrator to accommodate this overhead.

Nevert hel ess, in deploynents where increasing the MU of all links is
not possible for sone reason, the CPE and the concentrator SHOULD be
configurable to enabl e/ di sabl e fragnentation and reassenbly of UDP
datagranms. The decision to enable or disable this paraneter is

depl oynent -specific. This parameter is set to ' Disabled by default.

If this configurable paraneter is set to 'Disabled , |arge UDP
datagrans that may thus be fragnmented MJUST NOT be forwarded al ong the
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MPTCP connection, i.e., the bonding service MJUST NOT be applied to
such | arge packets.

If this configurable paraneter is set to 'Enabled’, the CPE and the
concentrator MJST perform | Pv4 fragnentati on and reassenbly for
packets that exceed the link MU Concretely, |1Pv4 fragmentation
MUST be performed once UDP/ TCP header swapping is conpleted. Packet
reassenbly MJST occur before TCP/ UDP header swapping. The behavi or
to adopt whenever the swapping of UDP/ TCP headers |eads to |IPv4d
fragnmentation is as foll ows:

0 Present the packet to the MPTCP proxy as per Section 5.1.1

o Fragnment the transforned packet (TCP), and then forward the
fragments.

The renote MPTCP endpoint (CPE or concentrator) then adopts the
fol | owi ng behavi or:

0 Reassenble the TCP packet,
0 Present the packet to the MPTCP proxy as per Section 5.1.2.

In order to protect the CPE and the concentrator and minimze the

ri sk of degrading the overall bonding service performance, dedicated
resources SHOULD be reserved for handling fragnents (e.g., by
limting the ambunt of resources to process out-of-order packets).

5.3.1. Receiving | Pv4d Fragnents on the Internet-Facing Interface of the
Concentr at or

The forwarding of an | Pv4 packet received on the Internet-facing
interface of the concentrator requires the | Pv4 destination address
and the transport-protocol destination port for binding | ookup
purposes. |f the first packet received contains the transport-
protocol information, the concentrator uses a cache and forwards the
fragments unchanged (i.e., w thout reassenbly). A description of

such a caching algorithmis outside the scope of this docunent. |If
subsequent fragments arrive before the first fragment, the
concentrator SHOULD queue these fragnents till the first fragnent is
received.

The processing of the first fragment MJST foll ow the same procedure
as in Section 5.1.1. The rewiting of the | P addresses of subsequent
fragments MJUST follow the instructions maintained in the binding
table and the fragnmentation cache. The M- (Mdre Fragnents) bit and
"Fragnment offset’ field MJUST NOT be nodified by the concentrator
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5.3.2. Receiving | Pv4 Fragnents fromthe LAN

If the first packet received contains the transport-protoco
i nformati on, the CPE uses a cache and forwards the fragnents

unchanged (i.e., without reassenbly). |f subsequent fragnents arrive
before the first fragment, the concentrator SHOULD queue these
fragments till the first fragnent is received

The processing of the first fragnent MJST fol |l ow the sane procedure
as in Section 5.1.2. The rewiting of the | P addresses of subsequent
fragments MUST follow the instructions maintained in the binding
table and the fragnmentation cache. The M- bit and ' Fragnment offset’
field MUST NOT be nodified by the CPE.

5.3.3. Di stinct Address Fam lies

If distinct address fanilies are used in the UDP and MPTCP | egs,
fragmentati on SHOULD be handl ed as described in Sections 4 and 5 of
[ RFC7915] .

6. Depl oynment Scenari os

The Plain Transport Mdde accommmodat es vari ous depl oyment contexts
such as:

| Pv4 address sharing: Because of gl obal |Pv4 address depletion
optim zation of the |IPv4 address usage is mandatory, and this
i ncludes | Pv4 addresses that are assigned by the concentrator at
its Internet-facing interfaces (Figure 8). A pool of global |Pv4
addresses is provisioned to the concentrator along with possible
i nstructions about the address sharing ratio to apply (see
Appendi x B of [RFC6269]). Adequate forwarding policies are
enforced so that traffic destined to an address of such pool is
intercepted by the appropriate concentrator
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+- -+ e + R +  +--+
| H1] | CPE | | Concentrat or | | RM
+- -+ [ Homm - - H-- - - - + +- -+

I I I I
| Src: | P& | Src: | P@pel PMD=0,|P@) Dst:lP@cf|Src:|P@if |

[---SYN---->]----mmie oo SYN- - - - > ---SYN---->
[ Dst: | P@I| [ Dst: | P@I|
I I

| <--SYN ACK-| <--------mmm-n-- SYN ACK-------------- | <- SYN ACK- - |
[---ACK---->|------mmm oo - - ACK------mmmmiee oo - >|---ACK---->
I I I I
Legend:

ccf: Concentrator Customer-facing Interface
cif: Concentrator Internet-facing Interface

Fi gure 8: Exanple of Qutgoing SYN without Source Address Preservation

| Pv4 address 1:1 translation: For networks that do not face gl oba
| Pv4 address depletion yet, the concentrator can be configured so
that source | Pv4 addresses of the CPE are replaced with other
(public) IPv4 address. A pool of global |IPv4 addresses is then
provisioned to the concentrator for this purpose. Rewiting
source | Pv4 addresses nmay be used as a neans to redirect incom ng
traffic towards the appropriate concentrator

Source | Pv6 address preservation: Sonme |Pv6 depl oynents may require
the preservation of the source |Pv6 address (Figure 9). This
nodel avoids the need for the concentrator to support ALGs to
acconmodat e applications with | Pv6 address referrals. |n order to
intercept incoming traffic, specific IPv6 routes are injected so
that traffic is redirected towards the concentrator.

+- -+ +-- - - - + Fom e e o + +- -+
| H1| | CPE | | Concentrat or| | RM
+- -+ +--4- -+ Fom e e +--- - - + +- -+

I I I I
| Src: | P@& | Src: I P@pel PMD=0,|P@) Dst:|P@cf|Src:|P&® |

RN > <o m oo > cosoe >]
|  Dst:lP@ PM D=1, | P@) |  Dst:lP@
I I

| <-- SYN/ ACK- | <= ---=mcmmcamnn- SYN/ ACK- == === -c=ma-- | <- SYN/ ACK- - |
Y o ACK- = <= cmmcmmmem o >| - - - ACK- - - - >
I

I I I
Figure 9: Exanple of Qutgoing SYN with Source Address Preservation
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| Pv6 prefix sharing (NPTv6): Rewiting the source IPv6 prefix
([ RFC6296] ) may be needed to redirect incomng traffic towards the
appropriate concentrator. A pool of IPv6 prefixes is then
provi sioned to the concentrator for this purpose.

Subfl ows of a given MPTCP connection can be associated to the sane
address fanmily or may be established with different address famlies.
Al so, the plain transport node applies regardl ess of the addressing
schene enforced by each CPE network attachnment. |In particular, the
plain transport node indifferently accommpdates the foll ow ng

conbi nati ons.

LAN Leg CPE-Concentrator Legs Concentrator-RM Leg

| Pv4 | Pv4 | Pv4
| Pv4 | Pv6 | Pv4
| Pv4 | Pv6 & | Pv4d | Pv4
| Pv6 | Pv6 | Pv6
| Pv6 | Pv4 | Pv6
| Pv6 | Pv6 & | Pv4 | Pv6

Al so, the CPE and the concentrator may be configured to preserve the
same DSCP mar ki ng or enforce DSCP re-marking policies, and the plain
transport node described in this docunent fully respects these DSCP
mar ki ng policies. Those considerations are depl oynment-specific.

7. Additional Considerations
7.1. Authorization

The Networ k Provider that manages the various network attachments
(including the concentrators) may enforce authentication and

aut hori zation policies using appropriate nmechani sms. For exanple, a
non- exhaustive list of nmethods to achieve authorization is provided
hereafter:

0 The network provider may enforce a policy based on the
I nternational Mobile Subscriber Identity (IMSI) to verify that a
user is allowed to benefit fromthe aggregation service. |If that
aut horization fails, the PDP context /bearer won't be nounted.
This nmethod does not require any involvenent fromthe
concentrator.

o The network provider may enforce a policy based on Access Control
Lists (ACLs), e.g., at the Broadband Network Gateway (BNG to
control the CPEs that are authorized to comunicate with a
concentrator. These ACLs nmay be installed as a result of RADIUS
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exchanges, for instance. This nmethod does not require any
i nvol venent fromthe concentrator.

0 The concentrator may inplement an Ident interface [ RFC1413] to
retrieve an identifier that will be used to assess whet her that
client is authorized to nmake use of the aggregation service.

I dent exchanges will take place only when receiving the first
subflow froma given source | P address.

0 The concentrator nmay enbed a RADIUS client that will solicit an
AAA server to check whether connections received froma given
source | P address are authorized or not.

A first safeguard against the m suse of the concentrator resources by
illegitimate users (e.g., users with access networks that are not
managed by the sane operator owning the concentrator) is to reject
MPTCP connections received on the Internet-facing interfaces. Only
MPTCP connections received on the custonmer-facing interfaces of a
concentrator will be accepted.

Because only the CPE is entitled to establish MPTCP connections wth
a concentrator, ACLs may be installed on the CPE to avoid that
internal terninals issue MPTCP connections towards one of the
concentrators

7.2. Checksum Adj ust ment

G ven that the TCP and UDP checksum covers the pseudo- header that
contains the source and destination | P addresses, the checksum should
be updated to reflect the change of these addresses. For the
particul ar case of UDP/ TCP conversion (Section 5), the UDP checksum
can be conputed fromthe TCP one and vice versa.

7.3. Logging

If the concentrator is used in global |Pv4 address sharing

envi ronnments, the |ogging reconmendati ons di scussed in Section 4 of

[ RFC6888] need to be considered. Security-related issues encountered
i n address sharing environnments are docunented in Section 13 of

[ RFC6269] .

7.4. Mddl ebox Interference
The use of the Plain Transport Mde option is primarily meant for
MPTCP designs that involve access networks nmanaged by the sane

operator. Appropriate setup is required before MPTCP with the Plain
Transport Mdde option is activated, so that possible niddl eboxes
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| ocated in these access networks do not strip MPTCP signals, nor
renove data contained in the SYN payl oad.

The plain transport node nmay be depl oyed at |arge but sone
complications may arise, e.g., if an in-path m ddl ebox renoves the
MPTCP option or data fromthe SYN payl oad. These conplications not
specific to the Plain Mbde, and are encountered whenever MPTCP is
depl oyed.

7.5. EPCBilling & Accounting

In case that one of MPTCP subfl ow between CPE and concentrator
includes nmobile (e.g., LTE, 3G etc), billing and accounting of the
traffic may be considered per subflow, per subscriber, or else.

Si nce packets generated fromto the subscriber (CPE) are destined/
sourced to/fromthe concentrator, the EPC nodes nay need to inspect,
in sone depl oynments, the destination/source address and/or port
included in the plain node option to check and nmake billing and
accounting actions. Alternate depl oynent approaches nay be adopted
to avoid inspecting L3/4 information (e.g., rely on application-based
filters, correlate flow characteristics retrieved using Policy and
Charging Control (PCC) interfaces, etc.).

It is out of the scope of this document to make any reconmendation in
t hat area.

8. | ANA Consi derations
Thi s docunent requests an MPTCP subtype code for this option
o Plain Mde MPTCP Option

NOTE: |nplenmentati ons may use "0Oxe" subtype encoding for early
depl oynent purposes in nmanaged networks.

9. Security Considerations
MPTCP-rel ated security threats are discussed in [RFC6181] and
[ RFC6824]. Additional considerations are discussed in the follow ng
sub-secti ons.

9.1. Privacy

The concentrator may have access to privacy-related information

(e.g., IMSI, link identifier, subscriber credentials, etc.). The
concentrator MJUST NOT | eak such sensitive infornmation outside a | oca
donai n.
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9.

9.

9. 4.

2

3.

10.

Deni al - of - Servi ce (DoS)

Means to protect the MPTCP concentrator agai nst Deni al - of - Service
(DoS) attacks MJUST be enabl ed. Such neans include the enforcenent of
ingress filtering policies at the network boundaries [ RFC2827].

In order to prevent the exhaustion of concentrator’s resources, by
establishing a | arge nunmber of sinultaneous subflows for each MPTCP
connection, the admnistrator SHOULD linmt the nunber of allowed
subfl ows per CPE for a given connection. Means to protect against
SYN fl oodi ng attacks MJST al so be enabl ed ([ RFC4987]).

Attacks that originate outside of the donain can be prevented if
ingress filtering policies are enforced. Nevertheless, attacks from
within the network between a host and a concentrator instance are yet
anot her actual threat. Means to ensure that illegitimte nodes
cannot connect to a network shoul d be inpl enented.

Il'legitimte Concentrator
Traffic theft is arisk if anillegitimte concentrator is inserted
in the path. Indeed, inserting an illegitimte concentrator in the

forwarding path allows traffic intercept and can therefore provide
access to sensitive data issued by or destined to a host. To
nmtigate this threat, secure neans to discover a concentrator should
be enabl ed.

H gh Rate Reassenbly

The CPE and the concentrator nay perform packet reassenbly. Sone
security-related issues are discussed in [ RFC4963] [ RFC1858] [ RFC3128] .
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