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1. Introduction

Internet Service Provider networks are conposed of different parts
access networks, netropolitan and wi de area networks. G ven the

growi ng demand for bandw dth, these networks nust evolve. 1In the
metropolitan and wi de area parts, bandwi dth increases thanks to the
utilisation of optical fiber or through |ink aggregation. Increasing

bandwi dth in the core is not sufficient to allow all users to benefit
fromfaster services. For many operators, the last-mle of the
access network renmains a bottleneck that is difficult to upgrade.

Many service providers do not rely on a single access network
technol ogy. They often have depl oyed different access networks that
were initially targeted at different types of users and custoners.
Such access networks include xDSL, DOCSIS, FTTx and various wrel ess
technol ogies (3G 4G Wnax, satellite, 5G ...). Wth these

di fferent access networks, service providers have different ways to
reach their custoners and conbining two access networks woul d enabl e
themto deliver higher bandw dth services to their custoners

[1-D. zhang- banana- pr obl em st at enent ] .

In this docunment, we first describe in section Section 2 the hybrid
access networks that are being depl oyed by various network operators.
We focus on the aggregation of a fixed network (e.g. xDSL) with a
cellular network (e.g. LTE). Many operators wi sh to use the

bandwi dth that is not consumed by the nobile devices on their
cellular network to deliver better services to their fixed |Iine
custoners. Section Section 3 lists the main requirenents expressed
by these operators. Section Section 4 briefly eval uates whether the
mai n proposed bondi ng techni ques neet those requirenents. W then
describe in section Section 5 how a transparent node of operation for
Mul tipath TCP [ RFC6824] can be used to neet those operator
requirenents.
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2. Reference architecture

Qur reference architecture is shown in figure Figure 1. W use a
simlar termnology as in [W-348] and consider the foll ow ng
el enents :

o a single honed end host Hthat is attached through one interface
(e.g. WFi) to a Hybrid Custoner Prem sses Equi pnent (HCPE)

0 a Hybrid Custoner Premi ses Equi pnent (HCPE) that is connected to
two di fferent access networks. The solution proposed in this
docunent support any nunmber of access networks, but we restrict
our examples to two.

0 A Hybrid Aggregation Gateway (HAG that is reachable over both
access networ ks

o a regular server, S

/ \

+---| access net 2 |-+

[ \- /A

re l___
+- + +--4--+ / \ +---+ +- +
| H ----] HCPE | | Backbone +--|HAG-/.../--]|9
+- + +-- -+ \- / +---+ +- +

I I

lf I

|/ \ I

+--| access net 1|---+

\ /

Figure 1: Hybrid access networks

We assune that | P addresses are assigned according to the best
current practices, i.e. host His allocated one |IP address, and one

| P address is assigned to each interface of the HCPE. Furthernore,
BCP 38 [ RFC2827] is used on the two access networks attached to the
HCPE. The solution proposed in this docunent is agnostic of the IP
version that is used. It operates equally well with both IPv4 and

| Pv6 and can use any nix of |Pv4/1Pv6. Wen witing |IP addresses, we
use the @notation. For exanple, H@is the |IP address assigned to
host H HCPE@ is the |IP address assigned to the HCPE on access
network 1,... For nost network operators, the different access
networ ks that need to be aggregated are not equivalent. One network,
typically a fixed access network managed by the operator, is
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considered to be the main access network. The other access network,
possi bl y managed by anot her network operator, is used to provide
additional capacity to cope with bandwidth Iimtations on the primary
access network. We focus on this bandw dth aggregation scenario in
this docunent. \While the second access network can al so be used in
case of failure of the primary access network we currently | eave it
out of scope of the solution (existing solutions are already depl oyed
by operators for this).
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3.

Operator requirenents

Many operators have expressed their interest in efficiently
supporting hybrid access networks. W list here sone of the
requirenents that they have identified and have gui ded the design of
t he proposed sol ution

0 Reqgl: the bonding solution MJST support |IPv6 and | Pv4

0 Reg2: the bonding solution SHOULD m nimze the additional delay
that it introduces in the network

0 Req3: the bonding solution MJST not expose nultiple addresses for
a given custonmer and the sane address MJST be used for al
transport protocols used by each customer

0 Reg4 : the bonding solution MJST not use nore than one public |Pv4
address per custoner

0 Reg5 : the bonding solution SHOULD enabl e the operator to trace
the connections created by a given custoner

0 Reg6 : the bonding solution MJST nonitor the quality of the
different links and adapt the l|oad distribution dynanically
according to the load and the operator’s policies

0 Req7 : the bonding sol ution MIST be decoupled fromthe underlying
fixed/ mobi | e access network

0 Req8: the bonding solution MIST be able to efficiently I|oad-
bal ance the packets belonging to a single TCP connection over
several access networks

0 Reg9: the bonding solution SHOULD not change the subscri ber
service attachnent and aut hentication point in the network.

The second requirenment reflects the inportance of nininising the

| atency. Many applications, including HITP, are affected by any
increased latency. The third requirement reflects operationa

i ssues. Many applications expect that all the flows originated by a
host will have the sanme source address, independently of the protoco
used for each flow. A solution that would use different addresses
for different transport protocols or for flows that do not benefit
fromhybrid access (e.g. by defined policy), would cause operationa
problenms. The fifth requirenent reflects the desire of the network
operator to have sone visibility of the flows that pass through its
access network in order to apply filtering rules, log flows or
provide Q©S. The sixth requirenment reflects the fact that the
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bandwi dt h of the access networks that are aggregated can vary
quickly. This is particularly the case for cellular networks where
nmobi | e devices could have priority over the bonding service. The

| ast two requirenents correspond to the utilisation of |arge TCP
flows. Measurenent studies in access networks show that TCP is the
dom nant protocol in these networks and that nost of the data vol une
is carried by long TCP connections. Such connections nust be | oad-
bal anced on a per packet basis to achieve a good aggregation
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4. Existing solutions

In this docunment, we focus on solutions that can conbi ne very
different access network technologies, typically a fixed |line access
network such as xDSL and a wirel ess access network such as LTE. W
di scuss only some of the proposed techniques. A conplete overview of
all the available solutions is outside the scope of this docunent.

4.1. Datalink solutions for hybrid access networks

Sone datalink technol ogies, such as Multilink PPP [ RFC1990], can | oad
bal ance packets over different links. Unfortunately, they cannot
easily be used in hybrid access networks that rely on different types
of datalinks.

4.2. Network layer solutions for hybrid access networks

Various solutions exist in the network layer. A first possibility is
to assign the sane address to the HCPE (and thus the hosts behind it)
over the different access networks. This requires a specific
configuration of the routing in the access network and sonme network
operators have depl oyed such solutions. Per-flow and per-packet | oad
bal ancing are possible with this approach. Unfortunately, it has a
nunber of inportant drawbacks :

o it is difficult for the HAG HCPE to neasure the performance of the
different access networks in to adjust their utilisation in
realtinme (Req6)

0 assigning the sane address to the HCPE over different networks
requires integration on the subscriber attachment points for both
the fixed and nobile network (e.g. BNG & P-GN for the bonding
sol ution which m ght not be desirable (Req7)

o if packets froma transport connection are spread over different
access networks, they experience different delays and different
| evel s of congestion, but the transport protocol is unaware of
those different networks. The net result is a | ower throughput
since the congestion control scheme adapts the throughput to the
access network offering the | owest performance (Req8).

An alternative to assigning the sane | P addresses on the different
access networks is to use tunnels between the HCPE and the HAG
Various types of IP tunnels are possible [ RFC2784]

[1-D. zhang-gre-tunnel -bonding]. Wth such tunnels, the problens
menti oned above remain and the tunneling protocol adds a per-packet
over head which may be significant in sone environnents. Extensions
have been recently proposed to include flow control nechanisns in
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some of these tunneling techniques

[I-D. zhang- banana-t cp-i n- bondi ng-tunnel s] but this increases the
complexity of the solution. Tunnel based solutions assign the
external exposed custoner address within the tunnel and change the
subscri ber service attachnent point (Req9) which forces operators to
re-inplement authentication, |ogging and service definitions at a
different | ocation than the non-hybrid access custoners. See also
concerns listed in the next section {#transport}.

4.3. Transport |ayer solutions

The Multipath TCP plain node option [I-D.boucadair-nptcp-pl ai n- node]
was recently proposed as a solution to cope with some of the above
probl ens of the network |layer solutions. This solution is an
extension of the TCP option proposed in [HotM ddl ebox13b]. Wth the
pl ai n node option, the HAG nmai ntains a pool of public addresses that
are used to translate the client addresses. From an addressing
viewpoint, this is equivalent to the deploynment of a carrier-grade
NAT whi ch | eads to operational problens for the managenment of access-
lists that are used to provide QS, firewalling, but also for the
collection of neta data about custoner traffic, logs, ... Wth
[1-D. boucadair-nptcp-plain-node], all the TCP traffic in the access
net wor ks appears to be destined to the HAG

While the Miultipath TCP plain node optionally allows transparency of
the source address by using the option a second tine with D-bit set
to zero, it would require subscriber session information fromthe
network el enent that assigned the now enbedded source address to
correctly inplement BCP-38 [ RFC2827] validation when restoring this
at the HAG

4.4. Application layer solutions

The SOCKS protocol [RFC1928] was designed to enable clients behind a
firewall to establish TCP connections through a TCP proxy running on
the firewall. A possible deployment in hybrid access networks is to
use the HAG as a SOCKS server over Miultipath TCP to benefit fromits
aggregation capabilities. Since regular hosts usually do not use a
SOCKS client and do not support Miltipath TCP, the HCPE needs to act
as a transparent TCP/ Mil ti pat h- TCP+SOCK pr oxy.

Conpared with the network | ayer solutions and
[1-D. boucadair-nptcp-pl ai n-node], the SOCKS approach has severa
dr awbacks from an operational viewpoint :

o the HAG nust maintain a pool of public addresses
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0 to establish a TCP connection through a SOCKS server running on
the HAG the HCPE nmust first performthe three-way handshake and
t hen exchange SOCKS nessages to authenticate the client (the
nunber of nessages is function of the SOCKS authentication schene
that is used). This increases the establishnment time for each TCP
connection by one or nore additional round-trip tines (Req2).
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5.

The transparent MPTCP node

The transparent MPTCP node proposed in this docunented was desi gned
under the assunption that in many hybrid access networks, there is a
primary access network and the other access network(s) that are
conbined are used to (virtually) increase the capacity of the primary
access network. |In such networks, operators usually expect that the
secondary access networks will only be used if the primary access

net wor ks does not have sufficient capacity to handl e the | oad.

The solution is targeted at TCP traffic only. Non TCP traffic is
sent over the prinmary access network. Support for other transport
protocol s over the secondary access networks is outside the scope of
thi s docunent.

/ \ / \ +-+
+---| access net 2 |----| backbone |---|S
[ \ / \ / +-+
I I
+- + +--+- -+ +- +- +
| H -~ - | HCPE | oo | HAG
+-+ +-- - -+ | +---+
I I
! I
|/ \ I
+--| access net 1|---+
\ /

Figure 2: Reference architecture

We consider the network environment shown in figure Figure 2. Access
net 1 is the primary network. This figure reflects the specific
network configuration that is required for the transparent Miltipath
TCP node. The HAG MUST reside on the path foll owed by the packets
sent to/fromthe HCPE that it serves. This can be achieved, by e.qg.
using a specific nobile APN that has restricted routing, using
service chai ning at BNG BRAS, using specific BNG BRAS donai ns or AAA/
RADI US triggered policy routing at BNG BRAS. Several vendors have

i mpl ement ed such solutions and they are deployed in various networks.

A HAG typically serves a group of HCPEs and several HAGs can be
depl oyed by an operator. Note that the requirenment of placing the
HAG on the path of the HCPE that it serves only applies to the
primary access network. The other access networks only need to be
able to reach the HAG They do not need direct Internet access

The HCPE has two | P addresses (or IP prefixes in the case of |IPv6
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prefix delegation) : HCPE@ and HCPE@. HCPE@ is the primary
address prefix assigned to the HCPE and host H uses one address from
this prefix as its public address when contacting renote servers (we
assune IPv6 in this description. Wth IPv4, the HCPE will assign a
private I Pv4 address to the hosts that it serves and will perform
NAT). The HAG has one | P address that is reachable fromthe
secondary network, identified as HAG&@. This is illustrated by the
vertical link on the HAGin Figure 2

Both the HCPE and the HAG i nclude a transparent Ml ti pat h- TCP/ TCP
proxy. Various fornms of TCP proxies have been defined and are

depl oyed [ RFC3135]. The HCPE uses its TCP/Multipath TCP proxy to
convert the regular TCP connections initiated by the client host, H
into Multipath TCP connections towards the distant server. However,
these Multipath TCP connections do not directly reach the distant
server. They are converted into regular TCP connections by the

Mul ti pat h- TCP/ TCP proxy running on the HAG This is illustrated in
figure Figure 3.

+-+ I + S +-+

| H | HCPE | | HAG | S|

+- + R + S +- +
I I I

Figure 3: The TCP<->Multipath TCP proxi es used on the HCPE and the

HAG
H HCPE HAG S
| o o |
--SYN(1)->
-------- SYN#MPC(2) - === == === == >
-------- SYN(3)------>
SR SYN+ACK( 4) - - - -
<o SYN+ACK+MPC(5) - - - - - - = - - -
<-SYN+ --
ACK( 6)

Figure 4: Creation of the initial subflow with the transparent node
The operation of the transparent node is illustrated in figure

Figure 4. We consider the establishnent of one TCP connection from
host H (using address H@ to a distant server, S@ The follow ng
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packets are exchanged

(0]

(0]

(1) H sends a SYN towards S@

(2) The HCPE intercepts the SYN of the initial handshake. It
creates sone state for a regular TCP connection between H@ and
itself acting as a transparent proxy for S@and a Miultipath TCP
connection towards S@ These two connections are |inked together
and any data received over one connection is forwarded over the
other. The HCPE then sends a SYN with the MP_CAPABLE option
towards S@over its primary access network to create a Miltipath
TCP connection to the HAG COver the primary access network, this
SYN appears as originating from H@ and being sent to S@

(3) The HAG acts as a transparent proxy for S@and intercepts the
SYN that contains the MP_CAPABLE option. It creates sone state
for this Multipath TCP connection and initiates a regular TCP
connection towards S@ It should be noted that neither the HCPE
nor the HAG perform address translation. The distant server
receives the SYNfromthe client as originating fromaddress H@

(4) The server replies with a SYN+tACK to confirmthe establishnent
of the connection

(5) The HAG intercepts the returning SYN+ACK. The HAG t hen sends
a SYN+ACK with the MP_CAPABLE option to confirmthe establishnent
of the Multipath TCP connection that is proxied by the HCPE.

(6) The HCPE sends a SYN+ACK to the client host to confirmthe
establi shnent of the regular TCP connection

At this point, the establishnment of the three connections can be
finalised by sending a third ACK. Data can be exchanged by the
client and the server through the proxied connections.

The end-to-end connection between the client host (H) and the server

()

i s conposed of three TCP connections : a regular TCP connection

bet ween the host and the HCPE, a Multipath TCP connection between the
HCPE and the HAG and a regul ar TCP connection between the HAG and the
renote server. All the packets sent on these three connections
contain the H@ and S@ addresses in their |P header.

To use anot her access network, the HAG sinply advertises its address
reachabl e t hrough this access network (HAG@) on the initial subflow
by sending an ADD ADDR option (1). This triggers the establishnent
of an additional subflow fromthe HCPE over the second access network
(arrows (2), (3) and (4) in figure Figure 5. The endpoints of this
subflow are the | P address of the HCPE on the second access network
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i.e. HCPE@, and the IP address of the HAG i.e. HAG@. Note that
the ADD ADDR option shown in figure Figure 5 is optional. |If the
HCPE al ready knows, e.g. by configuration or through mechani sms such
as [1-D. boucadai r-nptcp-radius] or [|-D.boucadair-nptcp-dhc], the IP
address of the HAG it can crate the additional subflow w thout

wai ting for the ADD _ADDR opti on.

H HCPE HAG S
a @ a @
I | I I I
I I I I I I
<oeme- ADD_ADDR( 1) - == ----==----
------ SYN#MP_JOI N(2) - === === >
<o SYN+ACK+MPIOI N(3) - = - - - - - -
------- ACK+MP_JOI N(4) == ===----->

Figure 5: Creation of the second subflow by the HCPE with the
transparent MPTCP node

At this point, any data received fromthe host by the HCPE or from
the server by the HAG can be transported over any of the established
subflows. Both the HAG and the HCPE sel ect the npbst appropriate
subfl ow based on their policies and the current network conditions
that are automatically measured by Multipath TCP.

This is not the only way to create additional subflows. The HAG may
al so create additional subflows. This is illustrated in figure
Figure 6 where we assune that the HAG al ready knows the | P address of
the HCPE and thus does not wait for the reception of an ADD ADDR
option fromthe HCPE to create the additional subflow.

H HCPE HAG S
a @ a @

I I I I I I
I I I I I I
- SYN#MP( L) === - - mmmmmmmmmee -

----- SYNFACK+MPIOI N(2) - === = === == >
<o ACK+MP_JOI N(3) = - - --==----

Figure 6: Creation of the second subflow by the HAG with the
transparent MPTCP node
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6

Security considerations

Provi di ng a bondi ng service through different access networks

i ntroduces new capabilities, but also newthreats to the network. W
focus in this section on the threats that are specific to the bonding
service and assunme that the CPE devices inplenent the recomendati ons
listed in [RFC6092]. For the HAG since it operates on the path |ike
a router, many of the the security considerations for routers apply.

When Multipath TCP is used over different paths, the security threats
listed in [ RFC6181] and [ RFC7430] need to be considered. Sone of
these can be mitigated through proper configuration of the HCPEs,
HAGs and access networks.

An inmportant security threat with Miultipath TCP is if an attacker
were able to inject data on an existing Miultipath TCP by associating
an additional subflow. Such an attack is already covered by the
utilisation of keys in the Miltipath TCP handshake. Thanks to the
utilisation of the tokens and the HVAC in the MP_JO N option, the HAG
and the HCPE will refuse additional subflows created by an attacker
who did not observe the initial SYN packets. Note that since the
keys are only exchanged on the first access network, this attacker
woul d have to reside on this access network.

Since the HAG and the HCPE only create subflows anbng thensel ves, it
is possible for an operator to configure those devices to only accept
SYN packets with the MP_CAPABLE or MP_JO N option to those prefixes.
Furthernmore, the second access network does not need to be connected
to the Internet. This inplies that an attacker would need to reside
on this network to send packets towards the visible address of the
HAG Ingress filtering and uRPF shoul d be depl oyed on the access
networ ks to prevent spoofing attacks.

If TCP connections originating fromthe Internet are accepted on the
HCPEs, then the HAG nust be secured agai nst denial of service attacks
since it will be involved in the processing of all inconming SYN
packets.
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7. | ANA Consi derati ons

There are no | ANA considerations in this docunent.
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8.

Concl usi on

In this docunent, we have proposed the transparent node for Miltipath
TCP and described its utilisation in hybrid access networks where a
secondary access network is used to conplenent a prinmary access
network. Qur solution |everages the flow and congestion contro
capabilities of Multipath TCP to allow an efficient utilisation of
the different access networks, even if their capacity fluctuates.

Conpared with network |ayer solutions such as

[1-D. zhang-gre-tunnel - bondi ng], the transparent node does not

i ntroduce any per-packet overhead and does not require any form of
network address translation. Conpared with the plain node Miltipath
TCP proposed in [|-D. boucadair-nptcp-plain-node], our solution does
not require any formof network address translation which has clear
operational benefits.
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