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Abst ract

In a Split Network Virtualization Edge (Split-NVE) architecture, the
functions of the NVE (Network Virtualization Edge) are split across a
server and an external network equi pment which is called an external
NVE. The server-resident control plane functionality resides in
control software, which may be part of hypervisor or container
managenent software; for sinplicity, this docunent refers to the
hypervi sor as the location of this software.

Control plane protocol (s) between a hypervisor and its associ ated
external NVE(s) are used by the hypervisor to distribute its virtua
machi ne networking state to the external NVE(s) for further handling.
This docunment illustrates the functionality required by this type of
control plane signaling protocol and outlines the high |eve
requirenents. Virtual machine states as well as state transitioning
are summarized to help clarify the protocol requirenents.

Status of this Meno

Li,

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm

Copyright and License Notice
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This docunent is subject to BCP 78 and the | ETF Trust’'s Legal
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
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to this document. Code Components extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of

the Trust Legal Provisions and are provided without warranty as
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1.

Li,

I nt roducti on

In the Split-NVE architecture shown in Figure 1, the functionality of
the NVE (Network Virtualization Edge) is split across an end device
supporting virtualization and an external network device which is
called an external NVE. The portion of the NVE functionality |ocated
on the end device is called the tNVE (term nal -side NVE) and the
portion | ocated on the external NVE is called the nNVE (network-side
NVE) in this docunment. Overlay encapsul ati on/decapsul ati on functions
are normally off-loaded to the nNVE on the external NVE

The tNVE is nornmally inplenmented as a part of hypervisor or container
and/or virtual switch in an virtualized end device. This docunent
uses the term "hypervisor" throughout when describing the Split-NVE
scenari o where part of the NVE functionality is off-loaded to a
separate device fromthe "hypervisor"” that contains a VM (Virtua
Machi ne) connected to a VN (Virutal Network). In this context, the
term "hypervisor" is neant to cover any device type where part of the
NVE functionality is off-loaded in this fashion, e.g.,a Network
Service Appliance or Linux Container.

The NVOB probl em statenment [ RFC7364], discusses the needs for a
control plane protocol (or protocols) to populate each NVE with the
state needed to performthe required functions. In one scenario, an
NVE provi des overlay encapsul ati on/ decapsul ati on packet forwarding
services to Tenant Systems (TSs) that are co-resident within the NVE
on the sane End Device (e.g. when the NVE is enbedded within a
hypervi sor or a Network Service Appliance). In such cases, there is
no need for a standardi zed protocol between the hypervisor and NVE,
as the interaction is inplenented via software on a single device.
VWhile in the Split-NVE architecture scenarios, as shown in figure 2
to figure 4, control plane protocol (s) between a hypervisor and its
associ ated external NVE(s) are required for the hypervisor to
distribute the virtual machines networking states to the NVE(s) for
further handling. The protocol is an NVE-internal protocol and runs
bet ween t NVE and nNVE | ogical entities. This protocol is nmentioned in
the NVOB probl em statenment [ RFC7364] and appears as the third work
item

Virtual machine states and state transitioning are sunmarized in this
docunent showi ng events where the NVE needs to take specific actions.
Such events night correspond to actions the control plane signaling
protocol (s) need to take between tNVE and nNVE in the Split-NVE
scenario. The high level requirenents to be fulfilled are stated
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Figure 1 Split-NVE structure

This docunent uses VMs as an exanpl e of Tenant Systens (TSs) in order
to describe the requirenents, even though a VMis just one type of
Tenant Systemthat nay connect to a VN. For exanple, a service
instance within a Network Service Appliance is another type of TS, as
are systens running on an OS-level virtualization technol ogies like
containers. The fact that VMs have lifecycles (e.g., can be created
and destroyed, can be nobved, and can be started or stopped) results
in a general set of protocol requirenents, nost of which are
applicable to other fornms of TSs although not all of the requirenents
are applicable to all fornms of TSs.

Section 2 describes VMstates and state transitioning in the VMs
lifecycle. Section 3 introduces Hypervisor-to-NVE control plane
protocol functionality derived from VM operati ons and network events
Section 4 outlines the requirenents of the control plane protocol to
achi eve the required functionality.

1.1 Term nol ogy

Li,

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in BCP
14 [ RFC2119] [ RFC8174] when, and only when, they appear in all
capitals, as shown here
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Thi s docunment uses the same term nology as found in [ RFC7365]. This
section defines additional terninology used by this docunent.

Split-NVE: a type of NVE (Network Virtualization Edge) where the
functionalities are split across an end devi ce supporting
virtualization and an external network device.

tNVE: the portion of Split-NVE functionalities |located on the end
device supporting virtualization. It interacts with a tenant system
through an internal interface in the end device.

NNVE: the portion of Split-NVE functionalities |ocated on the network
device that is directly or indirectly connected to the end device
hol di ng the correspondi ng t NVE. nNVE normal |y performns encapsul ation
to and decapsul ation fromthe overl ay network.

External NVE: the physical network device hol ding the nNVE

Hypervi sor: the logical collection of software, firmvare and/or
hardware that allows the creation and running of server or service
appliance virtualization. tNVE is | ocated under a Hypervisor
Hypervi sor is |loosely used in this docunent to refer to the end
devi ce supporting the virtualization. For sinplicity, we al so use
Hypervi sor to represent both hypervisor and contai ner

Contai ner: Please refer to Hypervisor. For sinplicity this docunent
use the term hypervisor to represent both hypervisor and cont ai ner

VN Profile: Meta data associated with a VN (Virtual Network) that is
applied to any attachnment point to the VN. That is, VAP (Virtua
Access Point) properties that are applied to all VAPs associated with
a given VN and used by an NVE when ingressing/egressi ng packets
to/froma specific VNN Meta data could include such information as
ACLs, QoS settings, etc. The VN Profile contains paraneters that
apply to the VN as a whole. Control protocols between the NVE and
NVA (Network Virtualization Authority) could use the VN ID or VN Nane
to obtain the VN Profile.

VSI: Virtual Station Interface. [|EEE 802. 1Q

VDP: VS| Discovery and Configuration Protocol [|EEE 802.1Q

1.2 Target Scenarios
In the Split-NVE architecture, an external NVE can provide an of fl oad

of the encapsul ation / decapsul ation functions and network policy
enforcenment as well as the VN Overlay protocol overhead. This

Li, et al [ Page 6]



| NTERNET DRAFT Hypervi sor to NVE CP Reqs March 2018
of fI oadi ng may i nprove performance and/or save resources in the End
Device (e.g. hypervisor) using the external NVE.

The following figures give exanple scenarios of a Split-NVE
architecture.

Hyper vi sor Access Switch
Fom e e e e e + H-- - - - Fom e - +
TSR CREEEEE + o |
| |VM---| | | VLAN | I I _
| +-+ | tNVE |--------- + nNVE] +--- Underlying
| +--+ | | | Trunk | [ [ Net wor k
| [VM---| || I I I
| e + o |
e e e e oo oo + +-- - - - Fom oo - +

Figure 2 Hypervisor with an External NVE

Hyper vi sor L2 Switch
e + e + e+
| +--+ Ao I I I |
| |VM---| | | VLAN | | VLAN | | _
| +--+ | t NVE] ------- + +----- +nNVE| +--- Underlying
| +--+ | | | Trunk]| | Trunk] | | Network
| IWM---| || I I I |
| +--t Aot I I I I
. + N + oo+

Fi gure 3 Hypervisor with an External NVE
connected through an Ethernet Access Switch

Net wor k Servi ce Appliance Access Switch
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| +----------- + |\ I I I I

| | Net Service |[----| \ | | | |

| |1 nstance | | \' | VLAN | | |

| +----mmmee - - + [tNVE] |[------ +nNVE | +--- Underlying
| - - + | | | Trunk| | | Net wor k
| | Net Service |----]| I | | |

| |1 nstance | |/ [ [ [ [

| e LI B | | |
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Fi gure 4 Physical Network Service Appliance with an External NVE
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Tenant Systenms connect to external NVEs via a Tenant System Interface
(TSI). The TSI logically connects to the external NVE via a Virtua
Access Point (VAP) [RFC8014]. The external NVE may provi de Layer 2 or
Layer 3 forwarding. In the Split-NVE architecture, the external NVE
may be able to reach nultiple MAC and I P addresses via a TSI. An IP
address can be in either IPv4 or IPv6 format. For exanple, Tenant
Systens that are providing network services (such as transparent
firewall, |load bal ancer, or VPN gateway) are likely to have a conpl ex
address hierarchy. This inplies that if a given TSI disassociates
fromone VN, all the MAC and/or |P addresses are al so di sassoci at ed.
There is no need to signal the deletion of every MAC or | P when the
TSI is brought down or deleted. In the majority of cases, a VM wi ||
be acting as a sinple host that will have a single TSI and single MAC
and IP visible to the external NVE

Fi gures 2 through 4 show the use of VLANs to separate traffic for
mul tiple VNs between the tNVE and nNVE; VLANs are not strictly
necessary if only one VN is involved, but multiple VNs are expected
in nost cases. Hence this draft assunes the presence of VLANSs.

VM Li fecycl e

Figure 2 of [RFC7666] shows the state transition of a VM Sone of the
VM states are of interest to the external NVE. This section
illustrates the rel evant phases and events in the VMIlifecycle. Note
that the foll ow ng subsections do not give an exhaustive traversal of
VM lifecycle state. They are intended as the illustrative exanpl es
which are relevant to Split-NVE architecture, not as prescriptive
text; the goal is to capture sufficient detail to set a context for
the signaling protocol functionality and requirenents described in
the follow ng sections.

2.1 VM Creation Event

Li,

The VM creation event causes the VMstate transition from Preparing
to Shutdown and then to Running [ RFC7666]. The end device allocates
and initializes local virtual resources |like storage in the VM
Preparing state. In the Shutdown state, the VM has everything ready
except that CPU execution is not schedul ed by the hypervisor and VM s
menory is not resident in the hypervisor. The transition fromthe
Shut down state to the Running state normally requires human action or
a systemtriggered event. Running state indicates the VMis in the
normal execution state. As part of transitioning the VMto the
Running state, the hypervisor nust al so provision network
connectivity for the VMs TSI(s) so that Ethernet franes can be sent
and received correctly. Initially, when Running, no ongoing
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nmigration, suspension or shutdown is in process.

In the VMcreation phase, the VMs TSI has to be associated with the
external NVE. Association here indicates that hypervisor and the
external NVE have signal ed each ot her and reached sone agreenent.

Rel evant networki ng paranmeters or information have been provisioned
properly. The External NVE should be inforned of the VMs TSI MAC
address and/or | P address. In addition to external network
connectivity, the hypervisor may provide | ocal network connectivity
between the VM's TSI and other VMs TSI that are co-resident on the
same hypervisor. Wen the intra- or inter-hypervisor connectivity is
extended to the external NVE, a locally significant tag, e.g. VLAN

I D, should be used between the hypervisor and the external NVE to
differentiate each VN's traffic. Both the hypervisor and external NVE
sides nust agree on that tag value for traffic identification

i solation, and forwarding.

The external NVE may need to do sone preparation before it signals
successful association with the TSI. Such preparation may include

| ocally saving the states and binding information of the tenant
systeminterface and its VN, communicating with the NVA for network
provi si oni ng, etc.

Tenant Systeminterface association should be performed before the VM
enters the Running state, preferably in the Shutdown state. If
association with an external NVE fails, the VM should not go into the
Runni ng state.

2.2 VM Live Mgration Event

Li,

Live mgration is sonmetinmes referred to as "hot" migration in that,
froman external viewpoint, the VM appears to continue to run while
being mgrated to another server (e.g., TCP connections generally
survive this class of mgration). In contrast, "cold" migration
consists of shutting down VM execution on one server and restarting
it on another. For sinplicity, the follow ng abstract sunmary of |ive
m gration assumes shared storage, so that the VMs storage is
accessible to the source and destination servers. Assunme VM Iive

m grates fromhypervisor 1 to hypervisor 2. Such a mgration event

i nvol ves state transitions on both source hypervisor 1 and
destination hypervisor 2. The VM state on source hypervisor 1
transits fromRunning to Mgrating and then to Shutdown [ RFC7666] .
The VM state on destination hypervisor 2 transits from Shutdown to
M grating and then Running.

The external NVE connected to destination hypervisor 2 has to
associate the mgrating VMs TSI with it by discovering the TSI's MAC
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and/or | P addresses, its VN, locally significant VLAN ID if any, and
provi sioni ng other network rel ated parameters of the TSI. The
external NVE may be inforned about the VM s peer VMs, storage devices
and ot her network appliances with which the VM needs to comunicate
or is comunicating. The nigrated VM on destination hypervisor 2
should not go to Running state until all the network provisioning and
bi ndi ng has been done.

The states of VM on the source and destination hypervisors both are
M grating during transfer of migration execution. The migrating VM
should not be in Running state at the sane tinme on the source
hypervi sor and destination hypervisor during mgration. The VMon the
source hypervi sor does not transition into Shutdown state until the
VM successfully enters the Running state on the destination
hypervisor. It is possible that the VM on the source hypervisor stays
in Mgrating state for a while after the VM on the destination
hypervi sor enters Running state.

2.3 VM Term nati on Event

A VMtermnation event is also referred to as "powering off" a VM A
VM ternination event leads to its state becom ng Shutdown. There are
two possible causes of VMterm nation [ RFC7666]. One is the nornal
"power off" of a running VM the other is that the VM has been
nmgrated to another hypervisor and the VMinage on the source
hypervi sor has to stop executing and be shut down.

In VMternmination, the external NVE connecting to that VM needs to
deprovision the VM i.e. delete the network paraneters associ ated
with that VM In other words, the external NVE has to de-associate
the VM s TSI

2.4 VM Pause, Suspension and Resunption Events

Li,

A VM pause event |leads to the VMtransiting fromRunning state to
Paused state. The Paused state indicates that the VMis resident in
menory but no | onger schedul ed to execute by the hypervisor

[ RFC7666]. The VM can be easily re-activated from Paused state to
Runni ng state.

A VM suspensi on event leads to the VMtransiting from Running state
to Suspended state. A VMresunption event leads to the VMtransiting
state from Suspended state to Running state. Suspended state neans
the menory and CPU execution state of the virtual nachine are saved
to persistent store. During this state, the virtual nachine is not
schedul ed to execute by the hypervisor [ RFC7666].

In the Split-NVE architecture, the external NVE should not

et al [ Page 10]



| NTERNET DRAFT Hypervi sor to NVE CP Reqs March 2018

di sassoci ate the paused or suspended VM as the VM can return to
Running state at any tine.

Hypervi sor-to- NVE Control Plane Protocol Functionality

The foll owi ng subsections show illustrative exanples of the state
transitions of an external NVE which are relevant to Hypervisor-to-
NVE Signaling protocol functionality. It should be noted this is not
prescriptive text for the full state machine.

3.1 VN Connect and Di sconnect

Li,

In the Split-NVE scenario, a protocol is needed between the End
Device (e.g. Hypervisor) and the external NVE it is using in order to
make the external NVE aware of the changi ng VN nmenbership
requirenents of the Tenant Systens within the End Devi ce.

A key driver for using a protocol rather than using static
configuration of the external NVE is because the VN connectivity
requi renents can change frequently as VMs are brought up, noved, and
brought down on various hypervisors throughout the data center or
external cloud.

e + Recei ve VN _connect; T +

| VN_Di sconnect ed| return Local _Tag value |VN_Connected |

LR + for VWNif successful; R LR +

| VNLI B [----cmm e - >| VNI D |

| VN_St at e= | | VN_St at e=connect ed;

| di sconnected; | | Num TSI _Associ at ed;

[ | <--Recei ve VN_di sconnect---| Local _Tag; |

R + | VN_Cont ext ; |
S +

Figure 5. State Transition Exanple of a VAP Instance
on an External NVE

Figure 5 shows the state transition for a VAP on the external NVE. An
NVE t hat supports the hypervisor to NVE control plane protocol should
support one instance of the state machine for each active VN The
state transition on the external NVE is nornmally triggered by the
hypervi sor-faci ng side events and behaviors. Some of the interl eaved
i nteracti on between NVE and NVA will be illustrated to better explain
the whol e procedure; while others of them nmay not be shown.
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Li,

The external NVE nmust be notified when an End Device requires
connection to a particular VN and when it no | onger requires
connection. Connection clean up for the failed devices should be
enpl oyed which is out of the scope of the protocol specified in this
docunent .

In addition, the external NVE should provide a |ocal tag value for
each connected VN to the End Device to use for exchangi ng packets

bet ween the End Device and the external NVE (e.g. a locally
significant [I EEE 802.1Q tag value). How "local" the significance is
depends on whether the Hypervisor has a direct physical connection to
the external NVE (in which case the significance is local to the
physical link), or whether there is an Ethernet switch (e.g. a bl ade
swi tch) connecting the Hypervisor to the NVE (in which case the
significance is local to the intervening switch and all the links
connected to it).

These VLAN tags are used to differentiate between different VNs as
packets cross the shared access network to the external NVE. \When the
external NVE receives packets, it uses the VLANtag to identify their
VN coming froma given TSI, strips the tag, adds the appropriate
overlay encapsul ation for that VN, and sends it towards the
correspondi ng renote NVE across the underlying | P network.

The ldentification of the VNin this protocol could either be through
a VN Name or a VN ID. A globally unique VN Nane facilitates
portability of a Tenant’s Virtual Data Center. Once an external NVE
receives a VN connect indication, the NVE needs a way to get a VN
Context allocated (or receive the already allocated VN Context) for a
given VN Name or ID (as well as any other information needed to
transmit encapsul ated packets). How this is done is the subject of
the NVE-to-NVA protocol which are part of work itens 1 and 2 in

[ RFC7364]. The external NVE needs to synchronize the mapping
information of the local tag and VN Nane or VN ID with NVA

The VN connect nessage can be explicit or inplicit. Explicit neans

t he hypervi sor sends a request nmessage explicitly for the connection
to a VN Inplicit means the external NVE receives other nessages,

e.g. very first TSI associate nessage (see the next subsection) for a
given VN, that inplicitly indicate its interest in connecting to a
VN.

A VN_di sconnect nessage indicates that the NVE can release all the
resources for that disconnected VN and transit to VN _di sconnected
state. The local tag assigned for that VN can possibly be recl ai med
for use by another VN
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3.2 TSI Associate and Activate

Typically, a TSI is assigned a single MAC address and all franes
transmtted and received on that TSI use that single MAC address. As
mentioned earlier, it is also possible for a Tenant Systemto
exchange frames using nultiple MAC addresses or packets with nultiple
| P addr esses.

Particularly in the case of a TS that is forwarding frames or packets
fromother TSs, the external NVE will need to conmmuni cate the mappi ng
between the NVE s | P address on the underlying network and ALL the
addresses the TS is forwardi ng on behalf of the corresponding VN to

t he NVA

The NVE has two ways it can discover the tenant addresses for which
franmes are to be forwarded to a given End Device (and ultinmately to
the TS within that End Device).

1. It can glean the addresses by inspecting the source addresses in
packets it receives fromthe End Device.

2. The hypervisor can explicitly signal the address associations of
a TSI to the external NVE. An address association includes all the
MAC and/ or | P addresses possibly used as source addresses in a packet
sent fromthe hypervisor to external NVE. The external NVE may
further use this information to filter the future traffic fromthe
hyper vi sor.

To use the second approach above, the "hypervisor-to-NVE" protoco
must support End Devi ces comuni cating new tenant addresses
associations for a given TSI within a given VN

Figure 6 shows the exanple of a state transition for a TSI connecting
to a VAP on the external NVE. An NVE that supports the hypervisor to
NVE control plane protocol may support one instance of the state
machi ne for each TSI connecting to a given VN
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Li,

di sassoci ate Fooe- - + di sassoci ate
L > Init | <e-memme e +
I to------ + I
I I I I
I I I I
I Hoo-o-o - + I
I I I
| associ ate | | activate |
| Fom - - + Fom - - + |
I I I I
I I I
I \I/ \I/ I
oo + e e +
| Associ at ed | | Acti vat ed |
e m e e e e e e oo - + e e e e e e e e o +
| TSI _I G [ | TSI _I G [
| Port; |----- activate---->|Port; |
| VNI D; | | VNI D; |
| St at e=associ at ed; | | St ate=acti vated ; | -+
+- | Num OF _Addr; | <---deactivate ---| Num O _Addr; | |
| |List_OF Addr; | | Li st _OF _Addr; | ]
| +-mmmm o + Fom e e o - + |
I I\ I\ I
I I I I
e e + e +
add/ r enove/ updt addr; add/ r enove/ updt addr;
or update port; or update port;

Figure 6 State Transition Exanple of a TSI |nstance
on an External NVE

The Associated state of a TSI instance on an external NVE indicates
all the addresses for that TSI have already associated with the VAP
of the external NVE on a given port e.g. on port p for a given VN but
no real traffic to and fromthe TSI is expected and all owed to pass

t hrough. An NVE has reserved all the necessary resources for that
TSI. An external NVE may report the mappings of its underlay IP
address and the associated TSI addresses to NVA and rel evant network
nodes may save such information to their napping tables but not their
forwarding tables. An NVE may create ACL or filter rules based on the
associ ated TSI addresses on that attached port p but not enable them
yet. The local tag for the VN corresponding to the TSI instance
shoul d be provisioned on port p to receive packets.

The VM nmigration event (discussed section 2) nay cause the hypervisor

to send an associ ate nessage to the NVE connected to the destination
hypervi sor of the migration. A VMcreation event may al so cause to
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the sane practice

The Activated state of a TSI instance on an external NVE indicates
that all the addresses for that TSI are functioning correctly on a
given port e.g. port p and traffic can be received fromand sent to
that TSI via the NVE. The mappi ngs of the NVE s underlay |IP address
and the associ ated TSI addresses should be put into the forwarding
tabl e rather than the mapping table on rel evant network nodes. ACL or
filter rules based on the associated TSI addresses on the attached
port p in the NVE are enabled. The local tag for the VN correspondi ng
to the TSI instance nust be provisioned on port p to receive packets.

The Activate nessage nakes the state transit fromlnit or Associated
to Activated. VMcreation, VMmgration, and VM resunption events

di scussed in Section 4 may trigger sending the Activate nessage from
the hypervisor to the external NVE

TSI information may get updated in either the Associated or Activated
state. The follow ng are considered updates to the TSI information:
add or renove the associ ated addresses, update the current associ ated
addresses (for exanple updating IP for a given MAC), and update the
NVE port information based on where the NVE recei ves nessages. Such
updates do not change the state of TSI. Wen any address associ ated
with a given TSI changes, the NVE should informthe NVA to update the
mappi ng i nformation for NVE s underlying address and the associ ated
TSI addresses. The NVE should al so change its local ACL or filter
settings accordingly for the rel evant addresses. Port information
updates will cause the provisioning of the local tag for the VN
corresponding to the TSI instance on new port and renoval fromthe
old port.

3.3 TSI Disassociate and Deactivate

Li,

Di sassoci ate and deactivate behaviors are conceptually the reverse of
associ ate and activate.

From Activated state to Associated state, the external NVE needs to
make sure the resources are still reserved but the addresses
associated to the TSI are not functioning. No traffic to or fromthe
TSI is expected or allowed to pass through. For exanple, the NVE
needs to tell the NVA to renove the rel evant addresses nappi ng
information fromforwardi ng and routing tables. ACL and filtering
rul es regarding the rel evant addresses shoul d be disabl ed.

From Associ ated or Activated state to the Init state, the NVE

rel eases all the resources relevant to TSI instances. The NVE shoul d
also informthe NVA to renove the rel evant entries from napping
table. ACL or filtering rules regarding the relevant addresses should
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be renoved. Local tag provisioning on the connecting port on NVE
shoul d be cl eared.

A VM suspensi on event (discussed in section 2) may cause the rel evant
TSI instance(s) on the NVE to transit from Activated to Associ ated
state.

A VM pause event normally does not affect the state of the rel evant
TSI instance(s) on the NVE as the VMis expected to run again soon

A VM shutdown event will nornally cause the relevant TSI instance(s)
on the NVE to transition to Init state from Activated state. Al
resources should be rel eased.

A VM mgration will cause the TSI instance on the source NVE to | eave
Activated state. Wien a VM nigrates to another hypervisor connecting
to the sane NVE, i.e. source and destination NVE are the same, NVE
should use TSI _ID and inconming port to differentiate two TSI

i nst ances.

Al t hough the triggering nessages for the state transition shown in
Figure 6 does not indicate the difference between a VM

creation/ shutdown event and a VM mgration arrival/departure event,
the external NVE can nake optimzations if it is given such
information. For example, if the NVE knows the incom ng activate
message i s caused by mgration rather than VM creation, some
mechani sms nmay be enpl oyed or triggered to nmake sure the dynamc
configurations or provisionings on the destination NVE are the sane
as those on the source NVE for the mgrated VM For exanple an | GW
query [ RFC2236] can be triggered by the destination external NVE to
the migrated VM so that VMis forced to send an |GW report to the
mul ticast router. Then a nulticast router can correctly route the
multicast traffic to the new external NVE for those nulticast groups
the VM joined before the mgration

Hypervi sor-to- NVE Control Plane Protocol Requirenents

Req-1: The protocol MJIST support a bridged network connecting End
Devices to the External NVE

Req-2: The protocol MJST support multiple End Devices sharing the
same External NVE via the same physical port across a bridged
net wor k.

Req-3: The protocol MAY support an End Device using nultiple externa
NVEs si mul taneously, but only one external NVE for each VN
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Reg-4: The protocol MAY support an End Device using nultiple external
NVEs simultaneously for the same VN

Req-5: The protocol MJUST allow the End Device to initiate a request
to its associated External NVE to be connected/ di sconnected to a
gi ven VN

Req-6: The protocol MJIST allow an External NVE initiating a request
to its connected End Devices to be disconnected froma given VN

Req-7: When a TS attaches to a VN, the protocol MJST allow for an End
Device and its external NVE to negotiate one or nore |locally-
significant tag(s) for carrying traffic associated with a specific VN
(e.g., [IEEE 802.1Q tags).

Req-8: The protocol MJST allow an End Device initiating a request to
associ at e/ di sassoci ate and/ or activate/deactive sone or all
address(es) of a TSI instance to a VN on an NVE port.

Req-9: The protocol MJIST allow the External NVE initiating a request
to di sassoci ate and/or deactivate sonme or all address(es) of a TSI
instance to a VN on an NVE port.

Reg- 10: The protocol MJST allow an End Device initiating a request to
add, renmpve or update address(es) associated with a TSI instance on
the external NVE. Addresses can be expressed in different formats,
for exanple, MAC, IP or pair of IP and MAC.

Req-11: The protocol MJST allow the External NVE and the connected
End Device to authenticate each other.

Req-12: The protocol MJST be able to run over L2 |inks between the
End Device and its External NVE

Req-13: The protocol SHOULD support the End Device indicating if an

associate or activate request fromit is the result of a VM hot
nmigration event.

VDP Applicability and Enhancenent Needs

Virtual Station Interface (VSI) Discovery and Configuration Protocol
(VDP) [IEEE 802.1Q can be the control plane protocol running between
the hypervisor and the external NVE. Appendix Aillustrates VDP for
the reader’s infornation.

VDP facilitates the automatic di scovery and configuration of Edge
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Virtual Bridging (EVB) stations and Edge Virtual Bridging (EVB)
bridges. An EVB station is normally an end station running nultiple
VMs. It is conceptually equivalent to a hypervisor in this docunent.
An EVB bridge is conceptually equivalent to the external NVE

VDP is able to pre-associ ate/ associ ate/ de-associate a VSI on an EVB
station with a port on the EVB bridge. A VSl is approximtely the
concept of a virtual port by which a VM connects to the hypervisor in
this docunment’s context. The EVB station and the EVB bridge can reach
agreenent on VLAN I D(s) assigned to a VSI via VDP nessage exchange.

O her configuration paraneters can be exchanged via VDP as well. VDP
is carried over the Edge Control Protocol (ECP) [|EEE 802.1(Q which
provides a reliable transportation over a |l ayer 2 network.

VDP protocol needs sone extensions to fulfill the requirenents |isted
in this docunent. Table 1 shows the needed extensions and/or
clarifications in the NVO3 context.

Homm - - Fom e e e e - - o mm e e e e e e e e e e e e e e e e e e e e e e e e e e ee— o +
| Req | Supported | remar ks [
I | by vDP? | I
Femmans N TN +
| Reg-1] I I
R + | Needs extension. Mist be able to send to a |
| Reg-2| | speci fic unicast MAC and should be able to send
e + Partially |to a non-reserved well known nulticast address
| Reg- 3| | ot her than the nearest custoner bridge address.
R + | |
| Reg-4| I I
Fomm - - - B B +
| Reqg-5| Yes | W is indicated by GouplD |
Homm - - - [ S o +
| Reg-6| Yes | Bri dge sends De- Associ ate |
Femmans N T e +
| | VID==NULL in request and bridge returns the
Req- 7| Yes | assigned val ue in response or specify G ouplD

I I
I I
| | |in request and get VID assigned in returning |
[ [ | response. Multiple VLANs per group are allowed. |

. N e O +
| | | requirenents | VDP equival ence |
| | e e +
| | | associatel/ di sassoci at e| pre-asso/ de-associ ate

| Reg-8| Partially | activate/deactivate | associ at e/ de- associ at e
| | oo b |
| | | Needs extension to all ow associ at e- >pre-assoc
Femmans N T e +
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| Reg-9| Yes | VDP bridge initiates de-associate [

| Reg- 10| Partially | Needs extension for |Pv4/1Pv6 address. Add a
[ [ |[new "filter info format" type. [

Reg- 11] No | Qut - of - band nmechanismis preferred, e.g. MACSec|
|[or 802.1X. Inplicit authentication based on [
| control of physical connectivity exists in VDP

| when the External NVE connects to the End |
| Device directly and is reachable with the [
| nearest custoner bridge address. |

| Reg- 12| Yes | L2 protocol naturally [

| | Mbit for mgrated VM on destination hypervisor
[ |and S bit for that on source hypervisor

| Partially |It is indistinguishable when MS is 0 between |
[ | no gui dance and events not caused by migration

[ | where NVE may act differently. Needs new [
| | New bits for migration indication in new |
| |"filter info format" type. |

Table 1 Conpare VDP with the requirenents

Sinply adding the ability to carry layer 3 addresses, VDP can serve
the Hypervisor-to-NVE control plane functions pretty well. O her
extensions are the inprovenent of the protocol capabilities for
better fit in an NVG3 net work.

Security Considerations

Ext ernal NVEs mnmust ensure that only properly authorized Tenant
Systens are allowed to join and becone a part of any particul ar
Virtual Network. In sonme cases, tNVE nay want to connect to the nNVE
for provisioning purposes. This may require that the t NVE

aut henticate the nNVE in addition to the nNVE authenticating the
tNVE. If a secure channel is required between tNVE and nNVE to carry
encrypted split-NVE control plane protocol, then existing nechanisns
such as MACsec [| EEE 802. 1AE] can be used. In sone depl oynents,

aut hentication may be inplicit based on control of physica
connectivity, e.g., if the nNVE is located in the bridge that is
directly connected to the server that contains the tNVE Use of
"nearest custoner bridge address” in VDP [|EEE 802.1QF is an exanple
where this sort of inplicit authentication is possible, although
explicit authentication also applies in that case.

As the control plane protocol results in configuration changes for
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both the tNVE and nNVE, tNVE and nNVE inpl enentations should | og al
state changes, including those described in Section 3.

| mpl enent ati ons should also log significant protocol events, such as
establishnent or loss of control plane protocol connectivity between
the t NVE and nNVE and aut hentication results.

In addition, external NVEs will need appropriate nechanisns to ensure
that any hypervisor wi shing to use the services of an NVE is properly
aut horized to do so. One design point is whether the hypervisor
shoul d supply the external NVE with necessary information (e.g., VM
addresses, VN information, or other paraneters) that the external NVE
uses directly, or whether the hypervisor should only supply a VN ID
and an identifier for the associated VM (e.g., its MAC address), with
the external NVE using that information to obtain the information
needed to validate the hypervisor-provided paraneters or obtain

rel ated paraneters in a secure nmanner. The forner approach can be
used in a trusted environnent so that the external NVE can directly
use all the information retrieved fromthe hypervisor for |oca
configuration. It saves the effort on the external NVE side from
information retrieval and/or validation. The latter approach gives
more reliable information as the external NVE needs to retrieve them
from sone managenent system dat abase. Especially sone network rel ated
paraneters like VLAN IDs can be passed back to hypervisor to be used
as a nore authoritative provisioning. However in certain cases, it is
difficult or inefficient for an external NVE to have access or query
on sone information to those managenent systens. Then the externa
NVE has to obtain those information from hypervisor

I ANA Consi derations

No | ANA action is required
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Appendi x A | EEE 802.1Q VDP Il lustration (For information only)
The VDP (VSI Discovery and Discovery and Configuration Protocol,
clause 41 of [IEEE 802.1Q ) can be considered as a controlling

protocol running between the hypervisor and the external bridge. VDP
associ ation TLV structure are formatted as shown in Figure A 1.
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. . R — oo - - . R — R — R — R — +
| TLV type| TLV info| Status| VSl |VSI Type|VSI 1D VSl IDFilter|Filter

| string | | Type | Version | For mat | |[Info |Info |
[ |Iength | | 1D [ [ [ | format | [
Fommm oo i, O — oo o - Fommm oo O — O — O — O — +
| | | <----VSI type& nstance----- > <--Filter--->
[ [ [<--eemmmeen VSl attributes------------- >|
| <--TLV header--->| <----------- TLV information string ------------- >|

Figure A 1: VDP association TLV
There are basically four TLV types.

1. Pre-associate: Pre-associate is used to pre-associate a VS
instance with a bridge port. The bridge validates the request and
returns a failure Status in case of errors. Successful pre-associate
does not inply that the indicated VSI Type or provisioning will be
applied to any traffic flowing through the VSI. The pre-associate
enabl es faster response to an associate, by allowing the bridge to
obtain the VSI Type prior to an association

2. Pre-associate with resource reservation: Pre-associate with
Resource Reservation involves the sane steps as Pre-associate, but on
success it also reserves resources in the bridge to prepare for a
subsequent Associ ate request.

3. Associate: Associate creates and activates an associ ati on between
a VSI instance and a bridge port. An bridge allocates any required
bridge resources for the referenced VSI. The bridge activates the
configuration for the VSI Type ID. This association is then applied
to the traffic flowto/fromthe VSI instance

4. De-associate: The de-associate is used to renpve an associ ati on
between a VSI instance and a bridge port. Pre-associated and

associ ated VSIs can be de-associ ated. De-associ ate rel eases any
resources that were reserved as a result of prior associate or pre-
Associ ate operations for that VSI instance.

De- associate can be initiated by either side and the other types can
only be initiated by the server side.

Sone inportant flag values in VDP Status field:
1. Mbit (Bit 5): Indicates that the user of the VSI (e.g., the VM
is mgrating (Mbit = 1) or provides no gui dance on the mgration of

the user of the VSI (Mbit = 0). The Mbit is used as an indicator
relative to the VSI that the user is migrating to.
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2. S-bit (Bit 6): Indicates that the VSI user (e.g., the VM is
suspended (S-bit = 1) or provides no guidance as to whether the user
of the VSI is suspended (S-bit = 0). A keep-alive Associate request
with S-bit = 1 can be sent when the VSI user is suspended. The S-bit
is used as an indicator relative to the VSI that the user is
nmgrating from

The filter information format currently defines 4 types. Each of the
filter information is shown in details as foll ows.

1. VIDFilter Info format

T [ S, [ R, F +
| #of | PS | PCP | VID |
|[entries |(1bit)|(3bits)|(12bits)]
| (20ctets)| [ [ [
TS Homm e Fom e e Fom e e e oo +

| <-- Repeated per entry->|
Figure A2 VID Filter Info fornmat

2. MAC/VID Filter Info format

TS o Homm e Fom e e Fom e e e oo +
| #of | MAC address | PS | PCP | VID |
|entries | (6 octets) |(1lbit)]|(3bits)]|(12bits)]|
| (2octets)| I I I I
Fomm e o S Homm - - Fom e - Fom e e e - - +

[ <-------- Repeated per entry---------- >|

Figure A.3 MAC/ VID filter format

3. GouplDVID Filter Info format

Fomm e o S Homm - - Fom e - Fom e e e - - +
| #of | GouplD | PS | PCP | VID [
|[entries | (4 octets) |(1lbit)[(3bits)|(12bits)]
| (2octets)| I I I I
N T e oo - oo - +

| <-------- Repeated per entry---------- >|

Figure A4 GouplD)VID filter fornat
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4. GouplD)MAC/VID Filter Info format

Fomm e oo - Fomm e e e o - o m e e oo o - Fomm - - - +----- Fomm e - - +
| #of | GouplD | MAC address | PS | PCP | VID |
|entries |(4 octets)| (6 octets) |(1lbit)|(3b )| (12bits)]|
| (2octets)| I I I I I
TR [ RS S Fom e e +--- - - o m e e oo +

[<--eemmmeen Repeated per entry------------- >|

Figure A5 GouplD) MAC/ VID filter format

The null VID can be used in the VDP Request sent fromthe station to
the external bridge. Use of the null VID indicates that the set of

VI D val ues associated with the VSI is expected to be supplied by the
bridge. The set of VID values is returned to the station via the VDP
Response. The returned VID value can be a locally significant val ue.
When G ouplDis used, it is equivalent to the VNID in NVO3. G ouplD
will be provided by the station to the bridge. The bridge naps
GouplDto a locally significant VLAN ID.

The VSI IDin VDP association TLV that identify a VM can be one of
the following format: |1PV4 address, |PV6 address, MAC address, UU D
[ RFC4122], or locally defined.
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