I nternet Engi neering Task Force P. Unbehagen, Ed.
Internet Draft D. Romascanu
I ntended status: |nfornational J. Seligson
Expires: February 2017 C. Keene

Avaya

August 2016

A Framework for Automatic Attachnent of Network Objects to Core
Net wor ks
draft - romascanu- opsawg- aut o- at t ach- f r anewor k- 01. t xt

Abst r act

This informational docunment describes a nethod that allows for the
automatic attachment of network objects (e.g. end stations, network
devi ces, sensors, autonmation elenents) to a core network based on
the individual services that are run or configured on the objects,
and the mappi ng of the services to the nmanaged paths in the network.
The franmework proposed by this docunent describes the operations
that need to happen in order to have the network objects connected
to the network (’'attached’) in an automatic manner and start
providing their functionality and services w thout any requirenent
or dependency between the protocol stack on the network objects and
the nmethod used to build the bridging or routing paths in the

net work core.
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1.

I nt roducti on

Large networ ki ng depl oynents are often faced with the probl em of
connecting 'legacy’ end stations to an upgraded network
infrastructure, or with the demand to interconnect |arge nunbers of
networ k objects that performdifferent tasks, transmt information
or and controlled remotely across this network infrastructure. This
i nformational document describes a nethod that allows for the
autonmatic attachnment of network objects (e.g. end stations, network
devi ces, sensors, autonation elenents) to a core network based on
the individual services that are run or configured on the objects,
and the mappi ng of the services to the managed paths in the network.
The framework proposed by this docunent describes the operations
that need to happen in order to have the network objects connected
to the network ('attached’) in an automati c nmanner and start
providing their functionality and services w thout any requirenent
or dependency between the protocol stack on the network objects and
the method used to build the bridging or routing paths in the

net wor k core.

Term nol ogy and Abbrevi ations

AAC - Auto Attach Cdient agent that resides on a non- SPB/ PBB
capabl e el enent that uses LLDPDUs to request |-SID assignment for
the VLANs whi ch have been configured on its network port.

AAS - Auto Attach Server agent that processes VLAN to |-SID requests
from AAC el enments that are connected to a SPB BEB

El ement - Any end device or network node that may inplenent the auto
attach functionality

LAN - Local Area Network
LLDP - Link Layer Discovery Protoco
MJUD - Manufacturer User Description

VLAN - Virtual Local Area Network
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3. Requi renments Language

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

4. Auto Attachnent Framework, Model and Conponents

This section provides an overview of the behavior of auto attachnent
functionality. The schenme proposed in this docunent is applicable at
the link layer or at the network layer. Is the currently subject of
proposed standardi zati on work in the | EEE 802. 1 Wirki ng G oup [ AA],
and it is consistent with work proposed in the IETF in the Network
Virtualization Overlays (nvo3) and Interface to the Routing System
(i2rs) Working G oups.

The purpose of Auto Attach is to allow an end-device to connect to a
net wor ki ng device at the edge of a bridged or routed network in the
core without any further know edge or assunption of the protocol (s)
being run in the core. The end-device is called an AA client (AAC
and t he networking device at the edge of the core network is called
the AA server (AAS). An AA Client is a device that does not support
the bridging or routing protocol in the core but supports sone form
of binding definition between the applications or services that it
is running and the format of the data packets that it sends to the
network (for exanple VLAN tags, or tunnel identifiers), if
connectivity permts, has the ability to advertise this data to a
directly connected AA Server. An AA Server is network device that
potentially accepts externally generated service to tags or tunnels
assignnents that can be used for automated configuration purposes.
The client identifies itself to the server and then requests service
to tags binding(s). The server will either accept or reject each

bi nding request. |If accepted, any traffic on the (locally
significant) VLAN or tunnel is forwarded through the routed network
at the paraneters required by the service

The sinplification brought by the auto-attachnent schene consists of
the use of widely deployed protocols on the first hop connection

bet ween the AAC and the AAS which allow for the interaction between
the two entities to happen in an automatic manner, w thout requiring
manual configuration of attachnment information at nultiple

| ocations. AACs that utilize this automated nmethod for service

assi gnnent pass the assignnment information to the AASs where the
mappi ngs are processed and approved or rejected. Specific actions
are taken on both entities based on the outcone of the mapping
request.
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Figure 1: Conceptual Auto Attach Mdde

(1) Auto-Attachnent Primtives
(2) Routing Control Plane

(3) 'horizontal’ data node

(4) Service Tag

(5) Service Route/Tunnel ID
(6) 'vertical’ data node

Figure 1 depicts a conceptual exanple of the process where an AAC
can use a one-hop protocol (1) e.g. LLDP that includes the Auto-
Attachnment Prinmitives to conmunicate the need to connect a service
to the appropriate route or tunnel in the bridged or routed network
whi ch runs the core bridging or routing protocol (2). A 'horizontal
data nodel (3) is shared by the AAC and AAS and synchroni zed after
the initial exchange of information. If the binding requests are
bei ng accepted, the AAC will start sending traffic using the service
tag (4), traffic which will be routed or tunnel ed appropriately in
the bridged or routed paths (5). The policy data nodel (6) allows
for the interaction between the network devices and the end-stations
to a policy server, allowing for the integration of AA schene in a
pol i cy-based servi ce managenent environnent.

An Auto Attach Cient (AAC) can run in any device (end station

estation) that connects to a core network. One field of applications
can be for exanple Internet of Things (l10oT) devices that connect to
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a network. The service association is automated with relative | ow
resources, allowi ng connection of the devices to the appropriate
networ k services and applications.

The different classes of devices that run AACs may be configured by
means that are specific for the respective classes of applications
or services. A YANG nodule may instantiate the 'vertical’ data nodel
(6) of the Auto Attachment framework allowi ng for standard-based
interaction with the Auto Attachnment Controllers, which are
instantiated as policy or Software Define Networks (SDN) servers.

4.1. Discussion

At | east one proprietary inplenmentation introduces the concept of an
Auto Attach Proxy. Such an optional block placed between an AAC and
AAS woul d allow for multiplexing and/or virtualizing the access to
servers. At this phase we decided to | eave this optional block for
further study.

5. Auto Attachnent Process

The auto-attachnment process is conposed of a one-hop two steps
protocol that perforns the follow ng functions:

- Element Discovery
- Services Configuration

5.1. Elenent Discovery

The first stage of establishing AA connectivity involves el enent

di scovery. An Auto Attach agent resides on all capable el enents.
Server agents control the Auto Attach (AA) of service tags to routes
or tunnels when enabled to accept and process such requests from AAC
el ements. Typically this is done through a gl obal service setting
and t hrough per-port settings that control the transni ssion of
information in the one-hop protocol (1) on the appropriate |inks
that interface AAC s and AAS s.

Once the required AA settings are enabled on the elements (e.g., the
AA service and the per-port AA settings) the AA agent on each

el ement type, both AAC and AAS, advertises its capabilities (i.e.
server/client) through protocol (1) prinitives to each other

Fol | owi ng di scovery of AA capabilities by both the AAC and the AAS
the AA agent on each elenent is aware of all AA services currently
provi ded by the network elenments to which it is directly connected.
Based on this information, an AAC agent can determ ne whether Auto
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Attach data, nanely locally adni nistered assignments, should be
exported to the AAS that is associated with an edge networking
device to which it is attached to on its network uplink ports.

5.2. Services Configuration
Servi ce mappi ngs can be established when these two criteria are net:
1. AA Server found during discovery

AAC - - AAS peering was established during the discov
ery
process

2. Service Tags / Routes nmapping are defined locally

Assum ng that an adm nistrator has defined one or nore tags /
rout es nmappi ngs, or AAC bi ndi ngs have been received for
processi ng

Each nmappi ng assignment in an AA request received by the AAS is
processed individually and can be accepted or rejected. An
assignnent may be rejected for a nunber of reasons, such as server
resource linmtations or, for exanple, restrictions related only to
the source AAC. Rejected assignnments are passed back to the
originating AACwith a rejected state and, if appropriate, an
indication as to why the rejection occurred. Linmted state

i nformati on may be maintained on the server related to rejected
assi gnnents.

Each route (or tunnel, or VLAN) that is associated with an accepted
assignnent is instantiated on the AAS bridge if it does not already
exi st.

The AAS agent is responsible for tracking which, if any, of these
actions are perfornmed so that settings can be cleared when they are
no | onger needed. This can occur, for exanple, when configuration
changes on an AAC updates the received assignment |ist when an AAC
associated with a downlink port changes or an AAC connecti on

di sappears entirely.

Each station tag (e.g. VLAN, subnet) that is associated with a
servi ce assignnent nust be defined on the client’s device. The port
associated with the uplink connecting the AAC to the AAS nust be a
menber of the VLAN or Subnet assignment lists that are sent to and
accepted by the AAS. This allows tagged traffic on to pass through
the edge networking device into the core routed network when
required. To ensure that nmarkings are nmaintained between devi ces,
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traffic on the uplink port MJST be tagged. If a tag has not been
created before the assignnent itself, it is automatically created by
the AAC agent when a proposed assignment is accepted. Port tagging
and the port VLAN or subnet menbership update are al so perforned by
the AAC automatically based on assignnent acceptance. To ensure
consi stency, tags SHOULD NOT be deleted as |long as they are
referenced in any |-SI D VLAN assignnents on the device

An AAC nust handl e primary AAS | oss and this requires maintenance

of a server’s inactivity tinmer. In order to make this possible a
time-alive nechani smneeds to be inplenented between any AAC and its
primary AAS. If an interruption of communication is detected, the
service is considered interrupted, the service tags / routes

assi gnnents accepted by the server are considered rejected.
Assignnent data is then defaulted (reverts to the 'pending state)
and the AA agent, which resides on the AAC, renoves rel ated
settings. If a back-up mechanism (alternate routes to the primary
AAS, secondary AAS) exists it will be activated

A "last updated" tinestanp is associated with all active assignnents
on the AAS. Wen this value is not updated for a pre-determ ned
anount of time, the service tags / routes assignnent is considered
obsol ete. (bsol ete assignnent data and rel ated settings are renoved
by the AAS.

The current routes / tags assignnent list is advertised by an AAC at
regul ar intervals. During processing of this data, an AAS nust
handl e |i st updates and del ete assignments from previous

adverti senents that are no |onger present. Though these entries
woul d be processed appropriately when they tineout, the AAS attenpts
to update the data in real-tine and SHOULD initiate del etion

i medi ately upon detection of this condition

6. Security Considerations
It is inportant to provide an option to ensure that the
af orementi oned Auto Attach comunication is secure in terms of data
integrity (i.e., the data has not been altered in transit) and
authenticity (i.e., the data source is valid).
There are several ways this can be ensured:
- Assune that the one-hop link between the end device and the
net work devi ce nakes use of certificate based authentication Iike
| EEE 802. 1AR [ AR] certificates
- Check data integrity and perform source validation by using an
optional keyed-hash nmessage authentication code (HVAC) to protect
Unbehagen, Ronascanu Expi res February 18, 2017 [ Page
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the Discovery and Configuration nessage exchanges. This type of
nmessage aut hentication allows communicating parties to verify that
the contents of the nmessage have not been altered and that the
source is authentic. Use of this mechanismis optional and is
controll ed through a user-configurable attribute.
7. | ANA Consi derations

This meno includes no request to | ANA

Note: the section will be renoved during conversion into an RFC by



the RFC Editor.
8. Further and Rel ated Work
- Standard extensions to the | EEE 802. 1AB (LLDP) [LLDP] protocol are
devel oped by the | EEE 802.1 Working G oup. The relevant project is
| EEE 802.1Qcj [AA] for ’Automatic Attachment to Provi der Backbone
Bri dges (PBB) services'.
- Elenent Discovery could be inplenented by using one of the
protocol s that inplenent the Manufacturer User Description
Specification [ MUD- SPEC]. The MJUD LLDP Extension, the MJD URL DHCP
Option and the MJUD URC X. 509 Extension defined in [ MUD- SPEC] can
be used for the purpose of instantiating the Discovery process.
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