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Abstract

Thi s docunent di scusses the notivation and requirenents for including
specific operational and telenetry information into data packets
whil e the data packet traverses a path between two points in the
network. This nethod is referred to as "in-band" Operations,

Adm ni stration, and Mai ntenance (QAM, given that the QAM i nformation
is carried with the data packets as opposed to in "out-of-band"
packets dedicated to OAM | n-band OAM conpl enents ot her OAM
mechani snms whi ch use dedi cated probe packets to convey OAM

i nformation.
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1. Introduction

Thi s docunent di scusses requirenents for "in-band" Operations,
Admi ni stration, and Mai ntenance (OQAM nechani sns. "I n-band" OAM
means to record OAM and telenetry informati on within the data packet
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whil e the data packet traverses a network or a particul ar network
domain. The term"in-band" refers to the fact that the OAM and
telemetry data is carried within data packets rather than being sent
wi thin packets specifically dedicated to OAM | n-band OAM

mechani sms, which are sonmetinmes also referred to as enbedded network
telemetry are a current topic of discussion. |n-band network
telemetry has been defined for P4 [P4]. The SPUD prototype

[1-D. hil debrand-spud-prototype] uses a sinilar logic that allows

net wor k devi ces on the path between endpoints to participate
explicitly in the tube outside the end-to-end context. Even the |Pv4
route-record option defined in [ RFCO791] can be considered an in-band
OAM nechani sm | n-band OAM conpl enent s "out - of - band" mechani sns such
as ping or traceroute, or nore recent active probing nechani sns, as
described in [I-D.lapukhov-datapl ane-probe]. |n-band OAM nechani sns
can be | everaged where current out-of-band nechani sns do not apply or
do not offer the desired characteristics or requirenents, such as
proving that a certain set of traffic takes a pre-defined path,

strict congruency is desired, checking service |evel agreenents for
the live data traffic, detailed statistics on traffic distribution
paths in networks that distribute traffic across nultiple paths, or
scenari os where probe traffic is potentially handled differently from
regular data traffic by the network devices. [RFC7276] presents an
overvi ew of OAM t ool s.

Conpared to probably the nost basic exanple of "in-band QAM' which is
| Pv4 route recording [ RFCO791], an in-band OAM approach has the
foll owi ng capabilities:

a. Aflexible data format to allow different types of information to
be captured as part of an in-band OAM operati on, including not
only path tracing information, but additional operational and
telemetry information such as tinestanps, sequence nunbers, or
even generic data such as queue size, geo-location of the node
that forwarded the packet, etc.

b. A data format to express node as well as link identifiers to
record the path a packet takes with a fixed anount of added data.

c. The ability to detect whether any nodes were skipped while
recording in-band OAMinformation (i.e., in-band OAMis not
supported or not enabled on those nodes).

d. The ability to actively process information in the packet, for
exanple to prove in a cryptographically secure way that a packet
really took a pre-defined path using sone traffic steering nethod
such as service chaining or traffic engineering.
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e. The ability to include OAM data beyond sinple path information,
such as timestanps or even generic data of a particul ar use case

f. The ability to include OAM data in various different transport
pr ot ocol s.

Conventi ons

Abbrevi ations used in this docunent:

ECVP: Equal Cost Multi-Path

MTU: Maxi mum Transnit Unit

NFV: Net wor k Function Virtualization

OAM Qperations, Adm nistration, and Mi ntenance
PMIU: Path Mru

SLA: Servi ce Level Agreenent

SFC: Servi ce Function Chain

SR Segnent Routi ng

Thi s docunent defines in-band Operations, Admnistration, and

Mai nt enance (in-band OAM, as the subset in which OAMinformation is
carried along with data packets. This is as opposed to "out-of -band
OAM', where specific packets are dedicated to carrying OAM

i nformati on.

Motivation for |n-band OQAM

In several scenarios it is beneficial to make information about which
pat h a packet took through the network available to the operator

This includes not only tasks |ike debuggi ng, troubl eshooting, as well
as network planning and network optim zation but also policy or
service | evel agreenent conpliance checks. This section discusses
the nmotivation to introduce new nmet hods for enhanced in-band network
di agnosti cs.

1. Path Congruency |Issues with Dedicated OAM Packets

Mechani sns which add tracing information to the regular data traffic,
sonmetines also referred to as "in-band" or "passive OAM can

conpl enent active, probe-based nechani sns such as ping or traceroute,
whi ch are sonetines considered as "out-of-band", because the nessages
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are transported i ndependently fromregular data traffic. "In-band"
mechani sms do not require extra packets to be sent and hence don’t
change the packet traffic mx within the network. Traceroute and
ping for exanple use | CVP nessages: New packets are injected to get
tracing information. Those add to the nunber of nessages in a

net work, which already m ght be highly | oaded or suffering
performance i ssues for a particular path or traffic type

Packet scheduling al gorithns, especially for balancing traffic across
equal cost paths or links, often |everage infornmation contained

wi thin the packet, such as protocol nunber, |P-address or MAC
address. Probe packets would thus either need to be sent fromthe
exact sanme endpoints with the exact sane paraneters, or probe packets
woul d need to be artificially constructed as "fake" packets and
inserted along the path. Both approaches are often not feasible from
an operational perspective, be it that access to the end-systemis
not feasible, or that the diversity of parameters and associ ated
probe packets to be created is sinply too large. An in-band
mechanismis an alternative in those cases

I n-band nechani sns al so don’t suffer frominpl enentations, where
probe traffic is handled differently (and potentially forwarded
differently) by a router than regular data traffic.

3.2. Results Sent to a System Ot her Than the Sender

Tradi tional ping and traceroute tools return the CAMresults to the
sender of the probe. Even when the | CVWP nessages that are used with
these tools are enhanced, and additional telenetry is collected
(e.g., ICWP Multi-Part [RFCA884] supporting MPLS infornation

[ RFC4950], Interface and Next-Hop ldentification [ RFC5837], etc.), it
woul d be advant ageous to separate the sending of an QAM probe from
the receiving of the telemetry data. 1In this context, it is desired
to not assune there is a bidirectional working path.

3.3. Overlay and Underlay Correl ation

Several network depl oynents | everage tunneling nmechanisnms to create
overlay or service-layer networks. Exanples include VXLAN-GPE, GRE
or LISP. One often observed attribute of overlay networks is that
they do not offer the user of the overlay any insight into the
underlay network. This neans that the path that a particul ar
tunnel ed packet takes, nor other operational details such as the per-
hop delay/jitter in the underlay are visible to the user of the
overlay network, giving rise to diagnosis and debuggi ng chal l enges in
case of connectivity or perfornmance issues. The scope of OAMtools
like ping or traceroute is limted to either the overlay or the
underl ay which neans that the user of the overlay has typically no
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access to OAMin the underlay, unless specific operational procedures
are put in place. Wth in-band OAM t he operator of the underlay can
offer details of the connectivity in the underlay to the user of the
overlay. The operator of the egress tunnel router could choose to
share the recorded i nformati on about the path with the user of the
overl ay.

Coupl ed with mechani sms such as Segnent Routing (SR)
[I-D.ietf-spring-segnent-routing], overlay network and underl ay
network can be nore tightly coupled: The user of the overlay has
detail ed diagnostic infornation available in case of failure
conditions. The user of the overlay can also use the path recording
information as input to traffic steering or traffic engineering
mechani sms, to for exanple achieve path symmetry for the traffic
between two endpoints. [I-D. brockners-lisp-sr] is an exanple for how
these nethods can be applied to LISP

3.4. SLA Verification

I n-band OAM can hel p users of an overlay-service to verify that
negotiated SLAs for the real traffic are net by the underlay network
provider. Different fromsolutions which rely on active probes to
test an SLA, in-band OAM based nmechani sns avoid wong interpretations
and "cheating", which can happen if the probe traffic that is used to
perform SLA-check is prioritized by the network provider of the
under| ay.

3.5. Analytics and Diagnostics

Net wor k pl anners and operators benefit from know edge of the actua
traffic distribution in the network. When deriving an overal
network connectivity traffic matrix one typically needs to correl ate
data gathered from each individual devices in the network. |If the
path of a packet is recorded while the packet is forwarded, the
entire path that a packet took through the network is available to
the egress system This obviates the need to retrieve individua
traffic statistics fromevery device in the network and correl ate
those statistics, or enploy other nechani sns such as | everaging
traffic engineering with null-bandwi dth tunnels just to retrieve the
appropriate statistics to generate the traffic matrix.

In addition, with individual path tracing, information is avail able
at packet level granularity, rather than only at aggregate level - as
is usually the case with I PFl X-styl e nmet hods whi ch enpl oy fl ow
filters at the network elenents. Data-center networks which use
equal -cost nultipath (ECMP) forwarding are one exanple where detail ed
statistics on flow distribution in the network are hi ghly desired.

If a network supports ECMP, one can create detailed statistics for
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the different paths packets take through the network at the egress
system w thout a need to correl ate/aggregate statistics fromevery
router in the system Transit devices are off-loaded fromthe task
of gathering packet statistics.

3.6. Frame Replication/Elinination Decision for Bi-casting/Active-
active Networks

Bandw dt h- and power-constrained, tine-sensitive, or |oss-intolerant
networks (e.g., networks for industry automation/control, health
care) require efficient OAM net hods to deci de when to replicate
packets to a secondary path in order to keep the loss/error-rate for
the receiver at a tolerable level - and al so when to stop replication
and elimnate the redundant flow. Many |oT networks are tine
sensitive and cannot | everage automatic retransm ssion requests (ARQ
to cope with transmission errors or |ost packets. Transmtting the
data over nultiple disparate paths (often called bi-casting or live-
live) is a nethod used to reduce the error rate observed by the
receiver. TSN receive a lot of attention fromthe nanufacturing

i ndustry as shown by a various standardi zation activities and

i ndustry forunms being forned (see e.g., |ETF 6Ti SCH, | EEE P802. 1CB
Avnu) .

3.7. Proof of Transit

Several deploynents use traffic engineering, policy routing, segnent
routing or Service Function Chaining (SFC) [ RFC7665] to steer packets
through a specific set of nodes. |In certain cases regulatory
obligations or a conpliance policy require to prove that all packets
that are supposed to follow a specific path are indeed being
forwarded across the exact set of nodes specified. |If a packet flow
i s supposed to go through a series of service functions or network
nodes, it has to be proven that all packets of the flow actually went
through the service chain or collection of nodes specified by the
policy. |In case the packets of a flow weren't appropriately
processed, a verification device would be required to identify the
policy violation and take correspondi ng actions (e.g., drop or
redirect the packet, send an alert etc.) corresponding to the policy.
In today’s depl oynents, the proof that a packet traversed a
particul ar service chain is typically delivered in an indirect way:
Servi ce appliances and network forwarding are in different trust
domai ns. Physical hand-off-points are defined between these trust
domains (i.e., physical interfaces). O in other terns, in the
"network forwarding domain" things are wired up in a way that traffic
is delivered to the ingress interface of a service appliance and
recei ved back froman egress interface of a service appliance. This
"wiring" is verified and trusted. The evolution to Network Function
Virtualization (NFV) and nodern service chaining concepts (using
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8.

t echnol ogi es such as LI SP, NSH, Segnent Routing, etc.) blurs the line
between the different trust domains, because the hand-off-points are
no |l onger clearly defined physical interfaces, but are virtua
interfaces. Because of that very reason, networks operators require
that different trust layers not to be mxed in the sane device. For
an NFV scenario a different proof is required. Ofering a proof that
a packet traversed a specific set of service functions would all ow
network operators to nmove away fromthe above described indirect

met hods of proving that a service chain is in place for a particul ar
appl i cation.

A sol ution approach could be based on OAM data which is added to
every packet for achieving Proof O Transit. The OAMdata is updated
at every hop and is used to verify whether a packet traversed al
required nodes. \When the verifier receives each packet, it can
val i dat e whether the packet traversed the service chain correctly.
The detail ed nechanisns used for path verification along with the
procedures applied to the OAM data carried in the packet for path
verification are beyond the scope of this docunent. Details are
addressed in [draft-brockners-proof-of-transit]. |In this docunent
the term™"proof"” refers to a discrete set of bits that represents an
integer or string carried as OAMdata. The OAM data is used to
verify whether a packet traversed the nodes it is supposed to
traverse.

Use Cases
I n-band OAM coul d be | everaged for several use cases, including

o Traffic Matrix: Derive the network traffic matrix: Traffic for a
given tinme interval between any two edge nodes of a given domnain.
Could be perforned for all traffic or per QS-class.

o Fl ow Debuggi ng: Di scover which path(s) a particular set of traffic
(identified by an n-tuple) takes in the network. Such a procedure
is particularly useful in case traffic is balanced across multiple
paths, like with link aggregation (LACP) or equal cost multi-
pat hi ng (ECVP) .

0 Loss Statistics per Path: Retrieve |oss statistics per flow and
path in the network.

0 Path Heat Maps: Discover highly utilized links in the network.
o0 Trend Analysis on Traffic Patterns: Analyze if (and if so how) the

forwarding path for a specific set of traffic changes over tine
(can give hints to routing issues, unstable links etc.).
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0 Network Delay Distribution: Show delay distribution across network

by node or links. |f enabled per application or for a specific
flow then display the path taken along with the delay incurred at
every hop.

0o SLA Verification: Verify that a negotiated service | evel agreenent
(SLA), e.g., for packet drop rates or delay/jitter is confornmed to
by the actual traffic.

0 Low power Networks: Include application | evel OAM i nformation
(e.g., battery charge level, cache or buffer fill level) into data
traffic to avoid sending extra OAMtraffic which incur an extra
cost on the devices. Using the battery charge | evel as exanple,
one coul d avoid sending extra OAM packets just to communi cate
battery health, and as such would save battery on sensors

o Path Verification or Service Function Path Verification: Proof and
verification of packets traversing check points in the network
where check points can be nodes in the network or service
functions.

0 GCeo-location Policy: Network policy inplenmented based on which
pat h packets took. Exanple: Only if packets originated and stayed
within the trading-floor departnment, access to specific
applications or servers is granted.

4. Considerations for |n-band QAM

The inplenmentation of an in-band OAM nechani sm needs to take severa
consi derations into account, including adninistrative boundaries, how
information is recorded, Mxinmm Transfer Unit (MIU), Path MIuU

di scovery and packet size, etc.

4.1. Type of Information to Be Recorded

The informati on gathered for in-band OAM can be categorized into
three main categories: Information with a per-hop scope, such as path
tracing; information which applies to a specific set of nodes, such
as path or service chain verification; information which only applies
to the edges of a donmmin, such as sequence nunbers

0 "edge to edge": Information that needs to be shared between
network edges (the "edge" of a network could either be a host or a
domai n edge device): Edge to edge data e.g., packet and octet
count of data entering a well-defined domain and leaving it is
hel pful in building traffic matrix, sequence nunber (also called
"pat h packet counters") is useful for the flow to detect packet
| oss.
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0 "selected hops": Information that applies to a specific set of
nodes only. 1In case of path verification, only the nodes which
are "check points" are required to interpret and update the
information in the packet.

o "per hop": Information that is gathered at every hop along the
path a packet traverses within an adm nistrative domain:

* Hop by Hop information e.g., Nodes visited for path tracing,
Ti restanps at each hop to find delays along the path

* Stats collection at each hop to optim ze conmmunication in
resource constrai ned networks e.g., Battery, CPU, menory status
of each node piggy backed in a data packet is useful in |ow
power | ossy networks where network nodes are nostly asleep and
communi cati on i s expensive

4.2. MIU and Packet Size

The recorded data at every hop may | ead to packet size exceeding the
Maxi mum Transmit Unit (MIU). Based on the transport protocol used
MIU i s discovered as a configuration paranmeter or Path MIU (PMIU) is
di scovered dynam cally. Exanple: |Pv6 recommends PMIU di scovery

bef ore data packets are sent to prevent packet fragnentation. It
specifies 1280 octets as the default PDU to be carried in a | Pv6
datagram A detailed discussion of the inplications of oversized

| Pv6 header chains if found in [ RFC7112].

The Path MIU restricts the ampbunt of data that can be recorded for
purpose of OAM within a data packet. The total size of data to be
recorded needs to be preset to avoid packet size exceeding the MU
It is recomrended to pre-cal culate and configures network devices to
limt the in-band OAM data that is attached to a packet.

4.3. Admnistrative Boundaries

There are challenges in enabling in-band QAMin the public Internet
across admini strative donai ns:

0 Depl oynent dependent, the data fields that in-band OAM requires as
part of a specific transport protocol nay not be supported across
adm ni strative boundari es.

0 Current QAMinplenentations are often done in the slow path, i.e.
OAM packets are punted to router’s CPU for processing. This |eads
to performance and scaling issues and opens up routers for attacks
such as Denial of Service (DoS) attacks.
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o Discovery of network topol ogy and details of the network devices
across admnistrative boundaries may open up attack vectors
conprom sing network security.

o0 Specifically on IPv6: At the admi nistrative boundaries |Pv6
packets with extension headers are dropped for several reasons
described in [ RFC7872]

The follow ng considerations will be discussed in a future version of
this docunent: |If the packet is dropped due to the presence of the
in-band OAM |If the policy failure is treated as feature disabl enent
and any further recording is stopped but the packet itself is not
dropped, it nmay lead to every node in the path to make this policy
deci si on.

4.4, Sel ective Enabl emrent

Depl oynment dependent, in-band OAM coul d either be used for all, or
only a subset of the overall traffic. Wile it nmight be desirable to
apply in-band OAMto all traffic and then selectively use the data
gathered in case needed, it mght not always be feasible. Depending
on the forwarding infrastructure used, in-band OAM can have an i npact
on forwardi ng perfornmance. The SPUD prototype for exanple uses the
notion of "pipes" to describe the portion of the traffic that could
be subject to in-path inspection. Mechanisms to decide which traffic
woul d be subject to in-band OAM are outside the scope of this
docunent .

4.5, Optimzation of Node and Interface ldentifiers

Si nce packets have a finite maxi mum size, the data recording or
carrying capacity of one packet in which the in-band OAM neta data is
present is limted. In-band OAM should use its own dedi cated
nanespace (confined to the donmin in-band OAM operates in) to
represent node and interface IDs to save space in the header

Generic representations of node and interface identifiers which are
gl obal I y uni que (such as a UU D) woul d consune significantly nore
bits of in-band OAM dat a.

4.6. Loop Communi cation Path (IPv6-specifics)
When recorded data is required to be anal yzed on a source node that
i ssues a packet and inserts in-band OAM data, the recorded data needs
to be carried back to the source node.
One way to carry the in-band OAM data back to the source is to

utilize an | CMP Echo Request/Reply (ping) or |CMPv6 Echo Request/
Reply (ping6) mechanism |In order to run the in-band OAM nmechani sm
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appropriately on the ping/pingé nmechanism the follow ng two
operations should be inplenmented by the ping/ping6 target node:

1. Al

of the in-band OAM fi el ds woul d be copied froman Echo

Request nessage to an Echo Reply nessage

2. The Hop Limit field of the | Pv6 header of these nessages woul d be
copi ed as a continuous sequence. Further considerations are
addressed in a future version of this docunent.

5. Requirenents for |In-band OAM Data Types

The above di scussed use cases require different types of in-band OAM

dat a.

This section details requirenments for in-band OAM derived from

t he di scussi on above.

5.1. Ceneric Requirenents

REQ Gl:

REQ &2:

REQ G3:

REQ G4:

REQ Gb5:

REQ GB:

Br ockner s,

Classification: It should be possible to enable in-band OAM
on a selected set of traffic. The selected set of traffic
can also be all traffic.

Scope: If in-band OAMis used only within a specific donain,
provi sions need to be put in place to ensure that in-band
OAM data stays within the specific domain only.

Transport independence: Data formats for in-band OAM shal

be defined in a transport independent way. |In-band OAM
applies to a variety of transport protocols. Encapsul ations
shoul d be defined how the generic data formats are carried
by a specific protocol

Layering: It should be possible to have in-band OQAM
information for different transport protocol |ayers be
present in several fields within a single packet. This
coul d for exanple be the case when tunnels are enployed and
in-band QAMinformation is to be gathered for both the
underlay as well as the overlay network.

MIU size: Wth in-band OAM i nformati on added, packets shoul d
not becone |arger than the path MIU

Data Structure Reusability: The data types and data formats

defined and used for in-band OAM ought to be reusable for
out -of -band OAM tel enetry as wel | .
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5.2. In-band OAM Data with Per-hop Scope

REQ Hi1:

REQ H2:

REQ- H3:

REQ H4:

REQ H5:

REQ- H6:

Br ockner s,

M ssing nodes detection: Data shall be present that allows a
node to detect whether all nodes that should participate in
i n-band OAM operati ons have indeed parti ci pat ed.

Node, instance or device identifier: Data shall be present
that allows to retrieve the identity of the entity reporting
telemetry information. The entity can be a device, or a
subsystem conponent within a device. The latter will allow
for packet tracing within a device in nmuch the sane way as
bet ween devi ces.

Ingress interface identifier: Data shall be present that
allows the identification of the interface a particul ar
packet was received from The interface can be a |ogical or
physical entity.

Egress interface identifier: Data shall be present that
allows the identification of the interface a particul ar
packet was forwarded to. Interface can be a |ogical or
physical entity.

Tinme-rel ated requirenments

REQ H5.1: Delay: Data shall be present that allows to
retrieve the delay between two or nore points of
interest within the system Those points can be
within the sane device or on different devices

REQ H5.2: Jitter: Data shall be present that allows to
retrieve the jitter between two or nore points of
interest within the system Those points can be
wi thin the sanme device or on different devices

REQ H5.3: Wall-clock time: Data shall be present that
allows to retrieve the wall-clock tine visited a
particul ar point of interest in the system

REQ- H5.4: Tine precision: The precision of the tinme rel ated
data shoul d be configurable. Use-case dependent,
the required precision could e.g., be nano-
seconds, m cro-seconds, mlli-seconds, or
seconds.

Generic data records (like e.g., GPS/ Geo-location
information): It should be possible to add user-defined OAM
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data at select hops to the packet. The semantics of the
data are defined by the user.

5.3. In-band OAM with Sel ected Hop Scope

REQ S1:

Proof of transit: Data shall be present which allows to
securely prove that a packet has visited or ore severa
particul ar points of interest (i.e., a particular set of

nodes) .

REQ S1. 1

In case "Shamir’s secret sharing schenme" is used
for proof of transit, two data records, "randont
and "cunul ative" shall be present. The nunber of
bits used for "randoni and "cunul ative" data
records can vary between depl oynments and shoul d

t hus be confi gurable.

5.4. In-band OAM with End-to-end Scope

REQ E1:

Sequence numberi ng:

REQ E1. 1:

REQ E1. 2:

REQ E1. 3:

Reordering detection: It should be possible to
det ect whet her packets have been reordered while
traversing an in-band OAM donmi n.

Duplicates detection: It should be possible to
det ect whet her packets have been duplicated while
traversing an in-band OAM donai n.

Det ecti on of packet drops: It should be possible
to detect whether packets have been dropped while
traversing an in-band OAM domai n.

6. Security Considerations and Requirenents

CGener a

Security considerations will be addressed in a |later version

of this docunent.

6.1. Proof of Transit

Thr eat ©Model :

Security considerations for Proof of Transit al one
are di scussed bel ow.

Attacks on the deploynents could be due to nalicious

admi ni strators or accidental misconfigurations resulting in bypassing
of certain nodes.
requirenents:

REQ- SECL:

Br ockner s,

The sol uti on approach should neet the foll ow ng

Sound Proof of Transit: A valid and verifiable proof that

t he packet definitively traversed through all the nodes as

et al.
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expected. Probabilistic methods to achieve this should be
avoi ded, as the sanme could be exploited by an attacker.

REQ SEC2: Tanpering of nmeta data: An active attacker should not be
able to insert or nodify or delete neta data in whole or
in parts and bypass few (or all) nodes. Any deviation
fromthe expected path should be accurately determ ned.

REQ SEC3: Replay Attacks: A attacker (active/passive) should not be
able to reuse the proof of transit bits in the packet by
observing the OAM data i n the packet, packet
characteristics (like | P addresses, octets transferred,
ti mestanps) or even the proof bits thenselves. The
sol ution approach shoul d consi der usage of these
paraneters for deriving any secrets cautiously.

Mtigating replay attacks beyond a w ndow of | onger
duration could be intractable to achieve with fixed nunber
of bits allocated for proof.

REQ SEC4: Recycle Secrets: Any configuration of the secrets (like
cryptographi c keys, initialisation vectors etc.) either in
the controller or service functions should be
reconfigurable. Solution approach should enable controls,
APl calls etc. needed in order to perform such recycling.
It is desirable to provide reconendati ons on the duration
of rotation cycles needed for the secure functioning of
the overall system

REQ SEC5: Secret storage and distribution: Secrets should be shared
with the devices over secure channels. Methods should be
put in place so that secrets cannot be retrieved by non
aut hori zed personnel fromthe devices.

7. |1 ANA Consi derations
[RFC Editor: please renove this section prior to publication.]

Thi s docunent has no | ANA acti ons.

8. Acknow edgenents

The authors would like to thank Steve Youell, Eric Vyncke, Nali ni
El ki ns, Srihari Raghavan, Ranganathan T S, Karthik Babu Hari chandra
Babu, Akshaya Nadahal i, and Andrew Yourtchenko for the coments and

advice. This docunent |everages and builds on top of severa
concepts described in [draft-kitamura-ipv6-record-route]. The
authors would |i ke to acknow edge the work done by the author Hiroshi
Kitanura and people involved in witing it.

Brockners, et al. Expi res January 9, 2017 [ Page 15]



Internet-Draft I n-band OAM Requi renents July 2016

9.

I nformati ve References

[draft-brockners-proof-of-transit]
Brockners, F., Bhandari, S., and S. Dara, "Proof of
transit", July 2016.

[draft-kitamura-ipv6-record-route]
Kitamura, H., "Record Route for |1Pv6 (PR6), Hop-by-Hop
Option Extension", Novenber 2000.

[1-D. brockners-1Iisp-sr]
Brockners, F., Bhandari, S., Maino, F., and D. Lew s,
"LI SP Extensions for Segnent Routing", draft-brockners-
lisp-sr-01 (work in progress), February 2014.

[1-D. hil debrand- spud- pr ot ot ype]
Hi | debrand, J. and B. Trammell, "Substrate Protocol for
User Datagrans (SPUD) Prototype", draft-hil debrand-spud-
prot otype-03 (work in progress), Mrch 2015.

[I-D.ietf-spring-segnent-routing]
Filsfils, C., Previdi, S., Decraene, B., Litkowski, S.,
and R Shakir, "Segnent Routing Architecture", draft-ietf-
spring-segnent-routing-09 (work in progress), July 2016.

[1-D. I apukhov- dat apl ane- pr obe]
Lapukhov, P. and r. remy@ar ef oot networks.com "Dat a-pl ane
probe for in-band telenetry collection", draft-Iapukhov-
dat apl ane- probe-01 (work in progress), June 2016.

[ P4] Kim , "P4: In-band Network Telemetry (INT)", Septenber
2015.
[ RFCO791] Postel, J., "Internet Protocol", STD 5, RFC 791,

DA 10.17487/ RFC0791, Septenber 1981,
<http://wwv. rfc-editor.org/info/rfc791>.

[ RFC4A884] Bonica, R, Gan, D., Tappan, D., and C. Pignataro,
"Extended 1 CVP to Support Milti-Part Messages", RFC 4884,
DO 10.17487/ RFC4884, April 2007,
<http://ww.rfc-editor.org/info/rfc4884>.

[ RFC4950] Bonica, R, Gan, D., Tappan, D., and C. Pignataro, "ICW
Extensions for Miltiprotocol Label Switching", RFC 4950,
DA 10.17487/ RFC4950, August 2007,
<http://ww.rfc-editor.org/info/rfc4950>.

Brockners, et al. Expi res January 9, 2017 [ Page 16]



Internet-Draft I n-band OAM Requi renents July 2016

[ RFC5837] Atlas, A, Ed., Bonica, R, Ed., Pignataro, C., Ed., Shen,
N., and JR. Rivers, "Extending ICWP for Interface and
Next-Hop ldentification", RFC 5837, DA 10.17487/ RFC5837,
April 2010, <http://ww.rfc-editor.org/info/rfc5837>.

[ RFC7112] Gont, F., Manral, V., and R Bonica, "lnplications of
Oversi zed | Pv6 Header Chains", RFC 7112,
DO 10.17487/ RFC7112, January 2014,
<http://ww. rfc-editor.org/info/rfc7112>.

[ RFC7276] M zrahi, T., Sprecher, N., Bellaganba, E., and Y.
Wei ngarten, "An Overview of Operations, Adm nistration,
and Mai ntenance (OAM Tool s", RFC 7276,
DA 10.17487/ RFC7276, June 2014,
<http://ww. rfc-editor.org/info/rfc7276>.

[ RFC7665] Hal pern, J., Ed. and C. Pignataro, Ed., "Service Function
Chai ning (SFC) Architecture", RFC 7665,
DO 10.17487/ RFC7665, Cctober 2015,
<http://ww. rfc-editor.org/info/rfc7665>.

[ RFC7872] Gont, F., Linkova, J., Chown, T., and W Liu,
"Cbservations on the Dropping of Packets with |Pv6
Ext ensi on Headers in the Real World", RFC 7872,
DO 10.17487/ RFC7872, June 2016,
<http://ww. rfc-editor.org/info/rfc7872>.

Aut hor s’ Addr esses

Frank Brockners

Ci sco Systens, Inc.

Hansaal | ee 249, 3rd Fl oor

DUESSELDORF, NORDRHEI N- WESTFALEN 40549
Cer many

Emai | : fbrockne@i sco.com

Shwet ha Bhandar i

Cisco Systens, Inc.

Cessna Busi ness Park, Sarjapura Marathalli Quter Ri ng Road
Bangal ore, KARNATAKA 560 087

I ndi a

Emai | : shwet hab@i sco. com

Brockners, et al. Expi res January 9, 2017 [ Page 17]



Internet-Draft I n-band OAM Requi renents July 2016

Sashank Dara

Ci sco Systens, Inc.

Cessna Business Park, Sarjapura Marathalli Quter Ri ng Road
Bangal ore, KARNATAKA 560 087

I ndi a

Emai | : sadara@i sco. com

Carl os Pignataro

Cisco Systens, Inc.

7200-11 Kit Creek Road

Research Triangle Park, NC 27709
United States

Enmai | : cpignata@i sco.com

Hannes G edl er

RtBrick Inc.

Emai |l : hannes@t bri ck. com

Brockners, et al. Expi res January 9, 2017 [ Page 18]



