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Abst ract

Congestion control is an essential elenent in ensuring fair bandw dth
usage and preventing congestion collapse for traffic sharing the
Internet. For interactive real-tine nedia traffic such as video
conferencing, design of congestion control solution also needs to
account for many other factors such as the requirenent for |ow

| atency packet delivery and interactions with |ive video encoder

Thi s docunent describes a common framework with the core functiona
buil di ng bl ocks for a real-tinme nmedia congestion sol utions.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on January 8, 2017
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect

Zhu & Sarker Expi res January 8, 2017 [ Page 1]



Internet-Draft RMCAT franmewor k July 2016

to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

G ven increasing anount of interactive real-tine nedia traffic over
the Internet, such as video conferencing, it is inportant that these
appl i cations enpl oy proper congestion control nechanisns to avoid
congestion collapse. [I-D.ietf-rnctat-cc-requirenents] specifies the
list of requirenents of a viable solution

Thi s docunent outlines a conmon franmework for designing a congestion
control mechanismfor real-time interactive conmunication, so that

i ndi vidual drafts on specific solutions follow a consistent set of
term nol ogies in describing their respective conponents. The next
section (Section 3) describes comobn functional nodules in this
framewor k, whereas Section 4 provides exanpl es on how these nodul es
build together to support single and nmultiple nedia streans.

[ BEditor’s note : This docunment does not describe the interaction
bet ween application, codec and congestion control system The

i nteraction anong application, codec and congestion control system
are defined in other docunents. There is a possibility to nerge al
the documents into one single docunent. ]

2. Key Wrds for Requirenents
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].
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3.

Functi onal Mbdul es

A viable solution for real-tine nedia congestion control needs to
conprise of several common nodules. This section provides a brief
description of themand their respective functionalities. A
congestion control solution for real-tinme nedia should conprise of
the described functional nodules. This should hel p understanding
di fferent congestion control solutions.

0 Network Congestion Controller : this is the core nodule for
estinmating avail abl e bandwi dth over the network based on periodic
RTCP feedback reports [RFC3550] fromthe receiver. This nodule
contai ns key functions and cal cul ations required to detect
congestion and estimte avail able bandwi dth on the transm ssion
pat h based on the reception quality of the nmedia traffic.

Di fferent congestion control solutions enploy different algorithns
in detecting congestion and estinating avail abl e bandwidth for its
media flow. It also possible that nultiple nedia streans are

mul ti pl exed over a single transport, hence share a common
congestion control nodul e in aggregation

0 Transm ssion Queue : this nodule is needed to absorb the
i nst ant aneous m smatch between output froma live video encoder
and regul ated outgoing nmedia flow. The transm ssion queue
schedul es outgoing traffic according to sending rate recommended
by the rate controller nodule. It reports back its occupancy
level to the rate controller nodule to assist future rate contro
decisions on target video rate, sending rate, and probing rate.

0 Rate Controller : this nodule takes the estimated avail abl e
bandwi dth fromthe network congestion controller, shared states of
other flows, as well as occupancy |level of the transm ssion queue
as input. It nakes holistic decisions on: a) target video rate
for the live video encoder; b) sending rate for regulating
outgoing nedia flowms) for the transm ssion queue; and c) rate of
probi ng packets when needed. In the case where nmultiple nedia
streans share a single transport and a common network congestion
controller (for estimating avail able bandwi dth in aggregation),
the rate controller is also responsible for distributing avail able
bandwi dt h anongst different nedia streans according to their
relative priorities as well as share state information. Wen
| osses occur over the network and sone previous nedi a packets need
to be retransnitted, the rate controller should al so account for
t he bandwi dth needed for retransm ssion

0 Network Probe Generator: A congestion control solution can
actively probe to estinmate the avail abl e bandwi dth on the nedia
transm ssion path by sending nore than what the |ive video encoder
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produces. Such an approach can be especially effective during the
ranp up period of media and transm ssion rates, when no congestion
has been observed over the network yet. The network probe
generator is responsible for generating probing packets according
to the probing rate specified by the rate controller. It can

enpl oy different techniques in doing so -- for exanple by
generating sinple dumy packets with unknown payl oad type or by
generating Forward Error Correction (FEC) packets. Wile this
docunent does not specify what probing technique to use or how
those packets should be generated, a conplete congestion contro
sol ution needs should specify total rate of the probe packets via
the rate controller nodul e.

o Live Video Encoder : the sender typically also contains a live
vi deo encoder, which adjusts the its encodi ng paraneters according
to the target video rate set by the rate controller. The output
rate fromthe video encoder nay deviate fromthis target due to
uncertainty in the captured video content characteristics and the
encoder rate control process. The output encoded nmedi a packets
are fed to the transnission queue. Note that internal operations
of the Iive video encoder (i.e., how video encoder rate contro
works) is out of scope for this docunent.

0 Shared State: In the case of nultiple media streans sharing a
common sender hence a comon network congestion controller, the
sender should also contain a shared state nodule for storage and
exchange of congestion control states [Editor’s Note from
Xi aoqi ng: exanpl es of congestion control states??] anongst the
multiple flows.

4. Exanpl e Configurations

4.1. Exanple Configurations for a Single Stream
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Figure 1: RMCAT Solution Franework at the Sender: Single Stream

Figure 1 shows an exanpl e configuration at the sender for supporting
a single nedia stream The Network Congestion Controller estimates
avai | abl e bandwi dt h based on periodic RTCP feedback reports. The
Rate Controller takes as input the estinmated avail abl e bandwi dth (1)
and the current occupancy |evel of the Transm ssion Queue (2). It
cal cul ates as output sending rate (3) for the Transm ssion Queue,
video target rate (4) for the Live Video Encoder, and probing rate
(5) -- if they are needed -- for the Network Probe CGenerator. The
Transm ssi on Queue hol ds packets generated by both the Live Video
Encoder and the Network Probe Generator; it paces transmi ssion of its
out goi ng packets according to the sending rate (3) specified by Rate
Controller.

Qbviously, it is possible for a congestion control solution to
contain alternative configurations between these functional nodul es.
[ TODO. add one quick exanple on alternative wiring.] It is required
that the candidate solution draft specify how their interna
functional nodules align to this framework
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.2. Exanple Configurations for Miltiple Streans
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Figure 2: RMCAT Sol ution Framework at the Sender: Miltiple Streans

Fi gure 2 shows an exanple configuration for nultiple video streans
sharing a common Network Congestion Controller. The Network
Congestion Controller cal cul ates an aggregated estimted avail abl e
bandwi dth (1) based on periodic RTCP feedback reports. The Rate
Controll er divides up the aggregate estimted bandwi dth (1) fromthe
Net wor k Congestion Controll er anongst sub-streans based on their
relative priority levels, Shared States, as well as current occupancy
| evel of the Transmni ssion Queue. It subsequently deternines the per-
flow sending rate (3) as regulated by the Transm ssion Queue and
target video rate (4) for each flow

In this specific exanple, the transm ssion queue is envisioned as a
| ogical entity. For instance, this transnission queue can be

i mpl emented priority-based scheduli ng and one physi cal queue per
stream For sake of sinplicity the role of Network Probe Generator
is omtted in the above figure.
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