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Abstract

Thi s docunent describes two nethods of congestion control when using

real -tinme comruni cations on the Wrld Wde Wb (RTCWEB); one del ay-
based and one | oss-based.

It is published as an input document to the RMCAT working group on
congestion control for media streans. The mailing list of that
working group is rncat@etf.org.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 9, 2017.
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1. Introduction

Congestion control is a requirenent for all applications sharing the
I nternet resources [ RFC2914].

Congestion control for real-time nedia is challenging for a nunber of
reasons:

0 The nmedia is usually encoded in forns that cannot be quickly
changed to accommodat e varyi ng bandwi dt h, and bandwi dth
requi renents can often be changed only in discrete, rather |arge
st eps

0 The participants may have certain specific wishes on howto
respond - which may not be reducing the bandwi dth required by the
fl ow on which congestion is discovered

o The encodings are usually sensitive to packet |oss, while the
real -tinme requirenent precludes the repair of packet |oss by
retransm ssion

This meno describes two congestion control algorithms that together
are able to provide good performance and reasonabl e bandw dt h sharing
with other video flows using the sane congestion control and with TCP
flows that share the sanme |inks
The signaling used consists of experinental RTP header extensions and
RTCP nessages RFC 3550 [ RFC3550] as defined in [abs-send-tine],
[1-D.alvestrand-rntat-renb] and
[1-D. hol mer-rnctat-transport-w de-cc-extensi ons].

1.1. Mathematical notation conventions

The mat hematics of this docunment have been transcribed froma nore
formula-friendly format.

The follow ng notational conventions are used:

X hat An estimate of the true value of variable X - conventionally
mar ked by a circunflex accent on top of the variabl e nane.

X(i) The "i"th value of vector X - conventionally marked by a
subscript i.

E{ X} The expected val ue of the stochastic variable X
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2

Syst em nodel
The following elements are in the system
0 RTP packet - an RTP packet containing nedi a data.

0 Goup of packets - a set of RTP packets transnmitted fromthe
sender uniquely identified by the group departure and group
arrival time (absolute send tine) [abs-send-tine]. These could be
vi deo packets, audi o packets, or a mx of audio and video packets.

0 Inconming nedia stream- a stream of franes consisting of RTP
packets.

o0 RTP sender - sends the RTP stream over the network to the RTP
receiver. It generates the RTP tinmestanp and the abs-send-tine
header extension

0 RTP receiver - receives the RTP stream narks the tinme of arrival

0 RITCP sender at RTP receiver - sends receiver reports, REMB
messages and transport-w de RTCP feedback nessages.

0 RTCP receiver at RTP sender - receives receiver reports and REMB
messages and transport-w de RTCP feedback messages, reports these
to the sender side controller.

0 RTCP receiver at RTP receiver, receives sender reports fromthe
sender.

0 Loss-based controller - takes |loss rate measurenent, round trip
ti me measurenment and REMB nessages, and conputes a target sending
bitrate.

0 Delay-based controller - takes the packet arrival info, either at
the RTP receiver, or fromthe feedback received by the RTP sender
and conputes a maxi mum bitrate which it passes to the | oss-based
controller.

Toget her, | oss-based controller and del ay-based control |l er inplenent
the congestion control algorithm

Feedback and extensions

There are two ways to inplenent the proposed algorithm One where
both the controllers are running at the send-side, and one where the
del ay- based controller runs on the receive-side and the | oss-based
controller runs on the send-side.
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The first version can be realized by using a per-packet feedback
protocol as described in

[1-D. hol mer-rnctat-transport-w de-cc-extensions]. Here, the RTP
receiver will record the arrival tinme and the transport-w de sequence
nunber of each received packet, which will be sent back to the sender
periodically using the transport-w de feedback nessage. The
RECOMVENDED f eedback interval is once per received video frane or at

| east once every 30 ns if audio-only or multi-stream |f the

f eedback overhead needs to be Iimted this interval can be increased
to 100 ns.

The sender will map the received {sequence nunber, arrival tine}
pairs to the send-tine of each packet covered by the feedback report,
and feed those tinestanps to the del ay-based controller. It wll

al so conpute a loss ratio based on the sequence nunbers in the

f eedback nessage

The second version can be realized by having a del ay-based controller
at the receive-side, nonitoring and processing the arrival tine and
size of inconming packets. The sender SHOULD use the abs-send-tine
RTP header extension [abs-send-tinme] to enable the receiver to
conpute the inter-group delay variation. The output fromthe del ay-
based controller will be a bitrate, which will be sent back to the
sender using the REMB feedback nessage [I|-D. al vestrand-rntat-renb].
The packet loss ratio is sent back via RTCP receiver reports. At the
sender the bitrate in the REMB nessage and the fraction of packets

|l ost are fed into the | oss-based controller, which outputs a fina
target bitrate. It is RECOWENDED to send the REMB nessage as soon
as congestion is detected, and otherw se at |east once every second.

4. Sendi ng Engi ne

Pacing is used to actuate the target bitrate conputed by the
controllers.

When nedi a encoder produces data, this is fed into a Pacer queue.
The Pacer sends a group of packets to the network every burst _tinme
interval. RECOMVENDED val ue for burst tine is 5 ns. The size of a
group of packets is conputed as the product between the target
bitrate and the burst _tine.

5. Del ay-based contro
The del ay-based control al gorithm can be further deconposed into four

parts: a pre-filtering, an arrival-tinme filter, an over-use detector
and a rate controller.
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5.1. Arrival-tine node

This section describes an adaptive filter that continuously updates
estimates of network paraneters based on the timng of the received
groups of packets.

We define the inter-arrival time, t(i) - t(i-1), as the difference in
arrival time of two groups of packets. Correspondingly, the inter-
departure time, T(i) - T(i-1), is defined as the difference in
departure-tine of two groups of packets. Finally, the inter-group
delay variation, d(i), is defined as the difference between the
inter-arrival time and the inter-departure tine. O interpreted
differently, as the difference between the delay of group i and group
i-1.

d(i) =t(i) - t(i-1) - (T(i) - T(i-1))

An inter-departure tine is conputed between consecutive groups as
T(i) - T(i-1), where T(i) is the departure tinestanp of the |ast

packet in the current packet group being processed. Any packets

recei ved out of order are ignored by the arrival -tine nodel

Each group is assigned a receive tine t(i), which corresponds to the
time at which the |last packet of the group was received. A group is
del ayed relative to its predecessor if t(i) - t(i-1) > T(i) - T(i-1),
i.e., if the inter-arrival time is larger than the inter-departure
time.

We can nodel the inter-group delay variation as:
d(i) = wi)

Here, W(i) is a sanple froma stochastic process W which is a
function of the link capacity, the current cross traffic, and the
current sent bitrate. W nodel Was a white Gaussian process. If we
are over-using the channel we expect the nmean of w(i) to increase,
and if a queue on the network path is being enptied, the nean of wi)
wi Il decrease; otherw se the nean of w(i) will be zero

Breaking out the nean, n(i), fromwi) to nake the process zero nean,
we get

Equation 1
d(i) = n(i) + v(i)

The noise termv(i) represents network jitter and other delay effects
not captured by the nodel.
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Pre-filtering

The pre-filtering ainms at handling delay transients caused by channe
outages. During an outage, packets being queued in network buffers,
for reasons unrelated to congestion, are delivered in a burst when

t he out age ends.

The pre-filtering merges together groups of packets that arrive in a
burst. Packets are nerged in the sane group if one of these two
condi tions hol ds:

0 A sequence of packets which are sent within a burst _tinme interva
constitute a group.

0 A Packet which has an inter-arrival tine less than burst _tine and
an inter-group delay variation d(i) less than 0 is considered
bei ng part of the current group of packets.

Arrival-time filter

The paraneter d(i) is readily available for each group of packets,

> 1. W want to estimate n(i) and use this estimate to detect

whet her or not the bottleneck Iink is over-used. The paraneter can
be estinmated by any adaptive filter - we are using the Kalman filter
Let m(i) be the estimate at time i

W nodel the state evolution fromtinme i to time i+l as

mi+1) = nm(i) + u(i)

where u(i) is the state noise that we nodel as a stationary process
with Gaussian statistic with zero nean and vari ance

a(i) = Eu(i)"2}
g(i) is RECOWENDED equal to 107-3
G ven equation 1 we get
d(i) = n(i) + v(i)

where v(i) is zero nmean white Gaussi an nmeasurenent noise with
variance var_v = E{v(i)"2}

The Kalnman filter recursively updates our estinmate mhat (i) as
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z(i) = d(i) - mbhat(i-1)
mhat (i) = mhat(i-1) + z(i) * k(i)
e(i-1) + q(i)
var_v_hat(i) + (e(i-1) + q(i))
e(i) = (1 - k(i)) * (e(i-1) + q(i))

The variance var_v(i) = E{v(i)"2} is estimated using an exponentia
averaging filter, nodified for variable sanpling rate

var_v_hat (i) = max(al pha * var_v_hat(i-1) + (1l-alpha) * z(i)"2, 1)
al pha = (1-chi)~(30/ (1000 * f_nax))

where f_max = max {1/(T(j) - T(j-1))} for j ini-K+1,...,i is the

hi ghest rate at which the | ast K packet groups have been received and
chi is a filter coefficient typically chosen as a nunber in the
interval [0.1, 0.001]. Since our assunption that v(i) should be zero
mean WGN is | ess accurate in sone cases, we have introduced an
additional outlier filter around the updates of var_v_hat. If z(i) >
3*sqrt(var_v_hat) the filter is updated with 3*sqrt(var_v_hat) rather
than z(i). For instance v(i) will not be white in situations where
packets are sent at a higher rate than the channel capacity, in which
case they will be queued behind each ot her.

5.4. Over-use detector

The inter-group delay variation estimate n(i), obtained as the output
of the arrival-tine filter, is conpared with a threshold

del _var _th(i). An estimate above the threshold is considered as an

i ndi cation of over-use. Such an indication is not enough for the
detector to signal over-use to the rate control subsystem A
definitive over-use will be signaled only if over-use has been
detected for at |east overuse_tinme_th mlliseconds. However, if n(i)

< nm(i-1), over-use will not be signaled even if all the above
conditions are met. Simlarly, the opposite state, under-use, is
detected when n{(i) < -del _var_th(i). [If neither over-use nor under-

use is detected, the detector will be in the nornal state.

The threshol d del _var_th has a remarkabl e i npact on the overal
dynani cs and performance of the algorithm In particular, it has
been shown that using a static threshold del _var_th, a flow
controll ed by the proposed al gorithm can be starved by a concurrent
TCP flow [Pv13]. This starvation can be avoided by increasing the
threshol d del _var_th to a sufficiently |arge val ue.
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The reason is that, by using a larger value of del _var_th, a |arger
queui ng del ay can be tol erated, whereas with a small del _var_th, the
over-use detector quickly reacts to a small increase in the offset
estimate n(i) by generating an over-use signal that reduces the

del ay- based estimate of the avail abl e bandwi dth A hat (see

Section 4.4). Thus, it is necessary to dynanmically tune the
threshold del _var _th to get good performance in the nost comon
scenari os, such as when conpeting with | oss-based fl ows.

For this reason, we propose to vary the threshold del var_th(i)
according to the followi ng dynani c equati on:

del _var _th(i) =
del _var _th(i-1) + (t(i)-t(i-1)) * K(i) * (|m(i)]|-del _var_th(i-1))

with K(i)=K.dif |mi)| < del_var_th(i-1) or K(i)=K u otherw se. The
rationale is to increase del _var _th(i) when n(i) is outside of the
range [-del _var _th(i-1),del _var _th(i-1)], whereas, when the offset
estimate nm(i) falls back into the range, del _var_th is decreased. In
this way when n(i) increases, for instance due to a TCP flow entering
the sane bottl eneck, del _var_th(i) increases and avoids the
uncontrol | ed generation of over-use signals which nmay lead to
starvation of the flow controlled by the proposed algorithm][Pv13].
Mor eover, del var th(i) SHOULD NOT be updated if this condition

hol ds:

Im(i)| - del var_th(i) > 15

It is also RECOWENDED to clanp del _var _th(i) to the range [6, 600],
since a too snmall del _var th(i) can cause the detector to becone
overly sensitive.

On the other hand, when n(i) falls back into the range
[-del _var _th(i-1),del _var _th(i-1)] the threshold del _var th(i) is
decreased so that a | ower queuing delay can be achi eved.

It is RECOWENDED to choose K u > K d so that the rate at which

del _var _th is increased is higher than the rate at which it is
decreased. Wth this setting it is possible to increase the
threshold in the case of a concurrent TCP fl ow and prevent starvation
as well as enforcing intra-protocol fairness. RECOVWENDED val ues for
del _var _th(0), overuse_ tine th, Ku and K d are respectively 12.5 ns,
10 ms, 0.01 and 0. 00018.
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5.5. Rate contro

The rate control is split in two parts, one controlling the bandw dth
estimate based on delay, and one controlling the bandwi dth estinate
based on loss. Both are designed to increase the estimate of the
avai | abl e bandwi dth A hat as long as there is no detected congestion
and to ensure that we will eventually match the avail abl e bandw dth
of the channel and detect an over-use.

As soon as over-use has been detected, the avail abl e bandw dth
estimated by the del ay-based controller is decreased. In this way we
get a recursive and adaptive estinate of the avail abl e bandwi dt h.

In this document we make the assunption that the rate contro
subsystemis executed periodically and that this period is constant.

The rate control subsystem has 3 states: |ncrease, Decrease and Hol d.
"Increase" is the state when no congestion is detected; "Decrease" is
the state where congestion is detected, and "Hold" is a state that
waits until built-up queues have drained before going to "increase"
st at e.

The state transitions (with blank fields neaning "remain in state")

are:
B B s Fomm e - - +
| \ State | Hol d | Increase | Decrease
o | | | |
| Signal\ | | | |
Fommaaean . N . Fommamenn +
| Over-use | Decrease | Decrease | |
o m e e oo o - B s Fomm e - - +
|  Nor mal | I'ncrease | | Hold |
e e e - [ S Fom e e o Hom e e oo - +
| Under-use | | Hol d | Hold |
. N N . Fommamenn +
The subsystem starts in the increase state, where it will stay unti

over-use or under-use has been detected by the detector subsystem

On every update the del ay-based estinmate of the avail abl e bandw dth
is increased, either multiplicatively or additively, depending on its
current state.

The system does a multiplicative increase if the current bandw dth
estimate appears to be far from convergence, while it does an
additive increase if it appears to be closer to convergence. W
assune that we are close to convergence if the currently incom ng
bitrate, R hat(i), is close to an average of the inconing bitrates at
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the time when we previously have been in the Decrease state. "d ose"
is defined as three standard deviations around this average. It is
RECOMVENDED to neasure this average and standard deviation with an
exponential noving average with the snoothing factor 0.95, as it is
expected that this average covers nmultiple occasions at which we are
in the Decrease state. Whenever valid estinmates of these statistics
are not available, we assunme that we have not yet conme close to
convergence and therefore remain in the nultiplicative increase

st at e.

If Rhat(i) increases above three standard devi ations of the average
max bitrate, we assune that the current congestion |evel has changed,
at which point we reset the average max bitrate and go back to the
mul tiplicative increase state.

R hat(i) is the incoming bitrate nmeasured by the del ay-based
controller over a T seconds w ndow

Rhat(i) = /T * sunm(L(j)) for j from1l to N(i)

N(i) is the number of packets received the past T seconds and L(j) is
t he payl oad size of packet j. A w ndow between 0.5 and 1 second is
RECOMVENDED.

During multiplicative increase, the estimate is increased by at nost
8% per second.

eta = 1.08Mmin(tine_since_|ast_update ns / 1000, 1.0)
A hat(i) = eta * A hat(i-1)

During the additive increase the estimate is increased with at nost
hal f a packet per response_time interval. The response_tinme interva
is estimated as the round-trip tine plus 100 ns as an estimate of
over-use estimator and detector reaction tinme.

response _tinme_nms = 100 + rtt_ns
alpha = 0.5 * min(time_since_|last_update_nms / response_tinme_ns, 1.0)
A hat(i) = A hat(i-1) + nax(1000, al pha * expected_packet_size bits)

expect ed _packet _size bits is used to get a slightly slower slope for
the additive increase at |ower bitrates. It can for instance be
computed fromthe current bitrate by assuming a frane rate of 30
franes per second

bits_per frame = A hat(i-1) / 30

packets per frane = ceil (bits_per frane / (1200 * 8))
avg_packet size bits = bits_per frane / packets per frane
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5.

6

Si nce the system depends on over-using the channel to verify the
current avail able bandwi dth estimte, we must make sure that our
estimate does not diverge fromthe rate at which the sender is
actually sending. Thus, if the sender is unable to produce a bit
streamwith the bitrate the congestion controller is asking for, the
avai | abl e bandwi dth estimate should stay within a given bound.
Therefore we introduce a threshold

A hat(i) < 1.5 * R hat(i)

When an over-use is detected the systemtransitions to the decrease
state, where the del ay-based avail abl e bandwi dth estinmate is
decreased to a factor tinmes the currently incom ng bitrate.

A hat(i) = beta * R hat(i)

beta is typically chosen to be in the interval [0.8, 0.95], 0.85 is
t he RECOVMENDED val ue.

When the detector signals under-use to the rate control subsystem we
know t hat queues in the network path are being enptied, indicating
that our avail able bandwidth estinmate A hat is |ower than the actua
avai | abl e bandwi dth. Upon that signal the rate control subsystem
will enter the hold state, where the receive-side avail abl e bandwi dth
estimate will be held constant while waiting for the queues to
stabilize at a lower level - a way of keeping the delay as |ow as
possi ble. This decrease of delay is wanted, and expected,

i Mmedi ately after the estimate has been reduced due to over-use, but
can al so happen if the cross traffic over sonme links is reduced.

It is RECOWENDED that the routine to update A hat(i) is run at |east
once every response_tine interval

Par aneters settings
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o e e e e oo - o m e e e e e e e e e me oo o m e +
| Parameter | Description | RECOMVENDED |
| | | Val ue |
S o mm e e e e e e e e e e e e e e oo e e e - +
| burst _tine | Tinme limt in nmilliseconds | 5 s |
[ | between packet bursts which | |
| | identifies a group | |
| g | State noise covariance matrix | g = 10"-3 |
| e(0) | Initial value of the system | e(0) =0.1

[ | error covariance [ [
| chi | Coefficient used for the | 0.1, |
| | measured noi se variance | 0.001] [
| del _var_th(0) | I'nitial value for the adaptive | 12.5 ns |
| | threshold | |
| overuse_time_th | Time required to trigger an | 10 ns |
[ | overuse signal [ [
| Ku | Coefficient for the adaptive | 0.01 |
| | threshold | |
| K.d | Coefficient for the adaptive | 0.00018 [
| | threshold | |
| T | Time window for neasuring the | [0.5, 1] s |
[ | received bitrate [ [
| beta | Decrease rate factor | 0.85 |
o e e e oo - oo e e e e e e e e ee e S +

Tabl e 1: RECOMMENDED val ues for delay based controller
Table 1
6. Loss-based contro

A second part of the congestion controller bases its decisions on the
round-trip time, packet |oss and avail able bandwi dth estimates A hat
received fromthe del ay-based controller. The avail abl e bandwi dth
estimates conputed by the | oss-based controller are denoted with
As_hat .

The avail abl e bandwi dth estimates A _hat produced by the del ay-based
controller are only reliable when the size of the queues along the
path sufficiently large. |If the queues are very short, over-use wll
only be visible through packet |osses, which are not used by the

del ay- based controller

The | oss-based controller SHOULD run every tine feedback fromthe
receiver is received
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o |If 2-10% of the packets have been | ost since the previous report
fromthe receiver, the sender avail able bandwi dth estinate
As _hat(i) will be kept unchanged.

o |If nore than 10% of the packets have been |ost a new estimate is
calculated as As hat(i) = As _hat(i-1)(1-0.5p), where p is the |oss
ratio.

0 As long as |less than 2% of the packets have been | ost As_hat (i)
will be increased as As _hat(i) = 1.05(As_hat(i-1))

The | oss-based estinate As_hat is conpared with the del ay- based
estimate A hat. The actual sending rate is set as the m ni mum
between As_hat and A hat.

We notivate the packet |oss thresholds by noting that if the

transm ssion channel has a snall anount of packet |oss due to over-
use, that anount will soon increase if the sender does not adjust his
bitrate. Therefore we will soon enough reach above the 10%threshol d
and adjust As _hat(i). However, if the packet loss ratio does not

i ncrease, the |losses are probably not related to self-inflicted
congestion and therefore we should not react on them

7. Interoperability Considerations

In case a sender inplenmenting these algorithns talks to a receiver
whi ch do not inplenment any of the proposed RTCP nmessages and RTP
header extensions, it is suggested that the sender nonitors RTCP
receiver reports and uses the fraction of |ost packets and the round-
trip time as input to the | oss-based controller. The del ay-based
controller should be left disabled.

8. I nplenentati on Experience

This algorithm has been inplenented in the open-source WbRTC
project, has been in use in Chrone since M3, and is being used by
Googl e Hangout s.

Depl oyment of the al gorithm have reveal ed problens related to, e.gqg,
congested or otherw se problematic WFi networks, which have led to
al gorithminprovenents. The algorithmhas also been tested in a
mul ti-party conference scenario with a conference server which
term nates the congestion control between endpoints. This ensures
that no assunptions are bei ng made by the congestion control about
maxi mum send and receive bitrates, etc., which typically is out of
control for a conference server.
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9.

10.

11.

12.

Furt her Work
This draft is offered as input to the congestion control discussion
Work that can be done on this basis includes:

0 Considerations of integrated |oss control: How | oss and del ay
control can be better integrated, and the | oss control inproved.

0 Considerations of |ocus of control: evaluate the performance of
having all congestion control |logic at the sender, conpared to
splitting | ogic between sender and receiver

o Considerations of utilizing ECN as a signal for congestion
estimation and |ink over-use detection

| ANA Consi derations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

Security Considerations

An attacker with the ability to insert or renove nmessages on the
connection would have the ability to disrupt rate control. This
could nmake the algorithmto produce either a sending rate under-
utilizing the bottleneck link capacity, or a too high sending rate
causi ng network congesti on.

In this case, the control information is carried inside RTP, and can
be protected agai nst nodification or message insertion using SRTP
just as for the nedia. Gven that tinestanps are carried in the RTP
header, which is not encrypted, this is not protected agai nst

di scl osure, but it seens hard to nount an attack based on tining

i nformation only.
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Appendi x A, Change | og
A.1. Version -00 to -01
0 Added change | og
0 Added appendi x outlining new extensions

o0 Added a section on when to send feedback to the end of section 3.3
"Rate control”, and defined mn/nmax FB intervals.
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0 Adde_d size of over-bandwi dth estimte usage to "further work"
secti on.
0 Added startup considerations to "further work" section.
0 Added sender-delay considerations to "further work" section.
o Filled in acknow edgnments section fromnmailing |ist discussion.

A 2. Version -01 to -02

o Defined the term"frame", incorporating the transm ssion tine
offset into its definition, and renoved references to "video
frame".

0 Referred to "m(i)" fromthe text to nake the derivation clearer.

0 Mde it clearer that we nodify our estinmates of available
bandwi dth, and not the true avail abl e bandw dt h.

0 Renoved the appendi xes outlining new extensions, added pointers to
REMB draft and RFC 5450.

A.3. Version -02 to -03

0 Added a section on how to process multiple streans in a single
estimator using RTP tinestanps to NTP tine conversion.

0o Stated in introduction that the draft is ainmed at the RMCAT
wor ki ng group.

A 4. rtcweb-03 to rntat-00

Renamed draft to link the draft nane to the RMCAT WG
A5 rnctat -00 to -01

Spel | check. O herw se no changes, this is a "keepalive" rel ease.
A.6. rnctat -01 to -02

0 Added Luca De Cicco and Saverio Mascol o as authors.

0 Extended the "Over-use detector"” section with new technical

details on how to dynam cally tune the offset del _var_th for
i mproved fairness properties.
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(o]

A 9.

Added reference to a paper analyzing the behavi or of the proposed
al gorithm

rncat -02 to -03
Swapped receiver-side/ sender-side controller wth del ay-based/
| oss-based controller as there is no longer a requirenent to run

t he del ay-based controller on the receiver-side

Renoved t he di scussion about nultiple streans and transm ssion
time offsets.

I ntroduced a new section about "Feedback and extensions"

I mprovenents to the threshold adaptation in the "Over-use
detector" section.

Swapped the previous MMD rate control algorithmfor a new Al MD
rate control algorithm

ietf-rncat -00 to ietf-rncat -01

Arrival -tinme filter converted froma two di nensional Kalman filter
to a scalar Kalman filter

The use of the TFRC equati on was renoved fromthe | oss-based
controller, as it turned out to have little to no effect in
practi ce.

ietf-rncat -01 to ietf-rnctat -02

Added a section which better describes the pre-filtering
al gorithm
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