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Abstract

Thi s docunent describes a nmechanismto detect whether end-to-end data
flows share a common bottleneck. It relies on sumary statistics
that are calculated by a data receiver based on continuous
measurenents and regularly fed to a grouping algorithmthat runs

wher ever the know edge is needed. This nmechani sm conpl ements the
coupl ed congestion control nechanismin draft-ietf-rntat-coupl ed-cc.
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I nt roducti on

In the Internet, it is not normally known if flows (e.g., TCP
connections or UDP data streans) traverse the sane bottl enecks. Even
flows that have the same sender and receiver nay take different paths
and share a bottleneck or not. Flows that share a bottleneck |ink
usual Iy conpete with one another for their share of the capacity.
This conpetition has the potential to increase packet |oss and
delays. This is especially relevant for interactive applications
that communicate sinultaneously with nultiple peers (such as nulti-
party video). For RTP nedia applications such as RTCWEB,
[I-D.ietf-rnctat-coupl ed-cc] describes a schene that conbi nes the
congestion controllers of flows in order to honor their priorities
and avoi d unnecessary packet loss as well as delay. This mechani sm
relies on sone form of Shared Bottl eneck Detection (SBD); here, a
measur enent - based SBD approach is described

1. The signals

The current Internet is unable to explicitly informendpoints as to
whi ch flows share bottl enecks, so endpoints need to infer this from
what ever information is available to them The nechani sm descri bed
here currently utilises packet |oss and packet delay, but is not
restricted to these.

1.1. Packet Loss

Packet loss is often a relatively rare signal. Therefore, on its own
it is of linmted use for SBD, however, it is a valuable suppl enentary
measure when it is nore preval ent.

1.2. Packet Del ay

End-to-end del ay neasurenents include noise fromevery device al ong
the path in addition to the delay perturbation at the bottl eneck
device. The noise is often significantly increased if the round-trip
time is used. The cleanest signal is obtained by using One-Way- Del ay
(OND) .

Measuring absolute O is difficult since it requires both the sender
and receiver clocks to be synchroni sed. However, since the
statistics being collected are relative to the nean OAD, a rel ative
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OMD neasurenent is sufficient. O ock skewis not usually significant
over the tinme intervals used by this SBD nmechani sm (see [ RFC6817] A.2
for a discussion on clock skew and OAD neasurenments). However, in
circunstances where it is significant, Section 3.4.2 outlines a way
of adjusting the calculations to cater for it.

Each packet arriving at the bottleneck buffer nmay experience very
di fferent queue lengths, and therefore different waiting tinmes. A
singl e OAD sanpl e does not, therefore, characterize the path well.
However, nultiple OAD neasurenents do reflect the distribution of
del ays experienced at the bottl eneck.
1.1.3. Path Lag
Fl ows that share a conmon bottl eneck may traverse different paths,
and these paths will often have different base delays. This nakes it
difficult to correlate changes in delay or loss. This technique uses
the long term shape of the delay distribution as a base for
compari son to counter this.
2. Definitions

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Acronyns used in this docunent:

OAD -- One Way Del ay

MAD -- Mean Absol ute Deviation

RTT -- Round Trip Tine

SBD -- Shared Bottl eneck Detection

Conventions used in this docunent:

T -- the base tine interval over which neasurenents are
made.
N -- t he nunber of base tine, T, intervals used in sone

cal cul ati ons.

M -- the nunber of base tinme, T, intervals used in sone
cal cul ati ons.
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skew est

skew base T --

var _est

var_base T --
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summation of all the measurenments of the variable
in parentheses taken over the interval T

sunmation of ternms of the variable in parentheses
summation of N terns of the variable in parentheses

summati on of all neasurenents taken over the
interval N*T

the expectation or nean of the neasurenents of the
vari abl e in parentheses over T

the expectation or nean of the last N values of the
vari abl e i n parentheses

the expectation or nean of the last Mvalues of the
vari abl e in parentheses, where M <= N

t he maxi mum r ecor ded neasurenent of the variable in
par ent heses taken over the interval T

the m ni mumrecorded neasurenent of the variable in
par ent heses taken over the interval T

the count of neasurenents of the variable in
parent heses taken in the interval T

the count of valid values of the variable in
parent heses given Mrecords

a bool ean variable indicating the particular flow
was identified transiting a bottleneck in the
previous interval T (i.e. Previously Bottl eneck)
a neasure of skewness in a OAD distribution

a variable used as an internediate step in
cal cul ati ng skew est.

a nmeasure of variability in OAD neasurenents.

a variable used as an internediate step in
cal cul ating var_est.

a nmeasure of |ow frequency oscillation in the OAD
neasur enment s.
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p !, p_f, p_md, c_s, c_h, p_s, p_d, p_v -- various thresholds
used in the nmechani sm

Mand F -- nunber of values related to N
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2.1. Paraneters and their Effect

N &M

c_h

Hayes, et

T shoul d be | ong enough so that there are enough packets
received during T for a useful estimate of short term nean
OAD and variation statistics. Mking T too large can limt
the efficacy of freg_est. It will also increase the response
time of the mechanism Making T too small wll make the
metrics noisier.

N shoul d be |l arge enough to provide a stable estimte of
oscillations in OAD. Usually M:=N, though having M<N may be
beneficial in certain circunstances. MT needs to be |ong
enough to provide stable estimtes of skewness and MAD.

F determ nes the nunber of intervals over which statistics
are considered to be equally weighted. Wen F=Mrecent and

ol der neasurenents are considered equal. Mking F<M can
i ncrease the responsiveness of the SBD nechanism If Fis
too small, statistics will be too noisy.

c_s is the threshold in skew est used for determ ning whether
a flowis transiting a bottleneck or not. It should be
slightly negative so that a very lightly | oaded path does not
give a false indication. Setting c_s nore negative nmakes the
SBD nechani sm | ess sensitive to transient and slight

bott| enecks.

c_h adds hysteresis to the botteneck determination. It
shoul d be | arge enough to avoid constant switching in the
determ nation, but |ow enough to ensure that grouping is not
attenpted when there is no bottleneck and the delay and | oss
signal s cannot be relied upon

p_v determines the sensitivity of freq_est to noise. Mking
it smaller will yield higher but noisier values for freq_est.
Making it too large will render it ineffective for

det ermi ni ng groups.

Fl ows are separated when the skew est|var_est|freq_est
measure is greater than p_s|p_f|p_d| p_mad. Adjusting these
is a conpronise between fal se grouping of flows that do not
share a bottl eneck and false splitting of flows that do.
Maki ng them larger can help if the neasures are very noi sy,
but reducing the noise in the statistical measures by
adjusting T and NNM may be a better solution
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2.2. Recomended Par aneter Val ues

Ref erence [ Hayes-LCN14] uses T=350ns, N=50, p_|=0.1. The other
paraneters have been tightened to reflect minor enhancenents to the
algorithmoutlined in Section 3.4: c¢c_s=-0.01, p_f=p_d=0.1, p_s=0.15,
p_nmad=0.1, p_v=0.7. M=30, F=20, and ¢c_h = 0.3 are additiona
paraneters defined in the document. These are values that seemto
work well over a wi de range of practical Internet conditions.

3. Mechani sm

The mechani sm described in this document is based on the observation
that the distribution of delay measurements of packets that traverse
a conmon bottl eneck have simlar shape characteristics. These shape
characteristics are described using 3 key summary statistics:

variability (estimate var_est, see Section 3.2.3)
skewness (estinmate skew est, see Section 3.2.2)
oscillation (estimate freq_est, see Section 3.2.4)

with packet |oss (estimate pkt | oss, see Section 3.2.5) used as a
suppl enentary statistic.

Summary statistics help to address both the noise and the path |ag
probl ens by describing the general shape over a relatively |ong
period of tinme. Each summary statistic portrays a "view' of the
bottl eneck link characteristics, and when used together, they provide
a robust discrimnation for grouping flows. They can be signalled
froma receiver, which nmeasures the OAD and cal cul ates the sunmary
statistics, to a sender, which is the entity that is transmtting the
medi a stream An RTP Medi a device may be both a sender and a
receiver. SBD can be perforned at either a sender or a receiver or
bot h.
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+----+
| H2 |
+--- -+
I
| L2
+----+ L1 | L3 +----+
| HL [------ [------ | H3 |
+--- -+ +--- -+

A network with 3 hosts (Hl, H2, H3) and 3 links (L1, L2, L3).

Figure 1

In Figure 1, there are two possible |locations for shared bottl eneck

detection: sender-side and receiver-side

1. Sender-side: consider a situation where host Hl sends nedia
streams to hosts H2 and H3, and L1 is a shared bottleneck. H2
and H3 neasure the OAD and packet |oss and either send back this
raw data, or the calculated summary statistics, periodically to
H1 every T. H1l, having this know edge, can determ ne the shared
bottl eneck and accordingly control the send rates.

2. Receiver-side: consider that H2 is al so sending nedia to H3, and
L3 is a shared bottleneck. |If H3 sends sunmary statistics to Hl
and H2, neither HL nor H2 al one obtain enough know edge to detect
this shared bottl eneck; H3 can however determine it by conbining
the sunmary statistics related to HL and H2, respectively.

3.1. SBD feedback requirenments

There are three possible scenarios each with different feedback
requirenents:

1.

Hayes,

Both summary statistic calculations and SBD are performnmed at
senders only.

Sunmary statistics calculated on the receivers and SBD at the
senders

and SBD perforned at
but all ows

Sunmary statistic calculations on receivers
bot h senders and receivers (beyond the current scope,
cooperative detection of bottlenecks).

et al. Expi res Septenber 22, 2016 [ Page 9]
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3.1.1. Feedback when all the logic is placed at the sender

Havi ng the sender cal culate the sunmary statistics and determ ne the
shared bottl enecks based on them has the advantage of placing nost of
the functionality in one place -- the sender

The sender requires precise accurate OAND neasurenents for every
packet, along with the proportion of packets |ost over the interva
T, to be sent fromthe receivers to the senders every T.

An initialisation nmessage may be required to agree on the feedback
i nterval .

3.1.2. Feedback when the statistics are cal cul ated at the receiver and
SBD at the sender

This scenario ninimses feedback, but requires receivers to send

sel ected summary statistics at an agreed regular interval. W
envi sage the follow ng exchange of information to initialise the
system

0 Aninitialization nessage fromthe sender to the receiver wll
contain the foll owi ng infornation:

* A protocol identifier (SBD=01). This is to future proof the
message exchange so that potential advances in SBD technol ogy
can be easily deployed. All following initialisation elements
relate to the nmechanismoutlined in this docunment which will
have the identifier SBD=01.

* Alist of which key nmetrics should be collected and rel ayed
back to the sender out of a possibly extensible set (pkt_Ioss,
var _est, skew est, freq_est). The grouping algorithmdescribed
in this docunent requires all four of these netrics, and
receivers MIUST be able to provide them but future algorithns
may be able to exploit other netrics (e.g. netrics based on
explicit network signals).

* The values of T, NN M and the necessary resolution and
precision of the relayed statistics.

0 A response nessage fromthe receiver acknow edges this nessage
with a list of key netrics it supports (subset of the senders
list) and is able to relay back to the sender.

This initialisation exchange may be repeated to finalize the agreed
metrics should not all be supported by all receivers.
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After initialisation the agreed summary statistics will be fed back
to the sender every T.

3.1.3. Feedback when bottl enecks can be determ ned at both senders and
receivers

This type of nechanismis currently beyond the scope of SBD in RMCAT.
It is mentioned here to ensure nore advanced sender/receiver
cooperative shared bottl eneck determ nati on mechani snms renain
possible in the future.

It is envisaged that such a nechanismwould be initialised in a
simlar manner to that described in Section 3.1.2.

After initialisation both summary statistics and shared bottl eneck
determnations will need to be exchanged every T.

3.2. Key netrics and their calculation

Measurenents are cal cul ated over a base interval, T and summari zed
over N or Msuch intervals. Al summary statistics can be cal cul ated
incremental ly.

3.2.1. Mean del ay

The mean delay is not a useful signal for conparisons between flows
since flows may traverse quite different paths and cl ocks will not
necessarily be synchroni zed. However, it is a base neasure for the 3
summary statistics. The nean delay, E T(OMD), is the average one way
del ay neasured over T.

To facilitate the other calculations, the last N E T(OAD) val ues will
need to be stored in a cyclic buffer along with the noving average of
E T(OND):

mean_delay = E ME T(OMD)) = sumME T(OND)) / M

where M <= N. Setting Mto be less than N allows the mechanismto be
nore responsive to changes, but potentially at the expense of a

hi gher error rate (see Section 3.5 for a discussion on inproving the
responsi veness of the nechanism)

3.2.2. Skewness Estimate
Skewness is difficult to calculate efficiently and accurately.
Ideally it should be cal cul ated over the entire period (M* T) from

the mean OAD over that period. However this would require storing
every del ay neasurement over the period. Instead, an estimate is

Hayes, et al. Expi res Septenber 22, 2016 [ Page 11]



Internet-Draft SBD for CCC with RTP Medi a March 2016
made over M* T based on a calculation every T using the previous T s
cal cul ati on of nean_del ay.

The base for the skewness calculation is estinmated using a counter
initialised every T. It increnents for one way delay sanples (OAD)
bel ow t he nean and decrenents for OAD above the nean. So for each
OAD sanpl e:

if (OAD < nean_del ay) skew base_ T++

if (OAD > nean_del ay) skew base T--

The mean_del ay does not include the nmean of the current T interval to
enable it to be calculated iteratively.

skew est = sum MI(skew base_ T)/ num MI( O\D)
where skew est is a nunber between -1 and 1
Note: Care must be taken when inplenmenting the conparisons to ensure
that roundi ng does not bias skew est. It is inmportant that the nean
is calculated with a higher precision than the sanples.
3.2.3. Variability Estimate
Mean Absol ute Deviation (MAD) delay is a robust variability neasure
that copes well with different send rates. It can be inplemented in
an online manner as foll ows:
var_base T = sumT(|OAD - E T(OND) |)
wher e
| x] is the absolute value of x
E T(OAD) is the nean OND cal culated in the previous T
var_est = MAD MI' = sum MI(var_base_T)/ num MI( OAD)
For calculation of freq_est p_v=0.7
For the grouping threshold p_nad=0.1
3.2.4. Oscillation Estimate
An estimate of the | ow frequency oscillation of the delay signal is

cal cul ated by counting and nornalising the significant nean,
E T(OAD), crossings of nean_del ay:
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3.

3.

3.

2

3.

3.

freq_est = nunber_of crossings / N

where we define a significant mean crossing as a crossing that
extends p_v * var_est fromnean_delay. |In our experinents we
have found that p_ v = 0.7 is a good val ue.

Freg_est is a nunber between 0 and 1. Freq_est can be approxi mated
incrementally as foll ows:

Wth each new calculation of E T(OAND) a decision is made as to
whet her this value of E T(OAD) significantly crosses the current
| ong term nean, nean_delay, with respect to the previous
significant mean crossing.

A cyclic buffer, last_N crossings, records a 1 if thereis a
significant nmean crossing, otherwi se a O.

The counter, nunber_of crossings, is incremented when there is a
significant mean crossing and decrenented when a non-zero value is
renoved fromthe | ast_N crossings.

This approximation of freq_est was not used in [Hayes-LCN14], which
calculated freq est every T using the current ENE T(OND)). Qur
tests show that this approxinmation of freq_est yields results that
are alnost identical to when the full calculation is performed every
T.

5. Packet | oss

The proportion of packets |ost over the period NT is used as a
suppl ementary neasure:

pkt | oss = sum NT(l ost packets) / sum NT(total packets)

Not e: When pkt loss is small it is very variable, however, when
pkt _loss is high it becomes a stable nmeasure for making grouping
deci si ons.

Fl ow G oupi ng
1. Flow Gouping Algorithm
The foll owi ng grouping algorithmis RECOMVENDED for SBD in the RMCAT
context and is sufficient and efficient for small to noderate nunbers

of flows. For very large nunbers of flows (e.g. hundreds), a nore
conmpl ex clustering algorithmmy be substituted.
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Since no single nmetric is precise enough to group flows (due to
noi se), the algorithmuses multiple netrics. Each netric offers a
different "view' of the bottleneck |link characteristics, and used
together they enable a nore precise grouping of flows than would
ot herwi se be possi bl e.

Fl ows deternined to be transiting a bottleneck are successively
di vided into groups based on freq_est, var_est, skew est and
pkt _| oss.

The first step is to determine which flows are transiting a

bottl eneck. This is inportant, since if a flowis not transiting a
bottl eneck its delay based nmetrics will not describe the bottleneck
but the "noise" fromthe rest of the path. Skewness, with proportion
of packet |oss as a supplenentary neasure, is used to do this:

1. Gouping will be perfornmed on flows that are inferred to be
traversing a bottl eneck by:

skew est < c_s
|| ( skewest <c_h &PB) || pkt_loss > p_|

The paraneter c_s controls how sensitive the nechanismis in
detecting a bottleneck. C.s = 0.0 was used in [Hayes-LCN14]. A

value of ¢ s = 0.05is alittle nore sensitive, and ¢c.s = -0.05 is a
little less sensitive. C_h controls the hysteresis on flows that
were grouped as transiting a bottleneck last tine. |If the test

result is TRUE, PB=TRUE, otherw se PB=FALSE

These flows, flows transiting a bottleneck, are then progressively
divided into groups based on the freq_est, var_est, and skew est
summary statistics. The process proceeds according to the foll ow ng
st eps:

2. Goup flows whose difference in sorted freq est is less than a
t hreshol d:

diff(freq_est) < p_f

3. Goup flows whose difference in sorted E Mvar_est) (highest to
|l owest) is less than a threshol d:

diff(var_est) < (p_mad * var_est)

The threshold, (p_mad * var_est), is with respect to the highest
val ue in the difference.
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4. Goup flows whose difference in sorted skew est is less than a
t hr eshol d:

di ff(skew est) < p_s

5. Wen packet loss is high enough to be reliable (pkt_loss > p_l),
group flows whose difference is less than a threshold

di ff(pkt_loss) < (p_d * pkt_Iloss)

The threshold, (p_d * pkt loss), is with respect to the highest
value in the difference.

This procedure involves sorting estimates from highest to lowest. It
is sinple to inplement, and efficient for small nunbers of flows (up
to 10-20).

3.3.2. Using the flow group signa

G oupi ng deci sions can be made every T fromthe second T, however
they will not attain their full design accuracy until after the
2*Nth T interval. W recomend that grouping decisions are not nade
until 2*M T intervals

Net wor k conditi ons, and even the congestion controllers, can cause
bottl enecks to fluctuate. A coupled congestion controller MAY decide
only to couple groups that remain stable, say grouped together 90% of
the tine, depending on its objectives. Recomendations concerning
this are beyond the scope of this draft and will be specific to the
coupl ed congestion controllers objectives.

3.4. Renoving Noise fromthe Estimates

The follow ng describe small changes to the cal cul ation of the key
metrics that help renove noise fromthem Currently these "tweaks"
are described separately to keep the main description succinct. In
future revisions of the draft these enhancenments may repl ace the
original key metric cal cul ations.

3.4.1. Gscillation noise
When a path has no bottleneck, var_est will be very snmall and the
recorded significant mean crossings will be the result of path noise.
Thus up to N1 neaningl ess nean crossings can be a source of error at
the point a link becones a bottleneck and flows traversing it begin
to be grouped.

To renove this source of noise fromfreqg_est:

Hayes, et al. Expi res Septenber 22, 2016 [ Page 15]



Internet-Draft SBD for CCC with RTP Medi a March 2016

1. Set the current var_base T = NaN (a value representing an invalid
record, i.e. Not a Number) for flows that are deened to not be
transiting a bottl eneck by the first skew est based grouping test
(see Section 3.3.1).

2. Then var_est = sum MI(var _base T != NaN) / num MI( O\D)

3. For freq_est, only record a significant nmean crossing if flow
deened to be transiting a bottl eneck

These three changes can help to renove the non-bottl eneck noise from
freq_est.

3.4.2. dock skew

General |y sender and receiver clock skewwill be too snall to cause
significant errors in the estimators. Skew est and freq_est are the
nmost sensitive to this type of noise due to their use of a nean OAD
cal cul ated over a longer interval. |In circunmstances where cl ock skew
i s high, basing skew est only on the previous T's nmean and ignoring
freq_est provides a noisier but reliable signal

A nore sophisticated nethod is to estimate the effect the cl ock skew
is having on the summary statistics, and then adjust statistics
accordingly. There are a nunber of techniques in the literature,

i ncl udi ng [ Zhang- I nf oconD2] .

3.5. Reducing |l ag and | nprovi ng Responsi veness

Measur ement based shared bottl eneck detection nmakes decisions in the
present based on what has been neasured in the past. This neans that
there is always a lag in responding to changing conditions. This
mechani smis based on summary statistics taken over (NtT) seconds.
Thi s mechani sm can be nade nore responsive to changi ng conditions by:

1. Reducing N and/or M-- but at the expense of having | ess accurate
metrics, and/or

2. Exploiting the fact that nore recent neasurenents are nore
val uabl e than ol der neasurenents and wei ghting them accordingly.

Al 't hough nore recent neasurenents are nore val uabl e, ol der
measurenents are still needed to gain an accurate estinmate of the
distribution descriptor we are nmeasuring. Unfortunately, the sinple
exponentially wei ghted nmovi ng average wei ghts drop off too quickly
for our requirenents and have an infinite tail. A sinple linearly
decl i ning wei ghted novi ng average al so does not provi de enough wei ght
to the nost recent neasurenents. W propose a piecew se |inear
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di stribution of weights, such that the first section (sanples 1:F) is
flat as in a sinple noving average, and the second section (sanples
F+1:M is linearly declining weights to the end of the averaging

wi ndow. We choose integer weights, which allows increnental

cal culation wi thout introducing rounding errors.

3.5.1. Inproving the response of the skewness estimte

The wei ghted novi ng average for skew est, based on skew est in
Section 3.2.2, can be calculated as foll ows:

skew est = ((M F+1)*sun{skew base_T(1:F))
+ sun([(MF):1].*skew base T(F+1: M))
[ ((MF+1) *sunm( nunmsanpT(1l: F))
+ sun([ (M F):1]. *nunsanpT(F+1: M))
where nunsanpT is an array of the nunber of OAD sanples in each T
(i.e. numT(OND)), and nunmsanpT(1l) is the nost recent; skew base_T(1)
is the nost recent cal culation of skew base T, 1:F refers to the
integer values 1 through to F, and [(MF):1] refers to an array of

the integer values (MF) declining through to 1; and ".*" is the
array scal ar dot product operator.
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To calculate this weighted skew est increnentally:

Not at i on: F_- flat portion, D - declining portion, W - weighted

conponent

Initialise: sumskewbase = 0, F_skewbase=0, WD skewbase=0

skewbase_hist = buffer length Minitialize to O

nunsanpT = buffer length Minitialzed to O

Steps per iteration:

1. ol d_skewbase = skewbase_hi st (M
2. ol d_nunsanpT = nunsanpT(M
3. cycl e(skewbase_hi st)
4. cycl e( numsanpT)
5. nunsanpT(1) = num T( O\D)
6. skewbase hist (1) = skew base T
7. F _skewbase = F_skewbase + skew base T - skewbase_hi st (F+1)
8. W D skewbase = WD skewbase + (M F)*skewbase_ hi st (F+1)
- sum skewbase
9. WD nunsanp = WD nunmsanp + (M F)*nunmsanpT(F+1) - sum nunsanp
+ F_nunsanp
10. F_nunsanp = F_nunsanp + nunsanpT(1) - nunsanpT(F+1)
11. sum skewbase = sum skewbase + skewbase hi st (F+1) - ol d_skewbase
12.  sum nunmsanp = sum nunmsanp + nunmsanpT(1l) - ol d_numsanpT
13. skew est = ((MF+1)*F_skewbase + WD skewbase) /
((M F+1) *F_nunsanmp+W D _nunsanp)
Where cycle(....) refers to the operation on a cyclic buffer where

the start of the buffer is now the next elenent in the buffer.
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3.5.2. Inproving the response of the variability estimate

Simlarly the weighted noving average for var_est can be cal cul ated
as foll ows:

var_est = ((MF+1)*sum(var_base_T(1:F))
+ sum([ (M F):1].*var_base_T(F+1: M))
/' ((M F+1)*sun{ nunsanpT(1: F))
+ sun([ (M F): 1] . *nunsanpT(F+1: M))

where nunsanpT is an array of the nunber of OAD sanples in each T
(i.e. numT(OAD)), and nunsanpT(1l) is the nost recent; skew base T(1)
is the nost recent cal culation of skew base T, 1:F refers to the
integer values 1 through to F, and [(MF):1] refers to an array of
the integer values (MF) declining through to 1; and ".*" is the
array scal ar dot product operator. Wen renoving oscillation noise
(see Section 3.4.1) this calculation nust be adjusted to allow for
invalid var_base T records

Var _est can be calculated increnentally in the same way as skew est
in Section 3.5.1. However, note that the buffer nunsanpT is used for
both cal cul ati ons so the operations on it should not be repeated.

4. Measuring OAD

This section discusses the OAD neasurenments required for this
algorithmto detect shared bottl enecks.

The SBD nmechani sm described in this draft relies on differences

bet ween OAD neasurenents to avoid the practical problens with
measuring absolute OAD (see [ Hayes-LCN14] section I11C). Since al
summary statistics are relative to the mean OAD and sender/receiver
cl ock offsets should be approxinmately constant over the neasurenent
periods, the offset is subtracted out in the cal culation

4.1. Tine stanp resol ution

The SBD mechani smrequires timng information precise enough to be
abl e to make conmparisons. As a rule of thunb, the time resolution
shoul d be I ess than one hundredth of a typical path’s range of
delays. In general, the lower the tinme resolution, the nore care
that needs to be taken to ensure rounding errors do not bias the
skewness cal cul ati on.
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Typical RTP media flows use sub-millisecond tiners, which should be
adequate in nost situations.

5. Inplenentation status

The University of Gslo is currently working on an inplenentation of
this in the Chrom um browser.
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7. |1 ANA Consi derations
This meno includes no request to | ANA

8. Security Considerations

The security considerations of RFC 3550 [ RFC3550], RFC 4585
[ RFC4585], and RFC 5124 [RFC5124] are expected to apply.

Non- aut henti cat ed RTCP packets carrying shared bottl eneck indications
and summary statistics could allow attackers to alter the bottl eneck
sharing characteristics for private gain or disruption of other
parties conmuni cati on.

9. Change history
Changes made to this docunent:
WG 03- >WG 04 Add Mto term nol ogy table, suggest skew est based

on previous T and no freq_est in clock skew
section, feedback requirenents as a separate sub

section.

WG 02- >WG- 03 Correct m sspelled author

WG 01- >WG 02 : Renoved anbi guity associated with the term
"congestion". Expanded the description of

initialisation nessages. Renoved PDV netric.
Added description of increnental weighted netric
calcul ations for skew est. Various clarifications
based on i npl enentation work. Fixed typos and
tuned paraneters.
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WG 00->WG- 01 :  Moved unbi ased skew section to replace skew
estimate, nore robust variability estimator, the
termvariance replaced with variability, clock
drift termcorrected to clock skew, revision to
cl ock skew section with a place hol der, description
of paranmeters

02->Wz 00 Fi xed missing 0.5 in 3.3.2 and m ssing brace in
3.3.3
01->02 : New section describing i nprovenents to the key

metric calculations that help to renove noise

bi as, and reduce lag. Sone revisions to the
notation to nake it clearer. Sone tightening of
the threshol ds.

00->01 : Revi sions to terninology for clarity
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