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Abstract

Interactive real-time nedia applications that use the Real -tine
Transport Protocol (RTP) over the User Datagram Protocol (UDP) nust
use congestion control techniques above the UDP | ayer since it
provi des none. This meno describes the interactions and concept ual
i nterfaces necessary between the application components that relate
to congestion control, specifically the nedia codec control |ayer,
and t he conponents dedicated to congestion control functions.
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1. Introduction

I nformati ve Ref erences
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Interactive real-time nmedia applications nost commonly use RTP

[ RFC3550] over UDP [ RFC0768].
congestion control,

on the Internet,

which is essential
these RTP applications have historically inplemented

Si nce UDP provides no form of
for any application depl oyed

one of the follow ng options at the application |ayer to address

their congestion control

o For media with relatively | ow packet
some applications use a sinple form of
that stops transm ssion permanently or
tenporarily after observing significant packet
significant period of tine,

many speech codecs,
congestion control

requirenents.

rates and bit rates, such as

| oss over a
simlar to the RTP circuit breakers

[I-D.ietf-avtcore-rtp-circuit-breakers].
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o0 Some applications have no explicit congestion control, despite the
clear requirenments in RTP and its profiles AVP [ RFC3551] and AVPF
[ RFCA585], under the expectation that users will term nate nedia
flows that are significantly inpaired by congestion (in essence,
human circuit breakers).

o For nmedia with substantially higher packet rates and bit rates,
such as many vi deo codecs, various non-standard congestion contro
techni ques are often used to adapt transm ssion rate based on
recei ver feedback.

0 Sone experinental applications use standardized techni ques such as
TCP-Friendly Rate Control (TFRC) [RFC5348]. However, for various
reasons, these have not been w dely depl oyed.

The RTP Medi a Congestion Avoi dance Techni ques (RMCAT) wor ki ng group
was chartered to standardi ze appropriate and effective congestion
control for RTP applications. It is expected such applications wll
mgrate fromthe above historical solutions to the RMCAT sol ution(s).

The RMCAT requirements [I-D.ietf-rncat-cc-requirenments] include |ow
del ay, reasonably high throughput, fast reaction to capacity changes
including routing or interface changes, stability w thout over-
reaction or oscillation, fair bandwi dth sharing with other instances
of itself and TCP flows, sharing information across nmultiple flows
when possible [I-D. wel zl -rntat-coupl ed-cc], and performng as well or
better in networks which support Active Queue Managenent (AQM,
Explicit Congestion Notification (ECN), or Differentiated Services
Code Poi nts (DSCP).

In order to neet these requirenents, interactions are necessary

bet ween the application’s congestion controller, the RTP | ayer, nedia
codecs, other conponents, and the underlying UDP/IP network stack
This nmeno attenpts to present a conceptual nodel of the various
interfaces based on a sinplified application deconposition. This
meno di scusses interactions between the congestion control and codec
control layer in a typical RTP Application

Note that RTP can al so operate over other transports with integrated
congestion control such as TCP [ RFC5681] and DCCP [ RFC4340], but that
is beyond the scope of RMCAT and this neno.

2. Key Wrds for Requirenents
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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3. Conceptual Model

It is useful to deconpose an RTP application into several conponents
to facilitate understandi ng and di scussi on of where congestion
control functions operate, and how they interface with the other
components. The conceptual nodel in Figure 1 consists of the
fol | owi ng conmponents.
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Figure 1

0 APP: Application containing one or nore RTP streans and the
correspondi ng nedi a codecs and congestion controllers. For
exanpl e, a WbRTC browser.

0 Config: Configuration specified by the application that provides
the media and transport paraneters, RTP and RTCP paraneters and
ext ensi ons, and congestion control paraneters. For exanple, a
WebRTC Javascri pt application may use the 'constraints’ APl to
af fect the nmedia configuration, and SDP applications may negoti ate
the nmedia and transport paraneters with the renote peer. This
deternmines the initial static configuration negotiated in session
establishnent. The dynamic state nmay differ due to congestion or
other factors, but still nmust conformto linmits established in the
config.

0 Codec: Medi a encoder/decoder or other source/sink for the RTP

payl oad. The codec nay be, for exanple, a sinple nonaural audio
format, a conplex scal able video codec with several dependent
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4.

| ayers, or a source/sink with no |ive encodi ng/ decodi ng such as a
m xer which selectively switches and forwards streanms rather than
m xes mnedi a.

0 RTP: Standard RTP stack functions, including nedia packetization /
de- packeti zati on and header processing, but excluding existing
ext ensi ons and possi bl e new extensions specific to congestion
control (CC) such as absolute tinmestanps or relative transm ssion
time offsets in RTP header extensions. RTCP: Standard RTCP
functions, including sender reports, receiver reports, extended
reports, circuit breakers [I-D.ietf-avtcore-rtp-circuit-breakers],
f eedback messages such as NACK [ RFC4585] and codec contro
messages such as TMMBR [ RFC5104], but excl udi ng existing
ext ensi ons and possi bl e new extensions specific to congestion
control (CC) such as REMB [I-D. al vestrand-rntat-renb] (for
recei ver-side CC), ACK (for sender-side CC), absolute and/or
relative tinmestanps (for sender-side or receiver-side CC), etc.

0 Congestion Control: Al functions directly responsible for
congestion control, including possible new RTP/ RTCP ext ensi ons,
send rate conputation (for sender-side CC), receive rate
conputation (for receiver-side CC), other statistics, and contro
of the UDP sockets including packet scheduling for traffic
shapi ng/ paci ng.

o Shared State: Storage and exchange of congestion control state for
multiple flows within the application and beyond it.

0 Network Stack: The platform s underlying network functions,
usual ly part of the Operating System (0S), containing the UDP
socket interface and other network functions such as ECN, DSCP
physical interface events, interface-level traffic shaping and
packet scheduling, etc. This is usually part of the Operating
System often within the kernel; however, user-space network
stacks and conponents are al so possi bl e.

| mpl ement ati on Mbdel

There are advantages and drawbacks to inplenmenting congestion contro
in the application layer. |t avoids platform dependencies and all ows
for rapid experinentation, evolution and optinization for each
application. However, it also puts the burden on all applications,
whi ch raises the risks of inproper or divergent inplenentations. One
nmotivation of this memo is to mitigate such risks by giving proper

gui dance on how the application conponents relating to congestion
control should interact.
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Anot her drawback of congestion control in the application layer is
that any deconposition, including the one presented in Figure 1, is
purely conceptual and illustrative, since inplenmentations have
differing designs and deconpositions. Conversely, this can be viewed
as an advantage to distribute congestion control functions wherever
expedient without rigid interfaces. For exanple, they nmay be
distributed within the RTP/RTCP stack itself, so the separate
components in Figure 1 are conbined into a single RTP+RTCP+CC
component as shown in Figure 2.

S +
[ +o---- Config |
I I I I
| | Codec |
| APP | | |
[ +- - - RTP+RTCP+CC- - - - - - | ---Shared
B + State
I
I +
| Network ubP |
| Stack | |
I I'P I
S +
Fi gure 2

5. Codec - CC Interactions

The follow ng subsections identify the necessary interactions between
the Codec and congestion control (CC) |layer interfaces that needs to
be consi dered inportant.

5.1. Mandatory Interactions
5.1.1. Alowed Rate

Al'lowed Rate (from CC to Codec): The nmax transmit rate all owed over
the next tine interval. The tinme interval nmay be specified or may
use a default. The rate nmay be specified in bytes or packets or
both. The rate nust never exceed permanent linmts established in
session signaling such as the SDP bandwi dth attribute [ RFC4566] nor
tenporary limts in RTCP such as TMVBR [ RFC5104] or REMB
[I-D.alvestrand-rntat-renb]. This is the nost inportant interface
anong all conponents, and is always required in any RMCAT sol ution
In the sinplest possible solution, it may be the only CC interface
required.
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5.2. Optional Interactions

This section identifies certain advanced interactions that if

i npl ement ed by an RMCAT sol ution shall provide nore granular contro
over the congestion control state and the encoder behavior. As of
today, these interactions are optional to inplenment and future

eval uations of the existing/upconing codecs night result in
considering sone or all of these as Mandatory interactions.

5.2.1. Media E asticity

Medi a Elasticity (from Codec to CC: Many live nedia encoders are
highly elastic, often able to achieve any target bit rate within a

wi de range, by adapting the nmedia quality. For exanple, a video
encoder may support any bit rate within a range of a few tens or
hundreds of kbps up to several Mips, with rate changes registering as
fast as the next video frane, although there nay be linitations in
the frequency of changes. Oher encoders may be |l ess elastic,
supporting a narrower rate range, coarser granularity of rate steps,
sl ower reaction to rate changes, etc. Oher nedia, particularly some
audi o codecs, may be fully inelastic with a single fixed rate. CC
can beneficially use codec elasticity, if provided, to plan Al owed
Rat e changes, especially when there are nultiple flows sharing CC
state and bandwi dt h.

5.2.2. Startup Ranmp

Startup Ranp (from Codec to CC, and from CC to Codec): Startup is an
i mportant nonent in a conversation. Rapid rate adaptation during
startup is therefore inportant. The codec should minimze its
startup nedia rate as nuch as possi bl e w thout adversely inpacting
the user experience, and support a strategy for rapid rate ranp. The
CC shoul d all ow the highest startup nedia rate as possible w thout
adversely inpacting network conditions, and al so support rapid rate
ranp until stabilizing on the avail able bandwi dth. Startup can be
viewed as a negotiation between the codec and the CC. The
specification of the ranp may take a nunber of forns depending on the
interface to the codec; for exanple, a percentage bit rate increase
per RTT (or other tine interval), or an increased transmt w ndow (in
nunber of packets and/or octets all owed outstanding) are al

potential forms. The codec requests a startup rate and ranp, and the
CC responds with the all owabl e paraneters which nmay be | ower/ sl ower
The RMCAT requirements also include the possibility of bandw dth
history to further accelerate or even elininate startup ranp tine.
VWhile this acceleration or elimnation in ranp tinme is beneficial to
t he session user experience when bandwi dth is sufficient, it can be
detrinmental if significant congestion results (the user experience of
this session and all other sessions traversing the point of
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congestion may unnecessarily degrade). Therefore, it is reconmended
that use of potentially stale congestion state for accel eration or
elimnation in ranp up be limted to topol ogi es or depl oynments
bel i eved to have sufficient bandwi dth margin or those in which the
potential transient congestion risk is acceptable. Note that startup
can often comrence before user interaction or conversation to reduce
t he chance of clipped nedi a.

5.2.3. Delay Tol erance

Del ay Tol erance (from Codec to CC): An ideal CC will always mninmze
delay and target zero. However, real solutions often need a rea
non-zero delay tolerance. The codec should provide an absol ute del ay
tol erance, perhaps expressed as an inpairnment factor to mx with
other netrics.

5.2.4. Loss Tol erance

Loss Tol erance (from Codec to CC): An ideal CC will always mnimnze
packet |oss and target zero. However, real solutions often need a
real non-zero loss tolerance. The codec should provide an absol ute

| oss tol erance, perhaps expressed as an inpairnent factor to mx wth
other netrics. Note this is unrecoverable post-repair |oss after
retransm ssion or forward error correction

5.2.5. Forward Error Correction

Forward Error Correction (FEC): Sinple FEC schenes like XOR Parity
codes [ RFC5109] may not handl e consecutive or burst loss well. Mbre
compl ex FEC schenes |i ke Reed- Sol onon [ RFC6865] or Raptor [ RFC6330]
codes are nore effective at handling bursty loss. The sensitivity to
packet | oss therefore depends on the media (source) encoding as well
as the FEC (channel) encoding, and this sensitivity may differ for
different |oss patterns |like random periodic, or consecutive |o0ss.
Expressing this sensitivity to the congestion controller may help it
choose the right bal ance between optim zing for throughput versus |ow
| oss.

5.2.6. Probing for Avail abl e Bandw dth

FEC can al so be used to probe for additional available bandw dth, if
the application desires a higher target rate than the current rate.
FEC is preferable to synthetic probes since any contribution to
congestion by the FEC probe will not inpact the post-repair loss rate
of the source nedia flow while synthetic probes nmay adversely affect
the loss rate. Note that any use of FEC or retransmn ssion nust
ensure that the total flow of all packets including FEC

retransm ssion and origi nal nedia never exceeds the Al owed Rate.
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5.

2.

7. Throughput Sensitivity

Thr oughput Sensitivity (from Codec to CC): An ideal CC will always
maxi m ze throughput. However, real solutions often need a trade-off
bet ween t hroughput and other netrics such as delay or |oss. The
codec shoul d provide throughput sensitivity, perhaps expressed as an
i mpai rment factor (for low throughputs) to mx with other netrics.

5.2.8. Rate Stability

8.

1.

Rate Stability (from Codec to CC): The CC algorithmnnust strike a
bal ance between rate stability and fast reaction to changes in
avai | abl e bandwi dth. The codec should provide its preference for
rate stability versus fast and frequent reaction to rate changes,
per haps expressed as an inpairnment factor (for high rate variance
over short tinescales) to mx with other netrics.
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