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Abst ract

In a dual -stack (IPv4 and | Pv6) environnent, the procedures of RFC
3263 by which a Session Initiation Protocol (SIP) client contacts a
server may not suffice to provide a good user experience. This
docunent describes "Happy Eyebal |l s" nodifications -- nodifications of
the procedures of RFC 3263, as well as additional client procedures
-- which inprove the SIP user experience in many circunstances.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on January 19, 2017
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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Requi renment s

0 Solve the "happy eyeballs"” problemfor INVITE, i.e., if a
destination URI is advertised with both nultiple targets (IPv4 and
| Pv6 or otherw se), but connectivity to only one target exists,
usual Iy nmessage transmi ssion will not be del ayed unacceptably, and
in particular, not by a full tineout as prescribed in 3261

0 Note that the solution nmay be decidedly different based on the
transport protocol (s) for the targets.

0 There is uncertainty about whether adding an RTT to signaling
times is acceptable. For exanple, in practice RTT on the overal
Internet is less than 1/2 second, and that is an acceptabl e del ay
in call setup times under ordinary circunstances.

0 The solution nmust "approxi mate" 3263, in that if several targets
are specified by *different* SRV records and are reachabl e over a
long period of tinme, the relative traffic shares sent to them nust
be conpatible with the priorities and weights of the SRV records.
(I'f they are alternatives that are *not* derived fromdifferent
SRV records, the solution is unconstrained regarding relative
traffic shares.)

Ter i nol ogy
a "client” is the entity that wishes to send a SI P nessage

a "target" or "transport target" is an address/port/protocol triple
that is an address for the transport |ayer of the stack. A target is
derived froma SIP URI (for a request) or a host-port (for a
response).

a "flow' is a sequence of rel ated nessages between the client and a
target. |If the protocol is connection-oriented, the fl ow enconpasses
the connection. |If the protocol requires cryptographic setup, the

fl ow enconpasses the cryptographic session.

a "probe" is an operation executed on a flow by a client to determ ne
whether it can successfully communicate with the target, without
changing the SIP dialog state with the target. Probes can take nany
forns:

0 Setting up a connection of a connection-oriented protocol

o Performing a cryptographi c handshake.

0 Performing a keep-alive as defined by the protocol
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0 Sending an OPTIONS request with Max-Forwards O.

0 Sending a CR-LF-CR-LF keep-alive on a connection as described in
[ RFC5626] .

0 Sending a STUN keep-alive nessage using a datagram protocol as
described in [ RFC5626] .

Note that the sending an OPTIONS request can be used with any(!)
protocol. |If the OPTIONS reaches the target, the target is required
to respond with either a 200 or 483 response (wthout forwarding it
to another entity). Conveniently, a server can respond to such a
request statelessly, so such requests are | ow overhead. (Al though
the [ RFC5626] keep-alive methods are even | ower overhead.)

2.3. Solution
The current state of the solution (as | know of it) is
Note that some SIP nmessages are tine-sensitive for the usesr
experience (e.g., initial INVITES), while others are not (e.g., a
refreshing REG STER). A client MAY choose not to apply the foll ow ng
rules for non-tine-sensitive nessages.

Devi ces MAY change the target order prescribed by RFC 3263/2782. The
devi ce SHOULD fol |l ow the Happy Eyeballs rules, viz.

o0 Prefer targets with existing flows

0 Prefer targets with a different address family than that of a non-
responsi ve address

0 Deprecate targets known to be non-responsive

0o My sinultaneously initiate flows with nmultiple targets as |ong as
UA does not have nore than one sinultaneous outstanding copy of a
request

0 Prefer simultaneously initiating flows with targets in different
address famlies

Devi ces MAY contact targets in any order, including those obtained
via different SRV records, notw thstanding the priority/weight
specified in the SRV records. But in doing this, they MJST
approxi mate the behavi or specified by RFC 3263, in this sense:

If a set of targets is all of the targets derived fromtwo or nore
SRV records, and at |east one target for each SRV record is
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reachabl e by the client over a long period of time, the relative
shares of traffic sent to each subset of targets derived from one
SRV record nust converge to the traffic shares that would result

if the client contacted these targets in the order specified by
RFC 3263 (i.e., according to the priorities and weights of the SRV
records).

(Note that the relative traffic shares between targets that are *not*
derived fromdifferent SRV records (e.g., alternative A records for a
DNS nanme) are not constrained by this requirenent.)

In general, this means that cached reachability information about
targets should time out, causing the behavior of the client to revert
to RFC 3263 over tine.

(Beware that we have to define "reachabl e" above to include
responsi veness -- a high-priority target that has a 5 sec RTT
shouldn’t be able to commandeer all of the traffic.)

If a client does not have recent reachability information for the
flowto a given target, the client SHOULD probe the flow before
sendi ng a request to the target.

This is because in the worst case, sending a request conmits the
client to waiting for a tineout before it can send a duplicate
request to another target. Note that probes do not change the SIP
dialog state of any entity, so probes can be sent in parallel to
mul tiple targets.

Reduce client transaction tineouts: Tinmer B and Tinmer F are currently
64*T1, which defaults to 32 seconds

It seems that reducing the default T1 from 500 nsec to 100 nsec
suffices for this. It seens that RTT to arbitrary places on the
Internet can take as |long as 500 nsec, but RTT to web servers
generally takes 100 nsec or less. That argues for reducing T1 to 100
msec, which nakes tiners B/F 6.4 sec. |In practice, SIP servers are
likely to have connectivity |like web servers. But we want gl oba
public SIP to work (e.g., in peer-to-peer SIP), so SIPto arbitrary
addresses should only rarely tine out.

The retransmni ssion schedul e specified by RFC 3261 is:
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1st send is at tinme O

2nd send is at tinme T1

3rd send is at tine 3*T1

4th send is at tine 7*T1

5th send is at time 15*T1

6th send is at tinme 31*T1

7th send is at tinme 63*T1

timer Bfires at tine 64*T1, ternminating the transm ssion

This is just long enough to allow 7 transm ssions of the nessage. |If

we reduce Tl to 100 nsec (from 500 nsec), the total length of the
schedul e is reduced to 6.4 sec, which seens tolerable as a fail-over
delay. It still alllows 7 retransm ssions.

2.3.1. Problenms with reducing T1
Brett Tate notes that there are problenms with reducing T1:
0

Brett: The issue with using a snmaller T1 value is that it
doesn’'t just inpact the desired tiner. For instance, it can
cause nore retries. Because of this, the draft mght want to
specify allowing the specific smaller tiners in a way which
doesn’t rely upon a smaller T1.

If it matters, RFC 3261 section 17.1.1.2 has nornative
statenents concerning the topic of |ow ng T1.

Dale: It seens to ne that the core concept of that section is
"Tl is an estimate of the round-trip time (RTT)". And while
the average RTT over the global Internet is nearly 500ns, the
RTT to places that expect a lot of traffic seenms to be 100ns or
less. (I expect RTT on carrier-managed networks to be even
less.) So | don't see cutting the default Tl as contravening
that section.

True, that does increase the nunber of retries, but that seens
to be the correct change if it's true that if you don't see a
response in 100ns, it is nore likely that the request was | ost
than that it is delayed in transit.

Do we have any data on what RTT and packet loss is like in rea
systens?
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Wor | ey

Brett: Although this draft can update it if needed, RFC 3261
section 17.1.1.2 paragraph four was the text of potenti al
concern since it looks like an attenpt to limt where T1 can be
| ower ed.

"El ements MAY (though it is NOT RECOMMENDED) use snaller val ues
of T1 within closed, private networks that do not permt

general Internet connection. T1 MAY be chosen larger, and this
is RECOMWENDED if it is known in advance (such as on high

| at ency access links) that the RTT is larger."

It seenms like the extra retries would be an unnecessary burden
upon the next hop. However, | guess that it depends upon if
nmore concerned with 1) dropped packets or 2) the retries

i ncreasing the frequency of devices becom ng overl oaded.

Unl ess this draft updates the RFC 4320 behavi or, there can be
many retries before the next hop can return 100 for non-1NVITE
requests.

As nentioned, the smaller T1 value would not just inpact the
desired tinmers. It would inpact other letter tiners within RFC
3261 and RFC 6026 such as Tinmer L, Tiner M Tiner H, Timer J,
and as nentioned Tiner A Timer E, and Tinmer G  Shoul d these
timers really be reduced? For instance, is it acceptable for
UAS to use T1 of 100ms when the UAC and internediaries are
using T1 of 500ns?

Roman: This all depends what you mean by the "real systens".
For USA hosted PBX systens working with of fice based networks,
RTT is 70nms (typical delay fromeast coast USA to LA
datacenter) or less. |If service is geo optimzed between two
or nore data centers, RTT is 40nms or less. Packet loss is
nearly zero. These conditions account for majority of hosted
PBX traffic.

If you are dealing with international, RTT is around 500ns or
| ess for nost locations. Brazil to Singapore is around 420ns
RTT, for instance. Wstern Europe to LA is around 150nms RTT.
There are, of cause, |ocations where RTT is rmuch higher
especially when satellite links are invol ved.

Packet |oss heavily depends on the last mle link utilization.
There are still links which are 128K which are used for Vol P

I f soneone starts uploading things on this link, you start
seei ng packet |oss or 2-3 sec packet delays. Modst of the tineg,
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3.

3.

.1

2

formlocations with broadband connections, packet loss is close
to zero.

If you start dealing with nobile, things are a |l ot |ess

predi ctable. Packet |oss can be in 10-20%range. RTT del ays
can be up to a second. Sone other |ocations, such as hotels,
especially internationally, are often even worse then nobile
due to randomtraffic bl ocking or deliberate attenpts to bl ock
Vol P.

Client-side NAT

Requi renment s

0o dients behind client-side NATs nust be fully supported.

0 The solution should be as conpatible with SIP Qutbound as

practicabl e.

o The difficult part of this is "the solution for sinple UDP (i.e.

not using SIP Qutbound)". There is a strong perception that in
systens where an edge proxy services 1075 or 1076 UAs that only
UDP- wi t hout - Qut bound has a | ow enough per-fl ow overhead to be

wor kabl e.  The inportant requirenents for sinple UDP seemto be

* The per-UA state in the edge proxy must be no | arger than about
what is kept for a registration.

* The update rate of the per-UA state in the edge proxy nust be
no larger than about the update rate for a registration

o It is perceived that TCP, TLS, and even UDP-wi t h- Qut bound do not
meet these requirements. A substantial fraction of the UAs tested
inthe latest SIPit do not support TCP, TLS, or Qutbound, show ng
that there is substantial nmarket presence of sinple-UDP-only UAs.

0o It is possible that a "Sinple Qutbound" can be defined that
provi des the needed part of the functionality of CQutbound at a
sufficiently | ow overhead and conplexity that it nmeets these
requirenents. If so, it is desirable that it be conceptually and
operationally upward-conpati ble with Qutbound.

Di scussi on

It’s clear to me that the problemis *sol vabl e*, because existing SIP
systens do handl e the client-side NAT problem E. g., the open-source
si pX system has full client-side NAT support. That schene doesn’'t
require SIP Qutbound support in the client at all. NAT support is
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triggered by the client’s requests arriving froman address that is
different than what is specified in the request. Support is

i npl ement ed by mani pul ating the client’s behavior, rewiting
requests/responses to substitute | P addresses, and providing
(essentially) a TURN server to relay nedia.

As far as | can renmenber, sipX s NAT support is recorded and

i mpl emented in the standard registration/redirect database. However,
NAT support does depend on forcing the client to re-register
frequently enough to be assured that the NAT nmapping is not rel eased.
Since processing re-registrations is by far the bulk of the signaling
traffic even without NAT support, this is not a trivial change.

My expectation is that alnost all commrercial SIP systens have NAT
support of this sort.

One difference between this sort of NAT support and Qutbound is that
NAT support is done only at the registrar/proxy; if there is a
separate edge proxy, it only passes UDP nessages and can easily be
stateless. This nmight be a significant factor in very |large

depl oynent s.

Perhaps a significant problemw th Qutbound is that it has to be
i npl emented in both the phone and the switch, |eading to a network
ef fect problem

At this point, it seens to me that we need to get a better
under st andi ng of what people are doing in the market to deal with
NATs and find out why they don’'t use Qutbound. (Since Qutbound is
the standard nethod, | would think it has a strategic advantage in
t he technol ogi cal conpetition.)

Roman not es

There is a significant nunber of end points, such as Pol ycom
phones, that do support SIP outbound.

The nmost efficient way for the client to keep the NAT hole open is
to send STUN based keep alive messages. They are widely
supported. For instance OpenSIPS supports via Stun Mdul e.

For server, the nost efficient way to keep the NAT hole open is to
send OPTIONS or NOTIFY requests to the client. This is nuch nore
efficient then registrations with small timeouts.

Regi stration server which has an in-nenory database for current

registrations can be fairly efficient in reducing nunber of back-
end DB updates due to registrations and subscriptions with small
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4.

4.

1.

timeouts. It is not going to be stateless, but its state does not
need to be replicated and woul d autonmatically recover on the
stand- by server on the next registration or subscription request
fromthe client

One of the big problenms with encrypted SIP traffic is that it gets
nodified by ALG For a lot of hosted PBX providers avoiding the
need to troubl eshoot customer routers is a bigger incentive to
depl oy TLS then user privacy.

Handof f between [ nterfaces
Requi renment s

0 Deal with the handoff problem i.e., when the call (signaling and
medi a) are being sent over one interface, and that interface
beconmes unavail abl e, but another interface has becone avail abl e,
the signaling and nedia should be rerouted via the other
i nterface.

o Simlarly, if the external address of a NAT bi nding changes, the
UA has, in effect, transitioned fromusing one interface to
anot her.

0 The primary requirenent is that the signaling path is
reestablished, i.e., the call is not dropped. It may take severa
seconds for signaling flow to be reestablished.

o The nmedia flow should be interrupted for only a "short" period of
time so the user does not assume that the call has been dropped.
2 seconds seens a reasonabl e target.

Generally, loss of connectivity can be detected by |oss of incom ng
RTCP packets. It looks like the expected RTCP interval is 5 seconds
or longer. Intermittent |oss of RTP due to network congestion is
l'ikely, but we may have to consider detecting | oss of RTP as an

i ndi cator of |oss of connectivity. W have to consider both
symretric | oss of connectivity, in which traffic in both directions
is lost sinultaneously, and asymmetric | oss of connectivity, in which
traffic in one direction is lost while traffic in the other

conti nues.

Restoring RTP (nedia) connectivity is straightforward once SIP
(signaling) connectivity is restored, by executing a re-INVITE to
renegotiate RTP listening ports, etc.
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4.2. Restoring Signaling Connectivity

I can see two ways to restore SIP connectivity: (1) sending re-I1NVITE
to performa target refresh, changing the UA's target URI, and (2)
initiating a new dialog by sending an I NVI TE-wi t h- Repl aces to the
renmote target URI in order to replace the dialog with a new dial og

In either case, the UA should not attenpt to nodify/replace the

di al og before sending an OPTIONS request and receiving a response
fromthe newinterface to the URI that will be targeted by the new
INVITE. (The round-trip OPTIONS ensures that there is two-way
signaling connectivity to the targeted URI.) If the UA has nore than
one interface that is still working, it probably needs to probe the
target URlI using each interface (in parallel), because sonme URI s may
not be reachable from some interfaces.

Sending a re-INVITE is a good nethod if the UA knows that the first
URI in the route set can be reached fromthe UA's new address
(interface). It seems to ne that this will often not be the case,
particul arly when handi ng of f between a carrier nobile network and a
private WFi network.

If the route set of the current dialog cannot be nmaintained, it is
possible to create an entirely new dial og by directing an | NVI TE-

wi th-Replaces to the renote target URI of the dialog. In a perfect
world, the renpte target URI is a GRUU, and the connectivity of a new
INVITE to the GRUU is assured. Unfortunately there is no guarantee
that will work, either.

The difficulty is that all the UA knows about the dialog is the route
set, and there are no fixed conventions that allow the UA to extract
fromthe route set a URI that can be targeted by an | NVI TE/ Repl aces.

E.g., if the route set is:
A: UA's target
B: record route URI 1
C. record route URI 2
D. record route URI 3
E: renote target

It's possible that URI Cis the only publicly routable URI, and the
URI for the | NVITE/ Repl aces shoul d be E?Rout e=C&Rout e=D.

One possibility is probing each route URI with an OPTI ONS request.
That may not be a reliable test if the URl contains an |P address,
especially if the address is in private-use space, as the UA nmay send
the OPTIONS request to a different server that has the sane address.
Though probably if the URI contains a DNS name, then if the OPTIONS
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succeeded, it probably reached the same server as the route URI
i ndi cat es.

Absent any system for indicating which URIs are publicly routable
(other than the "gr" paraneter for GRUUs), we probably have to rely
on the fact that nost SIP tel ephones execute transfers using | NVITE
Repl aces requests that assume that the renote target URl that they
see is publicly routable. As a consequence of this, SIP swtches
perform machinations to ensure that the renote target URIs seen by
phones are publicly routable.

Assumi ng we can assune that renpte target URIs are publicly routable,
then we can safely recommend that UAs al ways use | NVI TE/ Repl aces to
restore signaling.

4.3. Miintaining the CLIENT' S GRUW

Since we expect a UAto use a GRUU as its target URI so that renote
UAs can target the GRUU to reestablish signaling, a UA nust ensure
that its GRUU routes to all the addresses by which it is reachable.
Generally, this means that the UA nmust update its registration
pronptly whenever an interface becones usabl e.

However, it looks |ike there nmay be sone ugly consequences of

mai ntai ning nultiple mappings for a UA's GRUU -- how does a request
get routed to the GRUU, serially or parallely? Can one use "Request-
Di sposition: parallel”™ to force an OPTIONS request to fork parallely
to all of the contacts of a GRUU? The executing UA does not need to
know whi ch of the contacts of the remote UA were accessible via the
GRUU, but it does need to know quite pronptly that sonme contact of
the rembte UA is accessible via the CRUU

OTOH, when the I NVI TE/ Repl aces is processed, we don’t want it to be
del ayed due to serial forking to contacts that are no | onger
accessi bl e, because the tinmeouts prescribed in SIP are long relative
to the time we want handouts to occur in. But perhaps "Request-

Di sposition: parallel" can be used here, as the first fork of an

I NVI TE/ Repl aces to reach a UA will be acted upon and generate a 200
response, and any later arrivals fromother forks will receive 481
responses.

4.4, dare

One risk of reestablishing the dialog is that both UAs m ght attenpt
to reestablish the dialog at the same tine. |If both UAs attenpt to
re-INVITE at the sane tinme, and the invites cross in transit, the
"glare" rules will require each UA to reject the other UA's re-

I NVI TE, back off, and resend, as described in RFC 3261 section 14.
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If one or both UA uses | NVI TE/ Repl aces, various conflicts can occur

It seems to nme that the correct way to fix this is to treat the state
of "an INVITE/ Replaces to revive the dialog is outstanding” as a
glare-creating condition that is handl ed the sane way as "a re-1NVITE
i s outstandi ng".

Chargi ng I nformation

Ideally, if a handoff does not take the call outside the domain of a
single carrier, the carrier should be given enough information to
deternmine that the newdialog is a |ogical continuation of the old
dialog, so that it can conbine the charging records of the two
dialogs. In may cases, the carrier can probably deternine fromthe
I NVI TE/ Repl aces that the new dialog is related to the old dial og.

But should there be a rule that requires that the new dial og copy
some charging-related information fromthe ol d dial og?

GRUUs
An essential characteristic of a GRUU is that it’'s globally
accessible. But if the device only inplenments one address fam ly, or
the intervening network carries only one protocol, then a URl isn't
accessible to a device that only inplenents the *other* protocol

It seenms that the theoretical answer is to require a GRUU to be
accessible in practice fromthe global Internet via either address
famly, but it seens |like that would de-GRUU-i ze probably nost of the
GRUUs that are being used in the universe

This is particularly troublesonme if we use GRUUs to solve, e.g., the
handoff problem since a handoff nmay involve a change of protocol

Ole notes that a GRUU (al nost al ways) has the same hostpart as the
AOR. So if a client can reach the AOR to establish a dialog, it can
reach the GRUU to mani pul ate the dial og

Security Considerations

There probably aren’t any security issues. Copy the security
consi derations section fromdraft-ietf-sipcore-dns-dual -stack

| ANA Consi der ati ons

Thi s docunment does not require any actions by | ANA
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