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Abstract

A Segnent Routing (SR) node steers a packet through a controlled set
of instructions, called segnents, by prepending the packet with an SR
header. A segment can represent any instruction, topological or
service-based. SR allows to enforce a flow through any topol ogi ca
path while maintaining per-flow state only at the ingress node to the
SR donmmi n.

The Segnent Routing architecture can be directly applied to the MPLS
data plane with no change in the forwarding plane. This docunent
descri bes how Segnent Routing operates in a network where LDP is

depl oyed and in the case where SR-capabl e and non- SR-capabl e nodes
coexi st.

Requi renment s Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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1. Introduction

Segnent Routing, as described in [I-D.ietf-spring-segnment-routing],
can be used on top of the MPLS data plane wi thout any nodification as
described in [I-D.ietf-spring-segnent-routing-npls].

Segnent Routing control plane can co-exist with current |abe
di stribution protocols such as LDP ([ RFC5036]).

Thi s docunment outlines the nechani sns through which SR interworks
with LDP in cases where a m x of SR-capabl e and non- SR-capabl e
routers co-exist within the same network and nore precisely in the
same routing donain.

Section 2 describes the co-existence of SRwith other MPLS Contro

Pl ane protocols. Section 3 docunents the interworking between SR and
LDP in the case of non-honogeneous depl oyment. Section 4 describes
how a partial SR deploynent can be used to provide SR benefits to
LDP-based traffic including a possible application of SRin the
context of inter-domain MPLS use-cases. Appendi x A docunents a
nmethod to migrate fromLDP to SR-based MPLS tunneli ng.

Typically, an inplenentation will allow an operator to sel ect
(through configuration) which of the described nodes of SR and LDP
Co- exi stence to use.

2. SR/ LDP Ships-in-the-night coexistence

"MPLS Control Plane Client (MCC)" refers to any control plane
protocol installing forwarding entries in the MPLS data plane. SR
LDP [ RFC5036], RSVP-TE [ RFC3209], BGP [RFCB277], etc are exanples of
MCCs.

An MCC, operating at node N, nust ensure that the incoming | abel it
installs in the MPLS data plane of Node N has been uniquely allocated
to hinsel f.

Segnment Routing nakes use of the Segnent Routing d obal Bl ock (SRGB
as defined in [I-D.ietf-spring-segnent-routing]) for the |abe

al l ocation. The use of the SRGB allows SR to co-exist with any other
MCC.

This is clearly the case for the adjacency segnent: it is a loca
| abel allocated by the | abel nmanager, as for any MCC
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This is clearly the case for the prefix segment: the |abel manager

al l ocates the SRGB set of labels to the SR MCC client and the
operator ensures the unique allocation of each gl obal prefix segnent/
| abel within the allocated SRGB set.

Note that this static |abel allocation capability of the |abe
manager has existed for many years across several vendors and hence
is not new Furthernore, note that the |abel-mnager ability' s to
statically allocate a range of labels to a specific application is
not new either. This is required for MPLS-TP operation. In this
case, the range is reserved by the | abel manager and it is the MPLS-
TP ([ RFC5960]) NMs (acting as an MCC) that ensures the unique

al l ocation of any label within the allocated range and the creation
of the related MPLS forwarding entry.

Let us illustrate an exanpl e of ship-in-the-night (SIN) coexistence.
PE2 PE4
\ /

PEl----A----B---C--PE3
Figure 1: SIN coexistence

The EVEN VPN service is supported by PE2 and PE4 while the ODD VPN
service is supported by PE1l and PE3. The operator wants to tunne
the ODD service via LDP and the EVEN service via SR

This can be achieved in the foll ow ng manner:

The operator configures PElL, PE2, PE3, PE4 with respective

| oopbacks 192.0.2.201/32, 192.0.2.202/32, 192.0.2.203/32
192.0.2.204/32. These PE s advertised their VPN routes with next-
hop set on their respective | oopback address.

The operator configures A, B, Cwth respective | oopbacks
192.0.2.1/32, 192.0.2.2/32, 192.0.2.3/32

The operator configures PE2, A, B, C and PE4 with SRGB [ 100, 300].

The operator attaches the respective Node Segnent Identifiers
(Node-SID s, as defined in [I-D.ietf-spring-segnent-routing]):
202, 101, 102, 103 and 204 to the | oopbacks of nodes PE2, A B, C
and PE4. The Node-SID s are configured to request penultimate-

hop- poppi ng.
PE1, A B, C and PE3 are LDP capabl e.
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PE1 and PE3 are not SR capabl e.

PE3 sends an ODD VPN route to PE1 with next-hop 192.0.2.203 and VPN
| abel 10001.

From an LDP vi ewpoint: PEl received an LDP | abel binding (1037) for a
forwardi ng equi val ence class (FEC) 192.0.2.203/32 fromits next-hop
A. A received an LDP | abel binding (2048) for that FEC fromits
next-hop B. B received an LDP | abel binding (3059) for that FEC from
its next-hop C Creceived inplicit-null LDP binding fromits next-
hop PE3.

As a result, PE1l sends its traffic to the ODD service route
advertised by PE3 to next-hop Awith two |abels: the top | abel is
1037 and the bottom | abel is 10001. Node A swaps 1037 with 2048 and
forwards to B. B swaps 2048 with 3059 and forwards to C. C pops
3059 and forwards to PE3.

PE4 sends an EVEN VPN route to PE2 with next-hop 192.0.2.204 and VPN
| abel 10002.

From an SR viewpoint: PE2 maps the 1 GP route 192.0.2.204/32 onto
Node- SI D 204; node A swaps 204 with 204 and forwards to B; B swaps
204 with 204 and forwards to C, C pops 204 and forwards to PE4.

As a result, PE2 sends its traffic to the VPN service route
advertised by PE4 to next-hop Awith two | abels: the top |abel is 204
and the bottom |l abel is 10002. Node A swaps 204 with 204 and
forwards to B. B swaps 204 with 204 and forwards to C. C pops 204
and forwards to PE4.

The two nodes of MPLS tunneling co-exist.

The ODD service is tunneled fromPEL to PE3 through a continuous
LDP LSP traversing A, B and C

The EVEN service is tunneled fromPE2 to PE4 through a continuous
SR node segnent traversing A, B and C

MPLS2MPLS, MPLS2I P and | P2MPLS co- exi st ence
MPLS2MPLS refers to the forwardi ng behavi or where a router receives a
| abel ed packet and switches it out as a | abel ed packet. Severa
MPLS2MPLS entries may be installed in the data plane for the sane
prefix.

Let us examine A's MPLS forwarding table as an exanpl e:
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I ncom ng | abel: 1037

- outgoing |abel: 2048
- outgoi ng next-hop: B
Note: this entry is programed by LDP for 192.0.2.203/32

I ncom ng | abel: 203

- outgoing |abel: 203
- outgoi ng next-hop: B
Note: this entry is progranmmed by SR for 192.0.2.203/32

These two entries can co-exist because their incomng |abel is
uni que. The uni queness is guaranteed by the | abel manager allocation
rul es.

The sane applies for the MPLS2I P forwarding entries. MLS2IP is the
forwar di ng behavi or where a router receives a | abel |Pv4/1Pv6 packet
with one | abel only, pops the | abel, and switches the packet out as

| Pv4/ 1 Pv6. For | P2MPLS coexistence, refer to Section 6.1

3. SR and LDP I nterworking
Thi s section anal yzes the case where SR is available in one part of
the network and LDP is available in another part. It describes how a
conti nuous MPLS tunnel can be built throughout the network.
PE2 PE4
\ /
PE1- - - - P5- - P6- - P7- - P8- - - PE3
Figure 2: SR and LDP I nterworking

Let us anal yze the follow ng exanpl e:

P6, P7, P8, PE4 and PE3 are LDP capabl e.

PE1, PE2, P5 and P6 are SR capable. PEl, PE2, P5 and P6 are

configured with SRGB (100, 200) and respectively wth node

segnments 101, 102, 105 and 106.

A service flow nust be tunneled from PE1 to PE3 over a continuous
MPLS tunnel encapsul ation and hence SR and LDP need to interwork.
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3.1. LDPto SR
In this section, a right-to-left traffic flowis analyzed.

PE3 has | earned a service route whose next-hop is PEL. PE3 has an
LDP | abel binding fromthe next-hop P8 for the FEC "PE1". Hence PE3
sends its service packet to P8 as per classic LDP behavior

P8 has an LDP | abel binding fromits next-hop P7 for the FEC "PE1"
and hence P8 forwards to P7 as per classic LDP behavi or

P7 has an LDP | abel binding fromits next-hop P6 for the FEC "PELl"
and hence P7 forwards to P6 as per classic LDP behavi or

P6 does not have an LDP binding fromits next-hop P5 for the FEC
"PE1". However P6 has an SR node segnment to the I GP route "PEL".
Hence, P6 forwards the packet to P5 and swaps its |ocal LDP-I|abel for
FEC "PE1" by the equival ent node segnent (i.e. 101).

P5 pops 101 (assuming PEl advertised its node segnent 101 with the
penul timate-pop flag set) and forwards to PEL.

PE1 receives the tunnel ed packet and processes the service | abel

The end-to-end MPLS tunnel is built froman LDP LSP from PE3 to P6
and the rel ated node segnment fromP6 to PE1.

3.1.1. LDP to SR Behavi or

It has to be noted that no additional signaling or state is required
in order to provide interworking in the direction LDP to SR

A SR node havi ng LDP nei ghbors MJST create LDP bindings for each
Prefix-SID learned in the SR domain by treating SR | earned | abels as
if they were | earned through an LDP neighbot. 1In addition for each
FEC, the SR node stitches the incomng LDP | abel to the outgoing SR
| abel . This has to be done in both LDP i ndependent and ordered | abe
di stribution control nodes as defined in [ RFC5036].

3.2. SR to LDP
In this section, the left-to-right traffic flowis anal yzed.
This section defines the Segnent Routing Mapping Server (SRMS). The
SRMS is a | GP node advertising mappi ng between Segnent ldentifiers
(SID) and prefixes advertised by other 1 GP nodes. The SRVS uses a

dedicated I GP extension (1S 1S, OSPFv2 and OSPFv3) which is protoco
specific and defined in [I-D.ietf-isis-segnment-routing-extensions],
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[I-D.ietf-ospf-segnment-routing-extensions], and
[1-D.ietf-ospf-ospfv3-segnent-routing-extensions].

The SRVS function of a SR capable router allows distribution of
mappi ngs for prefixes not locally attached to the advertising router
and therefore allows advertisenent of nappings on behal f of non-SR
capabl e routers.

The SRMS is a control plane only function which may be | ocated
anywhere in the | GP flooding scope. At |east one SRMS server MJST
exist in a routing domain to advertise prefix-SIDs on behal f non-SR
nodes, thereby allowi ng non-LDP routers to send and receive | abel ed
traffic fromLDP-only routers. Miltiple SRMSs may be present in the
same network (for redundancy). This inplies that there are multiple
ways a prefix-to-SI D mappi ng can be advertised. Conflicts resulting
frominconsistent advertisenents are addressed by
[I-D.ietf-spring-segnent-routing-npls].

The exanpl e diagram depicted in Figure 2 assunes that the operator
configures P5 to act as a Segnment Routing Mapping Server (SRVB) and
advertises the foll ow ng mappi ngs: (P7, 107), (P8, 108), (PE3, 103)
and (PE4, 104).

The mappi ngs advertised by one or nore SRMSs result fromlocal policy
i nformati on configured by the operator

If PE3 had been SR capabl e, the operator would have configured PE3
with node segnent 103. |Instead, as PE3 is not SR capable, the
operator configures that policy at the SRM5 and it is the latter
whi ch advertises the nmapping.

The mappi ng server advertisenments are only understood by SR capable
routers. The SR capable routers install the rel ated node segnents in
the MPLS data plane exactly like the node segnents had been
advertised by the nodes thensel ves.

For exanple, PEl installs the node segnment 103 with next-hop P5
exactly as if PE3 had adverti sed node segnment 103.

PE1 has a service route whose next-hop is PE3. PEl has a node
segnment for that 1GP route: 103 with next-hop P5. Hence PEl sends
its service packet to P5 with two | abels: the bottomlabel is the
service label and the top |l abel is 103.

P5 swaps 103 for 103 and forwards to P6.

P6’s next-hop for the I1GP route "PE3" is not SR capabl e (P7 does not
advertise the SR capability). However, P6 has an LDP | abel binding
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fromthat next-hop for the sane FEC (e.g. LDP label 1037). Hence,
P6 swaps 103 for 1037 and forwards to P7.

P7 swaps this |abel with the LDP-1abel received from P8 and forwards
to P8.

P8 pops the LDP | abel and forwards to PE3.
PE3 receives the tunnel ed packet and processes the service |abel.

The end-to-end MPLS tunnel is built froman SR node segnent from PE1l
to P6 and an LDP LSP from P6 to PE3.

SR mappi ng advertisenment for a given prefix provides no information
about the Penultimte Hop Popping. Oher nmechani sms, such as |IGP
specific nechanisns ([I-D.ietf-isis-segnent-routing-extensions],
[I-D.ietf-ospf-segnent-routing-extensions] and
[I-D.ietf-ospf-ospfv3-segment-routing-extensions]), MAY be used to
determine the Penultimate Hop Popping in such case.

Note: In the previous exanple, Penultinmate Hop Popping is not
perfornmed at the SR/ LDP border for segnent 103 (PE3), because none of
the routers in the SR donmain is Penultimate Hop for segnent 103. In
this case P6 requires the presence of the segnent 103 such as to map
it to the LDP | abel 1037.

3.2.1. Segnment Routing Mapping Server (SRMVS)

This section specifies the concept and externally visible
functionality of a segnment routing mapping server (SRVS).

The purpose of a SRM5 functionality is to support the advertisenent
of prefix-SIDs to a prefix without the need to explicitly advertise
such assignnent within a prefix reachability advertisnent. Exanples
of explicit prefix-SID advertisnment are the prefix-SID sub-TLVs
defined in ([I-D.ietf-isis-segnent-routing-extensions],
[I-D.ietf-ospf-segnment-routing-extensions], and
[1-D.ietf-ospf-ospfv3-segnent-routing-extensions]).

The SRVS functionality all ows assigning of prefix-SIDs to prefixes
owned by non-SR-capable routers as well as to prefixes owned by SR
capabl e nodes. It is the former capability which is essential to the
SR-LDP interworking described later in this section

The SRMS functionality consists of two functional blocks: the Mapping
Server (MS) and Mapping dient (M.
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A M5 is a node that advertises an SR nmappi ngs. Advertisenents sent
by an M5 define the assignnment of a prefix-SIDto a prefix

i ndependent of the advertisnment of reachability to the prefix itself.
An M5 MAY advertise SR mappings for any prefix whether or not it
advertises reachability for the prefix and irrespective of whether
that prefix is advertised by or even reachable through any router in
t he network.

An MC is a node that receives and uses the M5 mapping advertisments.
Note that a node nmay be both an M5 and an MC. An MC interprets the
SR mappi ng advertisnent as an assignnent of a prefix-SIDto a prefix.
For a given prefix, if an MC receives an SR nmappi hg adverti senment
froma mapping server and al so has received a prefix-SID
advertisenent for that sane prefix in a prefix reachability

adverti senent, then the MC MJST prefer the SID advertised in the
prefix reachability advertisenent over the mappi ng server
advertisenent i.e., the mapping server advertisment MJST be ignored
for that prefix. Hence assigning a prefix-SIDto a prefix using the
SRMS functionality does not preclude assigning the same or different
prefix-SID(s) to the sane prefix using explict prefix-SID

adverti senent such as the aforenentioned prefix-SID sub-TLVs.

For exanpl e consider an |IPv4 prefix advertisenent received by an I S
IS router in the extended | P reachability TLV (TLV 135). Suppose TLV
135 contained the prefix-SID sub-TLV. |If the router that receives
TLV 135 with the prefix-SID sub-TLV al so received an SR mappi ng
advertisenent for the sanme prefix through the SID/I|abel binding TLV,
then the receiving router nust prefer the prefix-SID sub-TLV over the
SID | abel binding TLV for that prefix. Refer to
([I-D.ietf-isis-segnent-routing-extensions], for details about the
prefix-SID sub-TLV and SI D/ | abel binding TLV.

3.2.2. SR to LDP Behavior
SR to LDP interworking requires a SRVS as defined above.
Each SR capable router installs in the MPLS data pl ane Node- Sl Ds
| earned fromthe SRMS exactly like if these Sl Ds had been adverti sed

by the nodes thensel ves.

A SR node havi ng LDP nei ghbors MJUST stitch the incom ng SR | abel
(whose SID is advertised by the SRVMS) to the outgoing LDP | abel

It has to be noted that the SR to LDP behavi or does not propagate the

status of the LDP FEC which was signaled if LDP was configured to use
the ordered node
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It has to be noted that in the case of SRto LDP, the |abel binding
is equivalent to the independent LDP Label Distribution Control Mde
([ RFC5036] ) where a |l abel in bound to a FEC i ndependently fromthe
recei ved binding for the same FEC.

3.2.3. Interoperability of Miultiple SRMSes and Prefix-SID
adverti senments

In the case of SR/LDP interoperability through the use of a SRVS
mappi ngs are adverti sed by one or nore SRVB

SRVMS function is inplenmented in the Iink-state protocol (such as IS
IS and OSPF). Link-state protocols allow propagati on of updates
across area boundaries and therefore SRMS adverti senents are
propagat ed through the usual inter-area adverti senent procedures in
I ink-state protocols.

Mil tiple SRMSs can be provisioned in a network for redundancy.
Moreover, a preference nechani sm may al so be used anong SRMSs so to
depl oy a primary/secondary SRMS scheme all owi ng controlled

nmodi fication or mgration of SIDs.

The content of SRMS advertisenent (i.e.: mappings) are a matter of

| ocal policy deternined by the operator. Wen nultiple SRMSs are
active, it is necessary that the information (mappings) advertised by
the different SRM5s is aligned and consistent. The foll ow ng
mechanismis applied to determ ne the preference of SRVS
advertisenents:

If a node acts as an SRMS, it MAY advertise a preference to be
associ ated with all SRM5 SID advertisenents sent by that node. The
means of advertising the preference is defined in the protoco
specific drafts e.g.,[I-D.ietf-isis-segnment-routing-extensions]
[1-D.ietf-ospf-segnent-routing-extensions], and
[I-D.ietf-ospf-ospfv3-segnent-routing-extensions]. The preference
value is an unsigned 8 bit integer with the follow ng properties:

0 - Reserved value indicating advertisements fromthat node MJST
NOT be used.

1 - 255 Preference value (255 is nost preferred)

Advertisenent of a preference value is optional. Nodes which do not
advertise a preference value are assigned a preference value of 128.

A MCC on a node receiving one or nore SRVS nmappi ng adverti senents
applies themas foll ows
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For any prefix for which it did not receive a prefix-SID

adverti senent, the MCC applies the SRVS mappi ng advertisnents with
the hi ghest preference. The nechanism by which a prefix-SIDis
advertised for a given prefix is defined in the protocol
specification , [I-D.ietf-isis-segnent-routing-extensions],
[I-D.ietf-ospf-segnment-routing-extensions] and
[I1-D.ietf-ospf-ospfv3-segnment-routing-extensions]

If there is an incom ng | abel collision as specified in
[I-D.ietf-spring-segnent-routing-npls] , apply the steps specified
in[l-Dietf-spring-segnent-routing-npls] to resolve the
col l'i sion.

When the SRMS advertise mappings, an inplenentation should provide a
mechani sm t hr ough whi ch the operator determ nes which of the | P2MPLS
mappi ngs are preferred anong the one adverti sed by the SRMS and the
ones advertised by LDP

SR/ LDP I nterworking Use Cases

SR can be depl oyed such as to enhance LDP transport. The SR
depl oynent can be linmted to the network regi on where the SR benefits
are nost desired.

4.1.

SR Protection of LDP-based Traffic

Figure 4, let us assune:

Al'l link costs are 10 except FG which is 30.

Al'l routers are LDP capable.

X, Y and Z are PE' s participating to an inportant service S

The operator requires 50nsec |ink-based Fast Reroute (FRR) for
service S

A B C, D E F and G are SR capable.
X, Y, Z are not SR capable, e.g. as part of a staged migration

fromLDP to SR, the operator deploys SR first in a sub-part of the
network and then everywhere.
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X

I
Y--A---B---E--Z
| \
D--C-F--G
30

Figure 3: SR/ LDP interworking exanple
The operator would like to resolve the follow ng issues:

To protect the link BA along the shortest-path of the inportant
flow XY, B requires a Renote Loop-Free alternate (RLFA, [RFC7490])
repair tunnel to D and hence a targeted LDP session fromB to D
Typically, network operators prefer avoiding these dynam cally
established nulti-hop LDP sessions in order to reduce the nunber
of protocols running in the network and hence sinplify network
operations.

There is no LFA/RLFA solution to protect the |ink BE al ong the
shortest path of the inportant flow XZ. The operator wants a
guar anteed | i nk-based FRR sol ution.

The operator can neet these objectives by deploying SR only on A B,
C D E F and G

The operator configures A, B, C, D, E, F and Gwith SRGB [ 100,
200] and respective node segnents 101, 102, 103, 104, 105, 106 and
107.

The operator configures D as an SR Mapping Server with the
foll owi ng policy mapping: (X, 201), (Y, 202), (Z, 203).

Each SR node autonmatically advertises |ocal adjacency segnent for
its | GP adjacencies. Specifically, F advertises adjacency segnent
9001 for its adjacency FG

A B C, D E F and G keep their LDP capability and hence the fl ows
XY and XZ are transported over end-to-end LDP LSP s.

For exanple, LDP at Binstalls the following MPLS data plane entries:
Incom ng | abel: local LDP |abel bound by B for FEC Y

Qut going | abel: LDP | abel bound by A for FEC Y

Qut goi ng next-hop: A

I ncoming |abel: local LDP | abel bound by B for FEC Z
Qut goi ng | abel: LDP I abel bound by E for FEC Z
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Qut goi ng next-hop: E

The novelty comes from how t he backup chains are computed for these
LDP-based entries. \While LDP |abels are used for the primary next-
hop and outgoing labels, SR information is used for the FRR
construction. |In steady state, the traffic is transported over LDP
LSP. In transient FRR state, the traffic is backup thanks to the SR
enhanced capabilities.

The RLFA paths are dynamically pre-conputed as defined in [ RFC7490].
Typically, inplenentations allow to enabl e RLFA nmechani smthrough a
simpl e configuration command that triggers both the pre-conputation
and installation of the repair path. The details on how RLFA
mechani sms are i npl enented and configured is outside the scope of
this docunment and not relevant to the aspects of SR/ LDP interwork
explained in this docunent.

This hel ps neet the requirenents of the operator

Elimnate targeted LDP session

Guar ant eed FRR cover age.

Keep the traffic over LDP LSP in steady state.

Partial SR depl oynment only where needed.

Eli m nati ng Targeted LDP Session

B's MPLS entry to Y becones:

- Incomng label: local LDP | abel bound by B for FEC Y
Qut goi ng | abel: LDP | abel bound by A for FECY
Backup outgoing | abel: SR node segnent for Y {202}
Qut goi ng next-hop: A
Backup next-hop: repair tunnel: node segnent to D {104}

wi t h out goi ng next-hop: C

It has to be noted that Dis selected as Renote Loop-Free Alternate
(RLFA) as defined in [ RFC7490].

In steady-state, X sends its Y-destined traffic to Bwith a top | abe
which is the LDP | abel bound by B for FEC Y. B swaps that top | abe
for the LDP | abel bound by A for FEC Y and forwards to A. A pops the
LDP | abel and forwards to Y.

Upon failure of the link BA, B swaps the incom ng top-label with the
node segnment for Y (202) and sends the packet onto a repair tunnel to
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D (node segnment 104). Thus, B sends the packet to Cwith the |abe
stack {104, 202}. C pops the node segnent 104 and forwards to D. D
swaps 202 for 202 and forwards to AL A's next-hop to Y is not SR
capabl e and hence node A swaps the inconing node segnent 202 to the
LDP | abel announced by its next-hop (in this case, inplicit null).

After |1 GP convergence, B's MPLS entry to Y will becone:

- Incomng label: local LDP | abel bound by B for FECY
Qut goi ng | abel: LDP | abel bound by C for FEC Y
Qut goi ng next-hop: C

And the traffic XY travels again over the LDP LSP

Concl usion: the operator has elimnated the need for targeted LDP
sessions (no longer required) and the steady-state traffic is stil
transported over LDP. The SR deploynent is confined to the area
where these benefits are required.

Despite that in general, an inplenmentation would not require a nanua
configuration of LDP Targeted sessions however, it is always a gain
if the operator is able to reduce the set of protocol sessions
runni ng on the network infrastructure.

4.3. CQuaranteed FRR coverage

As nentioned in Section 4.1 above, in the exanple topol ogy described
in Figure 4, there is no RLFA-based solution for protecting the
traffic fl ow YZ against the failure of |link BE because there is no

i ntersection between the extended P-space and Q space (see [ RFC7490]
for details). However:

- Gbelongs to the Q space of Z

- Gecan be reached fromB via a "repair SR path" {106, 9001} that is
not affected by failure of |link BE (The nethod by which G and the
repair tunnel to it fromB are identified are out of scope of this
docunent.)

B's MPLS entry to Z becones:
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- Incoming label: |ocal LDP |Iabel bound by B for FEC Z
Qut goi ng | abel: LDP | abel bound by E for FEC Z
Backup outgoing | abel: SR node segnent for Z {203}
Qut goi ng next-hop: E
Backup next-hop: repair tunnel to G {106, 9001}

Gis reachable fromB via the conbi nation of a
node segnment to F {106} and an adj acency segnent
FG {9001}

Note that {106, 107} woul d have equal |y work

I ndeed, in many case, P's shortest path to Qis
over the link PQ The adjacency segnent fromP to
Qis required only in very rare topol ogi es where
the shortest-path fromP to Qis not via the link

PQ.

In steady-state, X sends its Z-destined traffic to Bwith a top | abe
which is the LDP | abel bound by B for FEC Z. B swaps that top | abe
for the LDP | abel bound by E for FEC Z and forwards to E. E pops the
LDP | abel and forwards to Z

Upon failure of the link BE, B swaps the incom ng top-label with the
node segnment for Z (203) and sends the packet onto a repair tunnel to
G (node segnent 106 foll owed by adjacency segnent 9001). Thus, B
sends the packet to Cwith the |Iabel stack {106, 9001, 203}. C pops
the node segment 106 and forwards to F. F pops the adjacency segnent
9001 and forwards to G G swaps 203 for 203 and forwards to EE FE's
next-hop to Z is not SR capable and hence E swaps the incom ng node
segnent 203 for the LDP | abel announced by its next-hop (in this
case, inmplicit null)

After 1 GP convergence, B's MPLS entry to Z will becone:

- Incomng label: local LDP |abel bound by B for FEC Z
Qut goi ng | abel: LDP I abel bound by C for FEC Z
Qut goi ng next-hop: C

And the traffic XZ travel s again over the LDP LSP

Concl usi ons:

- the operator has elimnated its second probl em guaranteed FRR
coverage is provided. The steady-state traffic is stil

transported over LDP. The SR deploynent is confined to the area
where these benefits are required.
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- FRR coverage has been achi eved without any signaling for setting
up the repair LSP and without setting up a targeted LDP session
between B and G

4.4, Inter-AS Option C, Carrier’s Carrier

6

6

In inter-AS Option C [ RFC4364], two interconnected ASes sets up
inter-AS MPLS connectivity. SR rmay be independently deployed in each
AS.

PE1- - - Rl- - - Bl- - - B2- - - R2- - - PE2

Figure 4: Inter-AS Option C

In Inter-AS Option C, B2 advertises to Bl a | abel ed BGP route
[RFC8277] for PE2 and Bl reflects it to its internal peers, such as
PE1. PEl learns froma service route reflector a service route whose
next-hop is PE2. PEl resolves that service route on the | abel ed BGP
route to PE2. That |abeled BGP route to PE2 is itself resolved on
the AS1 IGP route to BI1.

If ASl1 operates SR, then the tunnel fromPEl to Bl is provided by the
node segment from PE1l to Bl.

PE1 sends a service packet with three labels: the top one is the node
segment to Bl, the next-one is the label in the | abel ed BGP route
provided by Bl for the route "PE2" and the bottomone is the service
| abel allocated by PE2.

| ANA Consi derations
Thi s docunent does not introduce any new codepoint.
Manageabi l ity Consi derations
1. SR and LDP co-exi stence

When both SR and LDP co-exist, the foll owi ng applies:

- |If both SR and LDP propose an | P2MPLS entry for the sane |IP
prefix, then by default the LDP route SHOULD be selected. This is
because it is expected that SR is introduced into network that
contain routers that do not support SR Hence by having a

behavi or that prefers LDP over SR, traffic flowis unlikely to be
di srupted

Bashandy, et al. Expires March 6, 2019 [ Page 17]



Internet-Draft Segnent Routing and LDP Sept enber 2018

6

2

- Alocal policy on a router MIST allow to prefer the SR-provided
| P2MPLS entry.

- Note that this policy MAY be locally defined. There is no
requirenent that all routers use the sane policy.

Dat apl ane Verification

When Label switch paths (LSPs) are defined by stitching LDP LSPs with
SR LSPs, it is necessary to have nechanisns allow ng the verification
of the LSP connectivity as well as validation of the path. These
nmechani sms are described in [ RFC8287].

Security Considerations

Thi s docunent does not introduce any change to the MPLS dat apl ane
[ RFC3031] and therefore no additional security of the MPLS datapl ane
is required

Thi s docunment introduces another form of |abel binding

adverti senents. The security associated with these advertisenents is
part of the security applied to routing protocols such as IS-1S

[ RFC5304] and OSPF [ RFC5709] which both optionally nake use of

crypt ographi ¢ authenticati on mechani sms. This form of advertisenent
is nore centralized, on behalf of the node advertising the IP
reachability, which presents a different risk profile. This docunent
al so specifies a nechanismby which the ill effects of advertising
conflicting | abel bindings can be mtigated. |In particular
advertisenents fromthe node advertising the IP reachability is nore
preferred than the centralized one. Because this docunent recognizes
that reachability, which presents a different risk profile. This
docunent m scofiguration and/or progranming may result in false or

conflicting al so specifies a nmechanismby which the ill effects of
advertising | abel binding adverti senents, thereby conpronising
traffic conflicting |abel bindings can be mtigated. |In particular

forwardi ng, the document recommends strict configuration/
advertisements fromthe node advertising the | P reachability is nore
programmuability control as well as nontoring the SID adverti sed and
preferred than the centralized one. log/error nessages by the
operator to avoid or at least significantly mnimze the possibility
of such risk.
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Appendix A. Mgration fromLDP to SR

PE2 PE4
\ /
PE1- - - - P5- - P6- - P7- - - PE3

Figure 5: Mgration

Several mnigration techniques are possible. The technique described
here is inspired by the comonly used nethod to migrate fromone |IGP
to anot her.

At time TO, all the routers run LDP. Any service is tunneled froman
ingress PE to an egress PE over a continuous LDP LSP.

At time T1, all the routers are upgraded to SR They are configured
with the SRGB range [ 100, 300]. PE1l, PE2, PE3, PE4, P5, P6 and P7
are respectively configured with the node segnents 101, 102, 103,
104, 105, 106 and 107 (attached to their service-recursing | oopback).
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At this time, the service traffic is still tunneled over LDP LSP.
For exanple, PE1l has an SR node segment to PE3 and an LDP LSP to
PE3 but by default, as seen earlier, the LDP | P2MPLS encapsul ati on
is preferred. However, it has to be noted that the SR
infrastructure is usable, e.g. for Fast Reroute (FRR) or | GP Loop
Free Convergence to protect existing IP and LDP traffic. FRR
mechani sms are described in and [ RFC8355].

At time T2, the operator enables the local policy at PEl to prefer SR
| P2MPLS encapsul ati on over LDP | P2IVPLS.

The service fromPEL1 to any other PE is now riding over SR Al
other service traffic is still transported over LDP LSP.

At time T3, gradually, the operator enables the preference for SR
| P2MPLS encapsul ation across all the edge routers.

Al the service traffic is now transported over SR LDP is still
operational and services could be reverted to LDP.

At time T4, LDP is unconfigured fromall routers.
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