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Abstract

This meno updates the TCP sender-side reaction to a congestion
notification received via Explicit Congestion Notification (ECN).

The updat ed nmet hod reduces FlightSize in Congestion Avoi dance by a
smal | er amobunt than the TCP reaction to loss. The intention is to
achi eve good throughput when the queue at the bottleneck is smaller
than t he bandwi dt h-del ay- product of the connection. This is nore
Iikely when an Active Queue Managenent (AQW nechani sm has used ECN
to CE-nmark a packet, than when a packet was lost. Future versions of
this docunent will also describe a corresponding nethod for SCTP.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on May 3, 2017.

Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Definitions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. I nt roduction

Conpl enenting [|-D. AQV ECN- benefits], [I|-D. ECN-exp] enabl es w der ECN
depl oynent by updating rules in [RFC3168] that prohibited certain
experinents. Specifically, [I-D ECN-exp] allows for experiments to
specify a congestion control response to a CE-nmarked packet that
differs fromthe response to a dropped packet. This meno defines
such a different congestion control response, called "ABE"
(Alternative Backoff with ECN). ABE is thus an Experinent in
accordance with [I-D. ECN- exp].

[ RFC5681] stipulates that TCP congestion control sets "ssthresh" to
max(FlightSize / 2, 2*SMBS) in response to packet |oss. This
corresponds to a backoff nultiplier of 0.5 (halving cwnd and

ssht hresh after packet loss). Consequently, a standard TCP fl ow
using this reaction needs significant network queue space: it can
only fully utilise a bottleneck when the Iength of the |link queue (or
the AQM dropping threshold) is at |east the bandw dt h-del ay product
(BDP) of the flow

A backoff multiplier of 0.5 is not the only avail able strategy. As
defined in [I-D.CUBIC], CUBIC nultiplies the current cwnd by 0.7 in
response to loss (the Linux inplenmentation of CUBIC has used a

mul tiplier of 0.7 since kernel version 2.6.25 rel eased in 2008).
Consequently, CUBIC utilises paths well even when the bottl eneck
queue is shorter than the bandw dt h-del ay product of the flow.
However, in the case of a DropTail (FIFO queue w thout AQM such

| ess-aggressi ve backoff increases the risk of creating a standing
queue [ CODEL2012].

The standard TCP backoff behavi our defined in [RFC5681] entails
reduced link utilisation in situations with short queues and | ow
statistical nmultiplexing. This neno proposes a concrete sender-side-
only congestion control response that renedies this problem

Devi ces inplenenting AQM are likely to be the domi nant (and possibly
only) source of ECN CE-marking for packets from ECN-capabl e senders
AQM mechani snms typically strive to maintain a snmall average queue

| ength, regardl ess of the bandwi dt h-del ay product of flows passing
through them Receipt of an ECN CE-nmark night therefore reasonably
be taken to indicate that a small bottl eneck queue exists in the
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pat h, and hence the TCP fl ow woul d benefit fromusing a | ess
aggressi ve backoff nultiplier.

Much of the background to this proposal can be found in [ ABE2015].
Using a nix of experinents, theory and sinulations with standard
NewReno and CUBI C, [ ABE2015] reconmends enabling ECN and letting

i ndi vidual TCP senders use a larger nultiplicative decrease factor as
a reaction to the receiver reporting ECN CE-mar ks from AQW enabl ed
bottl enecks. Such a change is noted to result in "...significant
performance gains in lightly-nultiplexed scenarios, wthout |osing

t he del ay-reduction benefits of deploying CoDel or PIE" [I|-D. CoDel]
[I-D.PIE]. This is achieved when reacting to ECN-Echo in Congestion
Avoi dance by multiplying cwnd and sstthresh with a value in the range
[0.7..0.85].

3. Discussion
3.1. Wy Use ECN to Vary the Degree of Backoff?

The classic rule-of-thunb dictates that a transport provides a BDP of
bottl eneck buffering if a TCP connection wi shes to optim se path
utilisation. A single TCP connection running through such a

bottl eneck will have opened cwnd up to 2*BDP by the tine packet |oss
occurs. [RFC5681]'s halving of cwnd and ssthresh pushes the TCP
connection back to allowing only a BDP of packets in flight -- just
sufficient to maintain 100% utilisation of the network path.

AQM schenes |ike CoDel [I-D.CoDel] and PIE [I-D. Pl E] use congestion
notifications to constrain the queui ng del ays experienced by packets,
rather than in response to inpending or actual bottleneck buffer
exhaustion. Wth current default delay targets, CoDel and PIE both
effectively enmul ate a shall ow buffered bottleneck (section 11

[ ABE2015]) while allow ng short traffic bursts into the queue. This
interacts acceptably for TCP connections over | ow BDP paths, or

hi ghly nul tipl exed scenarios (many concurrent TCP connecti ons).
However, it interacts badly with lightly-nultiplexed cases (few
concurrent connections) over a high BDP path. Conventional TCP
backoff in such cases |eads to gaps in packet transm ssion and under -
utilisation of the path.

The idea to react differently to | oss upon detecting an ECN CE- mark
pre-dates [ ABE2015]. [1CC2002] al so proposed using ECN CE-narks to
nmodi fy TCP congestion control behaviour, using a |arger

mul tiplicative decrease factor in conjunction with a smaller additive
increase factor to work with RED based bottl enecks that were not
necessarily configured to enmul ate a shall ow queue.
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3.2. Focus on ECN as Defined in RFC3168

Sone nmechani sns rely on ECN semantics that differ fromthe
definitions in [ RFC3168] -- for exanple, Congestion Exposure (ConEx)
[RFC7713] and DCTCP [I-D.ietf-tcpmdctcp] need nore accurate ECN

i nformati on than the feedback nechanismin [ RFC3168] offers (defined
in[l-Dietf-tcpmaccurate-ecn]). Such nmechanisns allow a sending
rate adjustnment nore frequent than each RTT. These nechani sns are
out of the scope of the current document.

3.3. Discussion: Choice of ABE Miultiplier

Al ternative Backoff with ECN (ABE) decouples a TCP sender’s reaction
to loss and ECN CE-nmarks in Congestion Avoi dance. The description
respectively uses beta {loss} and beta {ecn} to refer to the

mul tiplicative decrease factors applied in response to packet | oss,
and also in response to a receiver indicating that an ECN CE-nmark was
recei ved on an ECN-enabl ed TCP connection (based on the terns used in
[ ABE2015]). For non-ECN-enabled TCP connections, no ECN CE-marks are
recei ved and only beta_ {l oss} applies.

In other words, in response to detected | oss:
FlightSize (n+l) = FlightSize n * beta {Il oss}

and in response to an indication of a received ECN CE- mark:
FlightSize (n+l) = FlightSize n * beta {ecn}

where, as in [RFC5681], FlightSize is the anount of outstanding data
in the network, upper-bounded by the sender’s congesti on wi ndow
(cwnd) and the receiver’s advertised wi ndow (rwnd). The higher the
val ues of beta_{loss} and beta_{ecn}, the | ess aggressive the
response of any individual backoff event.

The appropriate choice for beta {loss} and beta {ecn} values is a

bal anci ng act between path utilisation and draining the bottleneck
queue. Mbre aggressive backoff (smaller beta *) risks underutilising
the path, while | ess aggressive backoff (larger beta_*) can result in
sl ower draining of the bottl eneck queue.

The Internet has already been running with at least two different
beta {loss} values for several years: the value in [ RFC5681] is 0.5,
and Linux CUBIC uses 0.7. ABE proposes no change to beta {loss} used
by any current TCP inpl enentations.

beta {ecn} depends on how the response of a TCP connection to shall ow
AQM mar ki ng thresholds is optimsed. beta {loss} reflects the
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preferred response of each TCP al gorithm when faced with exhaustion
of buffers (of unknown depth) signalled by packet |oss.

Consequently, for any given TCP algorithmthe choice of beta {ecn} is
likely to be algorithmspecific, rather than a constant nultiple of
the algorithnm s existing beta {l oss}.

A range of experinents (section |V, [ABE2015]) w th NewReno and CUBI C
over CoDel and PIE in lightly-nultipl exed scenarios have expl ored
this choice of paraneter. These experinents indicate that CUBIC
connections benefit frombeta {ecn} of 0.85 (cf. beta {loss} = 0.7),
and NewReno connections see inprovenents with beta {ecn} in the range
0.7 to 0.85 (cf. beta {loss} = 0.5).

4. Specification

Thi s docunment RECOMMVENDS t hat experinental deploynents nultiply the
FlightSize by 0.8 and reduce the slow start threshold 'ssthresh’ in
Congesti on Avoi dance in response to reception of a TCP segnent that
sets the ECN-Echo fl ag.

5. Status of the Update

This update is a sender-side only change. Like other changes to
congestion-control algorithns it does not require any change to the
TCP receiver or to network devices (except to enabl e an ECN marki ng
al gorithm [ RFC3168] [RFC7567]). |If the nethod is only depl oyed by
some TCP senders, and not by others, the senders that use this nethod
can gai n advantage, possibly at the expense of other flows that do
not use this updated nethod. This advantage applies only to ECN

mar ked packets and not to | oss indications. Hence, the new method
can not |lead to congestion coll apse.

The present specification has been assigned an Experinental status,
to provide Internet deploynent experience before being proposed as a
St andar ds- Track updat e.
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| ANA Consi der ati ons
XX RFC ED - PLEASE REMOVE THI S SECTI ON XXX

This meno includes no request to | ANA

| npl enent ati on Status

ABE is inplenmented as a patch for Linux and FreeBSD. It is neant for
research and avail abl e for downl oad from
http://heimifi.uio.no/naeenk/research/ ABE/ This code was used to
produce the test results that are reported in [ ABE2015].

Security Considerations

The described nmethod is a sender-side only transport change, and does
not change the protocol nessages exchanged. The security
consi derations of [RFC3168] therefore still apply.

Thi s docunent describes a change to TCP congestion control with ECN
that will typically lead to a change in the capacity achi eved when
flows share a network bottleneck. Simlar unfairness in the way that
capacity is shared is also exhibited by other congestion contro
mechani snms that have been in use in the Internet for nmany years
(e.g., CUBICI[I-D.CUBIC]). Unfairness nmay also be a result of other
factors, including the round trip tinme experienced by a flow. This
advant age applies only to ECN-marked packets and not to |oss

i ndi cations, and will therefore not |ead to congestion coll apse.

Revi sion I nformation
XX RFC ED - PLEASE REMOVE THI S SECTI ON XXX
-01. This I-Dnowrefers to

draft-bl ack-tsvwg-ecn-experi nmentati on-02, which repl aces
draft-khadem -t svwg- ecn-response-00 to nake a broader update to
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RFC3168 for the sake of allow ng experinents. As a result, sone of
the motivating and di scussing text that was noved from
draft-khadem -al ternativebackoff-ecn-03 to

dr aft - khadem -t svwg- ecn-response- 00 has now been re-inserted here.

-00. draft-khadem -tsvwg-ecn-response-00 and
draft-khadeni-tcpmalternativebackoff-ecn-00 replace

draft-khadem -al ternati vebackoff-ecn-03, followi ng discussion in the
TSVWG and TCPM wor ki ng groups.
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