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Abst ract

Thi s docunent provides a profile for the Transmi ssion Control

Prot ocol (TCP) over Constrai ned-Node Networks (CNNs). The
overarching goal is to offer sinple nmeasures to allow for |ightweight
TCP i npl enentation and suitable operation in such environnents.
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1. I nt roduction

The Internet Protocol suite is being used for connecting Constrained-
Node Networks (CNNs) to the Internet, enabling the so-called Internet
of Things (10T) [RFC7228]. In order to neet the requirenments that
stemfrom CNNs, the | ETF has produced a suite of protocols
specifically designed for such environnents

[I-D.ietf-1w g-energy-efficient].

At the application layer, the Constrained Application Protocol (CoAP)
was devel oped over UDP [ RFC7252]. However, the integration of somne
CoAP depl oynments with existing infrastructure is being chall enged by
m ddl eboxes such as firewalls, which may limt UDP-based

conmmuni cations. This is one of the main reasons why a CoAP over TCP
specification is being devel oped [I|-D.tschof eni g-core-coap-tcp-tls].

On the other hand, other application |ayer protocols not specifically
designed for CNNs are al so being considered for the 10T space. Somne
exanpl es include HITP/2 and even HITP/ 1.1, both of which run over TCP
by default [RFC7540][ RFC2616]. TCP is also used by non-I|ETF
application-layer protocols in the |IoT space such as MJIT and its

i ghtwei ght variants [ MJTTS].

Thi s docunment provides a profile for TCP over CNNs. The overarching

goal is to offer sinple nmeasures to allow for |ightweight TCP
i npl ementation and suitable operation in such environnents.
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1.

3.

3.

1. Conventions used in this docunent

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119]

Characteristics of CNNs rel evant for TCP

Constrai ned nodes are characterized by significant limtations on
processing, nenory, and energy resources [ RFC7228]. The first two

di mensi ons pose constraints on the conplexity and on the nenory
footprint of the protocols that constrai ned nodes can support. The
latter requires techniques to save energy, such as radio duty-cycling
in wireless devices [I-D.ietf-lw g-energy-efficient], as well as

m nim zation of the nunber of nessages transnitted/received (and
their size).

Constrai ned nodes often use physical/link |layer technol ogi es that
have been characterized as 'lossy’. Many such technol ogi es are

wirel ess, therefore exhibiting a relatively high bit error rate.
However, some wired technol ogies used in the CNN space are al so | ossy
(e.g. Power Line Conmunication).

Sone CNNs foll ow the star topol ogy, whereby one or several hosts are
linked to a central device that acts as a router connecting the CNN
to the Internet. CNNs rmay also follow the nultihop topol ogy

[ RFC6606] .

TCP over CNNs
1. Maxi num Segnent Size (MBSS)

Sone link layer technologies in the CNN space are characterized by a
short data unit payload size, e.g. up to a few tens or hundreds of
bytes. For exanple, the maxi numframe size in | EEE 802.15.4 is 127
byt es.

6LoWPAN defi ned an adaptation |layer to support |Pv6 over |EEE

802. 15. 4 networks. The adaptation |ayer includes a fragnentation
mechani sm since |Pv6 requires the |layer below to support an MIU of
1280 bytes [ RFC2460], while | EEE 802.15.4 | acked fragnmentation
mechani sms. 6LOWPAN defines an | EEE 802.15.4 link MIU of 1280 bytes

[ RFC4944]. (O her technol ogies, such as Bluetooth LE [RFC7668], ITU-T
G 9959 [ RFC7428] or DECT-ULE [I-D.ietf-6lo-dect-ule], do support Ilink
| ayer fragnentation. By exploiting this functionality, the
adaptation layers to enable 1 Pv6 over such technol ogi es al so support
an MTU of 1280 byt es.
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In order to avoid IP layer fragmentation, the TCP MSS MJUST NOT be set
to a value greater than 1220 bytes in CNNs. (Note: IP version 6 is
assuned.) In any case, the TCP M5S MJUST NOT be set to a val ue

|l eading to an | Pv6 datagram si ze exceedi ng 1280 byt es.

3.2. Wndow Size

As per this docunent, the TCP w ndow size MJST have a size of one
segment. This value is appropriate for sinple nmessage exchanges in
the CNN space, reduces inplenentation conplexity and nenory

requi renents, and reduces overhead (see section 3.6).

A TCP wi ndow si ze of one segnment follows the sane rationale as the
default setting for NSTART in [ RFC7252], |eading to equival ent
operation when CoAP is used over TCP

3.3. RTO estinmation

Traditionally, TCP has used the well known RTO estimation algorithm
defined in [ RFC6298]. However, experinental studies have shown that
anot her al gorithm such as the RTO estimator defined in

[1-D. bormann-core-cocoa] (hereinafter, CoCoA RTO outperforns state-
of -art algorithns designed as inprovenents to RFC 6298 for TCP, in
terns of packet delivery ratio, settling tinme after a burst of
nmessages, and fairness (the latter is specially relevant in multihop
net wor ks connected to the Internet through a single device, such as a
6LoWPAN Bor der Router (6LBR) configured as a RPL root) [Commag]. In
fact, CoCoA RTO has been designed specifically considering the

chal  enges of CNNs, in contrast with the RFC 6298 RTO.  Therefore, as
per this docunment, CoCoA RTO SHOULD be used in TCP over CNNs.

Al ternatively, inplementors MAY choose the RTO estimation al gorithm
defined in RFC 6298. One of the two RTO al gorithms MJST be

i mpl enment ed.

3.4. Keep-alive and TCP connection lifetine

In CNNs, a TCP connection SHOULD be kept open as long as the two TCP
endpoi nts have nore data to exchange or it is envisaged that further
segnment exchanges will take place within an interval of two hours
since the |l ast segnent has been sent. A greater interval MAY be used
in scenarios where applications exchange data infrequently.

TCP keep-alive nmessages [ RFC1122] MAY be supported by a server, to
check whether a TCP connection is active, in order to rel ease state
of inactive connections. This may be useful for servers running on
menor y- constrai ned devi ces.
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Since the keep-alive tiner nay not be set to a value |ower than two
hours [RFC1122], TCP keep-alive nessages are not useful to guarantee

that filter state records in m ddl eboxes such as firewalls will not
be deleted after an inactivity interval typically in the order of a
few m nutes [ RFC6092]. In scenarios where such niddl eboxes are

present, alternative nmeasures to avoid early deletion of filter state
records (which might lead to frequent establishnent of new TCP
connecti ons between the two invol ved endpoi nts) include increasing
the initial value for the filter state inactivity tinmers (if
possi bl e), and using application |ayer heartbeat nessages.

3.5. Explicit congestion notification

Explicit Congestion Notification (ECN) [ RFC3168] MAY be used in CNNs.
ECN all ows a router to signal in the |IP header of a packet that
congestion is arising, for exanple when queue size reaches a certain
threshold. |f such a packet encapsul ates a TCP data packet, an ECN
enabl ed TCP receiver will echo back the congestion signal to the TCP
sender by setting a flag in its next TCP ACK. The sender triggers
congestion control neasures as if a packet |oss had happened. In
that case, when the congestion wi ndow of a TCP sender has a size of
one segnent, the TCP sender resets the retransnmit timer, and will
only be able to send a new packet when the retransmit tiner expires
[ RFC3168]. Effectively, the TCP sender reduces at that monent its
sending rate from1 segnment per RTT to 1 segnent per default RTO

ECN can reduce packet |osses, since congestion control neasures can
be applied earlier than after the reception of three duplicate ACKs
(if the TCP sender wi ndow is |arge enough, which will not happen as
per section 3.2 of this docunent) or upon TCP sender RTO expiration

[ RFC2884]. Therefore, the nunber of retries decreases, which is
particularly beneficial in CNNs, where energy and bandw dth resources
are typically limted. Furthernore, latency and jitter are al so
reduced.

ECN is also appropriate in CNNs, since in these environnents
transactional type interactions are a donminant traffic pattern
Expl oi ti ng ot her possible congestion signals such as the reception of
three duplicate ACKs would require the use of greater TCP wi ndow
sizes than the one specified in this docunent.

3.6. TCP options

Because this specification mandates a TCP wi ndow si ze of one segment,
the followi ng TCP options MJST NOT be supported in CNNs: Wndow scal e
[ RFC1323], TCP Ti nestanps [ RFC1323], and Sel ective Acknow edgenents
(SACK) [ RFC2018]. Oher TCP options SHOULD NOT be used, in keeping
with the principle of Iightweight operation.
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3.

6.

7. Explicit loss notifications

There has been a significant body of research on solutions capable of
explicitly indicating whether a TCP segnent |loss is due to
corruption, in order to avoid activation of congestion control
nmechani sms [ ETEN] [ RFC2757]. Wil e such solutions nmay provide
significant inprovenent, they have not been w dely depl oyed and
remain as experimental work. In fact, as of today, the | ETF has not
standardi zed any such sol ution.

Security Considerations
TBD
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