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Abst ract

This docunments compiles a set of issues that negatively affect TCP
performance in | ow RTT networks as well as the recomendations to
overcone them
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1. Introduction

Over the last few years there has been significant operationa
experience about running TCP in networks with | ow RTTs. By networks
with |ow RTTs we nean networks with RTTs between a few m crosecs and
a few hundreds of microsecs. These networks are typically found in
datacenters and in addition to a | ow RTT they usually exhibit a high
bandwi dth (tens of CGbps). there are a nunber of reports and papers
that show that TCP performance in such environment can be poor and
that TCP needs to be tuned and even updated to provi de good
performance. The goal of this neno is to sunmarize the set of
changes needed to TCP to performwell in these environnents.

There are transport protocols, notably DCTCP [I-D.ietf-tcpmdctcp]
that have been specifically designed to performwell in data center
environnments where low RTT is the norm However, due to severa
reasons, many datacenters also need to need to use TCP for their
communi cati ons (see section 7.1 of [judd-nsdi] for the notivation for
using TCP in a production datacenter). This is the reason why the
recomendat i ons about how to update TCP to run in these environments
are relevant. Sone of the recommendations contained in this note may
al so apply to protocols such as DCTCP, but the main goal of this note
is TCP.

We next describe different issues that have been identified and the

changes that would be required in the TCP specifications and/or the
TCP i npl enmentations to address them
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2. Mnimm Retransni ssion tiner

Current TCP specification recomend that the mninmumretransm ssion
tinmer (RTOmin) should be at least 1 second. According to [incast],
current inplenentations, RTOrin is set between 200 ns and 400 ns. In
a network with RTT in the order of m croseconds, this inposes |arge
periods of inactivity when a packet is lost and its loss is detected
via the retransm ssion timeout. This also aggravates the so called
TCP incast problem This issues has been reported in several papers,
including [incast-wren], [judd-nsdi], and [incast]. One proposed
mtigation to this problemthat results in better performance is to
reduce RTOn n.

From a specification perspective, RFC 6298 [ RFC6298] states that:

(2.4) Wienever RTO is conputed, if it is less than 1 second, then
the RTO SHOULD be rounded up to 1 second.

[incast] suggests that using RTOrin equal to 200 microsecs provides
significant performance i nprovenent in terms of goodput and that even
no RTOrin results in even better performance.

Using a lower RTOrin while it goes against the recommendati on
included in RFC6298, it is supported as the specification as the
RTOrin of 1 ms is not mandatory, just a recomendation. However, it
woul d beneficial to update RFC6298 in this aspect and to provide a
recomendation (maybe in the formof BCP) that for | ow RTT networks,
a small er RTOvin should be used.

This has an inplication on the clock granularity when cal cul ating
RTO. RFC6298 doe not inpose any requirement on the granularity of
the clock used to nmeasure the RTT used for the RTO calculation. It
does state that finer clock granularities (below 100 ns) perform
better. |In order to achieve RTOrin of 200 micro secs or less, the
granularity nust be finer than the the RTOrin allowed. According to
[incast] and [judd-nsdi] current linux systens can achieve a RTOrin
of 4 ms due to the coarse granularity. so, providing a
recomendation in ternms of the granularity may al so be useful

3. Delay for Delayed ACKs

[judd-nsdi] reports that the default value for the delay for del ayed
ACKs ranges between tens and hundreds of nms. For |ow RTTs, a | ower
val ue of del ay achi eves a higher performance (see [judd-nsdi]) and
hence a value of 1 ns or |ower should be recommended for |ow RTT

net wor ks.
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From a specification perspective, current specifications do not
require a mnimumwaiting tine for generating the del ayed ACKs. They
do inpose a maximumwaiting tine. |In particular, RFC 1122 [ RFC1122]
states that:

A TCP SHOULD i npl ement a del ayed ACK, but an ACK shoul d not be
excessively delayed; in particular, the delay MJST be | ess than
0.5 seconds, and in a streamof full-sized segnents there SHOULD
be an ACK for at |east every second segnent.

Al so, RFC5681 [ RFC5681] states that:

The del ayed ACK al gorithm specified in [RFC1122] SHOULD be used by
a TCP receiver. \Wen using del ayed ACKs, a TCP receiver MJST NOT
excessively del ay acknow edgnments. Specifically, an ACK SHOULD be
generated for at |east every second full-sized segnment, and MJST
be generated within 500 ns of the arrival of the first

unacknow edged packet.

So, from a specification perspective, current RFCs do not need to be
updated, but it may be useful to provide a recomendation in the form
of BCP that for low RTT environnents, the delay used for del ayed ACKs
shoul d be tuned accordingly.

4. M ni mum Congesti on wi ndow

Current specifications require that the m ni num congesti on wi ndow is
2MBS. As pointed out in [ TCP-sub-nss-w] and [judd-nsdi], in the case
of small RTTs, this may result in a considerably |arge rate, bel ow
whi ch TCP becones unresponsive to congestion. In particular, with a
SMSS of 1500 B and a RTT of 50 micro secs, this results in a rate of
240Mops.

In terns of specifications, according to RFC5681, the CWND i n Fast
Retransmit and Fast Recovery is cal cul ated as:

2. Wien the third duplicate ACK is received, a TCP MJST set
ssthresh to no nore than the value given in equation (4).

6. \When the next ACK arrives that acknow edges previously
unacknow edged data, a TCP MJUST set cwnd to ssthresh (the val ue
set in step 2). This is ternmed "deflating" the w ndow.
ssthresh = max (FlightSize / 2, 2*SM5S) (4)
In order to address this issue, it is necessary to nodify TCP

behavi our to function with CAND smaller than 2 MSS. This would
require a update to RFC 5681. Several possibilities have been
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10.

proposed to accommpdate this need. [TCP-sub-nmss-w and [ TCP-nice]
propose possi bl e sol utions.

O her issues

[judd-nsdi] identifies that in networks where the propagati on del ay
and the transmi ssion delay are very small, the queuing delay affects
the RTT severely resulting in significant changes in the RTT. This
has a negative effect in the calculation of the receiver buffer when
usi ng autotunning, since the buffer is calculated using the RTT
estimation. The result is that it is frequent in these scenarios
that the TCP connection is limted by the receiver buffer/RCVWHND.

As far i can tell, there is no RFC that defines how to calculate the
recei ve buffer, so no change in any spec would be required to address
this, but maybe it is worthwhile to define a nechani smfor
autotunning for snall RTTs and/or to do sonme recommendation in this
regard

Concl udi ng remar ks
Thi s docunent conpiles a nunber of issues that have been previously
identified as harming TCP performance in |ow RTT networks. Sone of
the issues require updates in the current specifications and probably
nmost of the issues may deserve sone form of recommendation in the
formof a BCP for using TCP in low RTT networks. It may nmake sense
to work on the changes in the specification and the definition of new
specifications (in particular for the case of lower than 1 MSS CW\D)
and then evolve this docunent to becone the BCP for |low RTT
envi ronment s.

Security considerations
TBD, not sure if there is any.

| ANA Consi derations
There are no | ANA considerations in this meno.

Acknowl edgnent s
TBD
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