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Abstract

Thi s docunent rel axes recommendati ons and prescriptions from RFC3168
and RFCA774 that get in the way of experimentation with different ECN
strategies. First, RFC3168 and RFC4774 state that, upon the receipt
by an ECN- Capabl e transport of a single CE packet, the congestion
control algorithnms followed at the end-systenms MJST be essentially
the sane as the congestion control response to a single dropped
packet. This docunent relaxes this rule in order to encourage
experinmentation with different backoff strategies. Second, this
docunment allows future | ETF specifications to use the ECT(1)
codepoint in ways that are currently prohibited by RFC3168. Third,
this docunment allows future | ETF experinents to use the ECT(0) or
ECT(1) codepoint on any TCP segnent.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 21, 2017
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1. Introduction

This docunment relaxes three limtations that are due to specific text
in [RFC3168] and, in one case, also [RFCA774].

1.1. Differently reacting to ECN-marks and | oss

Explicit Congestion Notification (ECN) as specified in [ RFC3168]

all ows a network device that uses Active Queue Managenent (AQV) to
set the Congestion Experienced (CE) codepoint in the ECN field of the
| P packet header, rather than to drop ECN capabl e packets when

i nci pient congestion is detected. When an ECN capabl e transport is
used over a path that supports ECN, this provides the opportunity for
flows to inprove their perfornmance in the presence of incipient
congestion [I-D. AQW ECN- benefits].

[ RFC3168] not only specifies the router use of the ECN field, it also
specifies a TCP procedure for using ECN. This states that a TCP
sender should treat the ECN indication of congestion in the same way
as that of a non- ECN- Capable TCP fl ow experiencing |oss, by halving

t he congestion w ndow "cwnd" and by reducing the slow start threshold
"ssthresh". [RFC5681] stipulates that TCP congestion control sets
"ssthresh" to max(FlightSize / 2, 2*SMBS) in response to packet | oss.
This corresponds to a backoff multiplier of 0.5 (halving cwnd and
ssht hresh after packet |oss). Consequently, a standard TCP fl ow
using this reaction needs significant network queue space: it can
only fully utilise a bottleneck when the Iength of the |link queue (or
the AQM dropping threshold) is at |east the bandw dt h-del ay product
(BDP) of the flow

A backoff multiplier of 0.5 is not the only avail able strategy. As
defined in [I-D.CUBIC], CUBIC nultiplies the current cwnd by 0.7 in
response to loss ( the Linux inplenmentation of CUBIC has used a
multiplier of 0.7 since kernel version 2.6.25 rel eased in 2008).
Consequently, CUBIC utilises paths well even when the bottl eneck
gueue is shorter than the bandwi dth-del ay product of the flow
However, in the case of a DropTail (FIFO queue w thout AQM such

| ess- aggressi ve backoff increases the risk of creating a standing
queue [ CODEL2012].

Devi ces inplenenting AQM are likely to be the domi nant (and possibly
only) source of ECN CE-marking for packets from ECN-capabl e senders.
AQM mechani sms typically strive to nmaintain a snmall average queue

I ength, regardl ess of the bandwi dt h-del ay product of flows passing
through them Receipt of an ECN CE-mark mi ght therefore reasonably
be taken to indicate that a small bottl eneck queue exists in the
pat h, and hence the TCP flow woul d benefit fromusing a | ess
aggressi ve backoff nultiplier. Such behavior is however prohibited

Khadem , et al. Expi res January 21, 2017 [ Page 3]



Internet-Draft ECN-r esponse July 2016

by the rules in [ RFC3168].

ECN has seen little deploynent so far. Apple recently announced
their intention to enable ECNin i0OS 9 and OS X 10. 11 devi ces

[ WADC2015] . By 2014, server-side ECN negotiation was observed to be
provided by the majority of the top nillion web servers [ PAM2015],
and only 0.5% of websites incurred additional connection setup

| at ency using RFC3168-conpliant ECN-fall back mechani sms. [ RFC7567]
states that "depl oyed AQM al gorithms SHOULD support Explicit
Congestion Notification (ECN) as well as loss to signal congestion to
endpoi nts" and [I|-D. AQW ECN- benefits] encourages this depl oynent.
However, the limtation of [RFC3168] restricts a sender to react to
notification of a CE-mark in the same way as if a packet was |ost.
This prohibits experinentation with ECN nechani sns that could yield
greater benefits. This specification therefore relaxes this
constraint.

1.1.1. Discussion: Wy Use ECN to Vary the Degree of Backoff?

The classic rule-of-thunb dictates that a transport provides a BDP of
bottl eneck buffering if a TCP connection wi shes to optim se path
utilisation. A single TCP connection running through such a

bottl eneck will have opened cwnd up to 2*BDP by the tine packet |oss
occurs. [RFC5681]'s halving of cwnd and ssthresh pushes the TCP
connection back to allowing only a BDP of packets in flight -- just
sufficient to maintain 100% utilisation of the network path.

AQM schenes |ike CoDel [I-D.CoDel] and PIE [I-D. Pl E] use congestion
notifications to constrain the queui ng del ays experienced by packets,
rather than in response to inpending or actual bottleneck buffer
exhaustion. Wth current default delay targets, CoDel and PlIE both
effectively ermul ate a shall ow buffered bottleneck (section 11

[ ABE2015]) while allow ng short traffic bursts into the queue. This
interacts acceptably for TCP connections over | ow BDP paths, or
highly nmultipl exed scenarios (many concurrent TCP connections).
However, it interacts badly with lightly-multiplexed cases (few
concurrent connections) over a high BDP path. Conventional TCP
backoff in such cases |eads to gaps in packet transm ssion and under -
utilisation of the path.

The idea to react differently to | oss upon detecting an ECN CE- mark
pre-dates [ ABE2015]. [1CC2002] al so proposed using ECN CE-narks to
nodi fy TCP congestion control behaviour, using a |arger

mul tiplicative decrease factor in conjunction with a snaller additive
i ncrease factor to work with RED based bottl enecks that were not
necessarily configured to enmul ate a shall ow queue.

This update to [ RFC3168] that enables the | ETF to specify experinments
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with a different backoff behavior in response to a CE-mark than in
response to packet loss is utilized by an experinent called
"Alternative Backoff with ECN' (ABE). ABE is based upon [ ABE2015]
and defined in [I-D. ABE].

1.2. Senders setting the ECT(1) codepoint

Future | ETF experinents may require setting the ECT(0) or ECT(1)
codepoints differently fromwhat [ RFC3168] recommends or requires.

[ NOTE: This usage was al so specified in ECN- NONCE. ]

This update may al so allow the i ETF to specify future nmechani sns that
associate alternate ECN semantics with this codepoint. An experinment
called "L4S" proposes to use the ECT(1) codepoint to indicate in

whi ch of two queues a packet should be placed

[I-D. briscoe-tsvwg-ecn-14s-id].

1.3. ECT(0) and ECT(1) on control packets

Di verging fromrecomendati ons or requirenents in [RFC3168], future
| ETF experinments nmay be specified to use the ECT(0) or ECT(1)
codepoint. This choice of codepoint can be used to signa
alternative ECN semantics. This supersedes the rationale in Section
20 of [RFC3168] that argued against the use of ECT(1l) to specify
alternate ECN semantics, instead arguing for attaching specific ECN
semantics to a Differentiated Services Code Point (DSCP).

This update nmay also allow the i ETF to specify future updates to
transport protocol use of ECN. A

proposal, [|-D. bagnul o-t svwg- general i zed-ecn], provides argunents for
usi ng the ECT(0) or ECT(1) codepoint on a broader range of TCP
packets for which such usage is precluded by [RFC3168]: SYNs, pure
ACKs, retransmitted packets and wi ndow probe packets.

2. Updating RFC3168 and RFC4774
This section specifies updates to [ RFC3168] (and correspondi ng text
in [RFC4774]) and refers to experinents that are possible within the
framework provided by the update.

2.1. RFC 2119
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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2.2. Scope of this update

I nternet depl oynent of new mechani sns enabl ed by this update REQU RE
| ETF specification in an Experinental or a Standards Track RFC
approved by the | ESG

Sone nmechani sns rely on ECN semantics that differ fromthe
definitions in [ RFC3168] -- for exanple, Congestion Exposure (ConEx)
[RFC7713] and DCTCP [I-D.ietf-tcpmdctcp] need nore accurate ECN

i nformati on than the feedback nechanismin [ RFC3168] offers (defined
in[l-Dietf-tcpmaccurate-ecn]). Such nmechanisns allow a sending
rate adjustnment nore frequent than each RTT. These nechani sns are
out of the scope of the current docunent.

The remai nder of this section lists a set of changes to [ RFC3168]
that are not specific replacenents of text passages.

2.3. Changes to the neaning of a CE-Mark codepoint

Thi s docunment specifies an update to the TCP sender reaction that
foll ows when the TCP receiver signals that ECN CE- marked packets have
been recei ved.

[ RFC3168] and [RFCA774] contain the follow ng text:

"Upon the receipt by an ECN-Capabl e transport of a single CE packet,
the congestion control algorithnms followed at the end-systens MJST be
essentially the sane as the congestion control response to a *single*
dropped packet. For exanple, for ECN Capable TCP the source TCP is
required to halve its congestion wi ndow for any w ndow of data
containing either a packet drop or an ECN indication."

This meno updates the preceding text by replacing it with the
foll owi ng text:

"Upon the receipt by an ECN-Capabl e transport of a single CE-Marked

packet, the congestion control algorithnms followed at the endpoints

MUST nake a congestion control response as specified in [ RFC3168] or
its updates. For example, an ECN- Capabl e TCP sender could halve its
congestion wi ndow for any w ndow of data containing either a packet

drop or an ECN indication."

The first paragraph of Section 6.1.2, "The TCP Sender", in [RFC3168]
contains the follow ng text:

"If the sender receives an ECN-Echo (ECE) ACK packet (that is, an ACK

packet with the ECN-Echo flag set in the TCP header), then the sender
knows that congestion was encountered in the network on the path from
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the sender to the receiver. The indication of congestion should be
treated just as a congestion |oss in non-ECN Capable TCP. That is,
the TCP source hal ves the congestion wi ndow "cwnd" and reduces the

slow start threshold "ssthresh"."

This meno updates the preceding text by replacing it with the
followi ng text:

"If a TCP sender receives an indication of a recei bed ECN-Echo ( ECE)
ACK packet (that is, an ACK packet with the ECN-Echo flag set in the
TCP header), then the sender knows that congestion was encountered in
the network on the path fromthe sender to the receiver. An

i ndi cation of congestion, signalled by reception of the ECN-Echo flag
(with the semantics defined in [ RFC3168]) MJST produce a rate
reduction of at |least 15% so that flows sharing the same bottl eneck
can increase their share of the capacity. The indication of
congestion could be treated in the sane way as if the flow had
experienced | oss, but future congestion control nethods are all owed
to specify a reduction that is less than the reduction for congestion
| oss.

An ECN- capabl e network device cannot elinnate the possibility of
packet loss. A drop may still occur due to a traffic burst exceeding
t he i nstantaneous avail abl e capacity of a network buffer or as a
result of the AQM al gorithm (overl oad protection nechanisns, etc

[ RFC7567]). Whatever the cause of |oss, detection of a mssing
packet needs to trigger the standard | oss-based congestion contro
response”. This update explicitly does not change the use of
standard protocol nechanisns following |oss, as required in

[ RFC3168] .

2.4. Setting ECT(0) and ECT(1) Codepoints

New | ETF specifications MAY pernmt a sender to set the ECT(0) or
ECT(1) codepoint on a protocol control packet (including TCP segnents
for which [ RFC3168] does not allow or recommend setting these
codepoints.)

[ AUTHORS NOTE: Future versions of this docunent nmay take the form of
such explicit text replacenents.]

2.5. darification to the usage of the ECT(1) Codepoint

[ RFC3168] notes that a router may treat and mark/drop packets
differently dependi ng on whet her they observe the ECT(0) or ECT(1)
codepoint. This specification permts new | ETF specifications to set
or read the ECT(1) codepeoint. It clarifies that these
specifications do not necessarily treat ECT(1) as equivalent to
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ECT(0) .

Net wor k devi ces using | ETF-defi ned DSCPs MJUST NOT re-mark packets to
the ECT(1) codepoint. Specifically, the nethods described in earlier
ECN i npl enentati ons using this codepoint as a congestion mark
(described in Section 11.2.1 of [RFC3168]) are NOT RECOMVENDED f or
depl oynent in the current I|Internet.
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4. | ANA Consi derations
XX RFC ED - PLEASE REMOVE THI S SECTI ON XXX

This meno includes no request to | ANA

5. Security Considerations

The described nmethod is a sender-side only transport change, and does
not change the protocol nessages exchanged. The security
consi derations of [RFC3168] therefore still apply.

A congestion control backoff that is less in response to ECN than the
response to a packet loss can lead to a change in the capacity

achi eved when fl ows share a network bottleneck. This can result in
redistribution of capacity between sharing flows, potentially
resulting in unfairness in the way that capacity is shared. This
potential gain applies only to ECNmarked packets using the updated
met hod (and not to detected packet loss). Similar unfairness can be
exhi bited by congestion control nechanisns that have been used in the
Internet for many years (e.g., CUBIC [I-D.CUBIC]). Unfairness may

al so be a result of other factors, including the round trip tine
experienced by a flow

Packet |oss can be expected froman AQM al gorithm experi encing
persi stent queuing, but could also inply the presence of faulty
equi prent or nedia in a path, or it may inmply the presence of
congestion [ RFC7567]. The update does not change the congestion
control response to packet |loss, and will therefore not lead to
congestion col | apse.

Khadem , et al. Expi res January 21, 2017 [ Page 8]



Internet-Draft ECN-r esponse July 2016

[ AUTHORS NOTE: Security considerations of the nore relaxed rules of
usi ng ECT(0) vs. ECT(1) and usage of these ECT codepoints on any TCP
segments will be included in the next version of this docunent.]

6. Revi sion I nformation
XX RFC ED - PLEASE REMOVE THI S SECTI ON XXX

-01. Broadened the scope to also cover ECT(0) vs. ECT(1) usage and
usi ng ECT(0) or ECT(1l) codepoints on any TCP segnents.

-00. draft-khadeni-tsvwg-ecn-response-00 and

draft-khadem -tcpmal ternati vebackof f-ecn-00 repl ace

draft-khadem -al ternati vebackoff-ecn-03, follow ng discussion in the
TSVWG and TCPM wor ki ng groups.
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