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Abst ract

Thi s docunment defines the | Pv6 over the TSCH node of | EEE 802. 15. 4e
(6Ti SCH) Operation Sublayer (6top) Protocol (6P), which enables

di stributed scheduling in 6Ti SCH networks. 6P all ows nei ghbor nodes
to add/delete TSCH cells to one another. 6P is part of the 6Ti SCH
Oper ation Subl ayer (6top), the next higher layer to the | EEE Std

802. 15.4 TSCH nedi um access control layer. The 6top |ayer term nates
the 6top Protocol defined in this docunment, and runs one or nore 6top
Schedul ing Function(s). A 6top Scheduling Function (SF) decides when
to add/delete cells, and triggers 6P Transactions. This docunent
lists the requirenents for an SF, but |eaves the definition of SFs
out of scope.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

Al'l communication in a | Pv6 over the TSCH node of | EEE 802. 15. 4e
(6Ti SCH) network is orchestrated by a schedul e [ RFC7554]. The
schedul e i s conposed of cells, each identified by a

[slotOFfset, channel Offset]. This specification defines the 6Ti SCH
Operation Subl ayer (6top) Protocol (6P), term nated by the 6Ti SCH
Qperation sublayer (6top). 6P allows a node to comunicate with a
nei ghbor node to add/delete TSCH cells to one another. This results
in distributed schedul e managenent in a 6Ti SCH network. The 6top

| ayer term nates the 6top Protocol, and runs one or nore 6top
Schedul i ng Functions (SFs) that decide when to add/delete cells and
trigger 6P Transactions. The SF is out of scope of this docunment but
this docunent defines the requirenents for an SF.

(R

Figure 1: A sinple 6Ti SCH net work.
The exanpl e network depicted in Figure 1 is used to describe the

interacti on between nodes. W consider the canonical case where node
"A" issues 6P requests to node "B". W keep this exanple throughout
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this docunment. Throughout the docunent, node A always represents the
node that issues a 6P request; node B the node that receives this
request.

We consider that node A nonitors the conmmunication cells it has in
its schedule to node B

o |If node A determines that the nunber of link-layer frames it is
sending to node B per unit of time exceeds the capacity offered by
the TSCH cells it has scheduled to node B, it triggers a 6P
Transaction with node B to add one or nore cells to the TSCH
schedul e of both nodes.

o If the traffic is lower than the capacity, node A triggers a 6P
Transaction with node B to delete one or nore cells in the TSCH
schedul e of both nodes.

o Node A MAY also nonitor statistics to determ ne whether collisions
are happening on a particular cell to node B. |If this feature is
enabl ed, node A communicates with node B to "relocate" the cel
whi ch undergoes collisions to a different
[slotOFfset, channel Offset] location in the TSCH schedul e.

This results in distributed schedul e managenent in a 6Ti SCH net wor k.

The 6top Scheduling Function (SF) defines when to add/delete a cel

to a neighbor. Different applications require different SFs, so the
SF is left out of scope of this document. Different SFs are expected
to be defined in future conpani on specifications. A node MAY
implement nultiple SFs and run themat the sane tine. At |east one
SF MJUST be running. The SFID field contained in all 6P nessages

all ows a node to invoke the appropriate SF on a per-6P Transaction
basi s.

Section 2 describes the 6Ti SCH Operation Subl ayer (6top). Section 3
defines the 6top Protocol (6P). Section 4 provides guidelines on how
to define an SF.

2. 6Ti SCH Qperation Subl ayer (6top)
As depicted in Figure 2, the 6Ti SCH Operati on Sublayer (6top) is the
next higher layer to the | EEE Std 802. 15.4 TSCH nedi um access contro

(MAC) | ayer [|EEE802154]. W use "802.15.4" as a short version of
"I EEE Std 802.15.4" in this docunent.
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| higherllayers |
| | EEE Std 802.15.4 TSCH |

Figure 2: The 6top sublayer in the protocol stack

The roles of the 6top sublayer are to:

o Termnate the 6top Protocol (6P), which allows nei ghbor nodes to
communi cate to add/delete cells to one another

o0 Run one or nultiple 6top Scheduling Functions (SFs), which define
the rules that decide when to add/delete cells.

2.1 Hard/ Soft Cells

Each cell in the schedule is either "hard" or "soft":

o a soft cell can be read, added, deleted or updated by 6top

o0 a hard cell is read-only for 6top

In the context of this specification, all the cells used by 6top are
soft cells. Hard cells can be used for exanple when "hard-codi ng" a
schedul e [ RFC8180] .

2.2.

Using 6P with the M ninmal 6Ti SCH Confi guration

6P MAY be used al ongside the M ninmal 6Ti SCH Configuration [ RFC83180].
In this case, it is RECOMWENDED to use 2 slotfranes, as depicted in

Fi gure 3:

o Slotfrane 0 is used for traffic defined in the Mninmal 6Ti SCH
Configuration. In Figure 3, Slotfrane 0 is 5 slots long, but it
can be shorter or |onger.

0 6P allocates cells fromSlotfrane 1. 1In Figure 3, Slotfrane 1 is

Wang,

10 slots long, but it can be shorter or |onger
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Slotfrane 0 | | | | | |
5 slots long | EB | | | | | EB | [ [ | [
(M ni mal 6Ti SCH) | | | | | |

o m e m e e e e e e e e e e e e e e e e e e e e mmmmemea— o +
Slotframe 1 | I I I I I I I I I I
10 slots long | | A->B| | | | | | | B->A| |
(6P) | I I I I I I I I I I

o o e e e e e e e e e e e e e e e e e e e e ee e +

Figure 3: 2-slotframe structure when using 6P al ongsi de the M ni nal
6Ti SCH Configuration

The M nimal 6Ti SCH Configuration cell SHOULD be allocated froma
slotframe of higher priority than the slotframe used by 6P for
dynanmic cell allocation. This way, dynam cally allocated cells
cannot "mask" the cells used by the Mnimal 6Ti SCH Configuration
6t op MAY support additional slotfranmes; how to use additiona
slotframes is out of scope for this docunent.

3. 6top Protocol (6P)

The 6top Protocol (6P) enables two nei ghbor nodes to add/del ete/
relocate cells in their TSCH schedule. Conceptually, two nei ghbor
nodes "negotiate" the location of the cells to add, delete, or
relocate in their TSCH schedul e.

3.1. 6P Transactions

We call "6P Transaction" a conplete negotiation between two nei ghbor
nodes. A particular 6P Transaction is executed between two nodes as
a result of an action triggered by one SF. For a 6P Transaction to
succeed, both nodes nmust use the sane SF to handl e the particul ar
transaction. A 6P Transaction starts when a node wi shes to

add/ del ete/rel ocate one or nore cells with one of its neighbors. A
6P Transaction ends when the cell(s) have been added/del et ed/
relocated in the schedul e of both nodes, or when the 6P Transaction
has fail ed.

6P nmessages exchanged between nodes A and B during a 6P Transaction
SHOULD be exchanged on non-shared unicast cells ("dedicated" cells)
between A and B. |If no dedicated cells are schedul ed between nodes A
and B, shared cells MAY be used.
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Keepi ng consi stency between the schedul es of the two nei ghbor nodes
is inportant. A loss of consistency can cause | oss of connectivity.
One exanple is when node A has a transnmit cell to node B, but node B
does not have the corresponding reception cell. To verify

consi stency, nei ghbor nodes maintain a Sequence Number (SeqNunj.

Nei ghbor nodes exchange the SegNum as part of each 6P Transaction to
detect a possible inconsistency. This nmechanismis explained in
Section 3.4.6. 2.

An i npl enentation MJST include a nechanismto associ ate each
schedul ed cell with the SF that scheduled it. This mechanismis
i mpl ement ati on-specific and out of scope of this docunent.

A 6P Transaction can consist of 2 or 3 steps. A 2-step transaction
i s used when node A selects the cells to be allocated. A 3-step
transaction is used when node B selects the cells to be allocated.
An SF MUST specify whether to use 2-step transactions, 3-step
transactions, or both.

We illustrate 2-step and 3-step transactions using the topology in
Fi gure 1.

3.1.1. 2-step 6P Transaction
Figure 4 shows an exanmple 2-step 6P Transaction. |In a 2-step

transaction, node A selects the candidate cells. Several elenents
are left out to sinplify understanding.
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6P ADD Request

I
I I
[ Type = REQUEST [
[ Code = ADD |
| SegNum = 123 |
cells | NunCel | s =2 |
| ocked [ Cel | Li st =1(1,2),(2,2),(3,5]1 |
+- - I e e >|
| | L2 ACK |
| 6P Tineout |<- - - - - - - - - - - - - - - - - - - |
I I I I
| | | 6P Response |
[ [ [ Type = RESPONSE [
| | | Code = RC_SUCCESS |
| | | SegNum = 123 | cells
[ [ [ Cel | Li st =1[(2,2),(3,5)] | 1 ocked
+- > X I e | --+
| L2 ACK [ [
| - - - - - - - - - - e - e e e - e <+
I

Figure 4: An exanple 2-step 6P Transaction
In this example, the 2-step transaction occurs as follows:

1. The SF running on node A deternines that 2 extra cells need to be
schedul ed to node B

2. The SF running on node A selects candidate cells for node B to
choose from Node A MIST select at |east as many candidate cells
as the nunber of cells to add. Here, node A selects 3 candidate
cells. Node A locks those candidate cells in its schedule unti
it receives a 6P response

3. Node A sends a 6P ADD Request to node B, indicating it wi shes to
add 2 cells (the "NuntCells" value), and specifying the Iist of 3
candidate cells (the "CellList" value). Each cell in the
CellList is a [slotOffset,channel Offset] tuple. This 6P ADD
Request is |link-layer acknow edged by node B (labeled "L2 ACK" in
Figure 4).

4, After having successfully sent the 6P ADD Request (i.e. receiving
the link-layer acknow edgnent), node A starts a 6P Tineout to
abort the 6P Transaction in case no response is received from
node B.

5. The SF running on node B selects 2 out of the 3 cells fromthe
Cel I List of the 6P ADD Request. Node B locks those cells inits
schedul e until the transnission is successful (i.e. node B
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receives a link-layer ACK fromnode A). Node B sends back a 6P
Response to node A, indicating the cells it has selected. The
response is |ink-layer acknow edged by node A

6. Upon conpletion of this 6P Transaction, 2 cells fromA to B have
been added to the TSCH schedul e of both nodes A and B

7. An inconsistency in the schedul e can happen if the 6P Ti neout
expi res when the 6P Response is in the air, if the last |ink-
| ayer ACK for the 6P Response is lost, or if one of the nodes is
power cycled during the transaction. 6P provides an
i nconsi stency detection nechani smdescribed in Section 3.4.6.1 to
cope with such situations

3.1.2. 3-step 6P Transaction
Figure 5 shows an exanple 3-step 6P Transaction. 1In a 3-step

transacti on, node B selects the candidate cells. Several elenents
are left out to sinplify understanding.

Wang,
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6P ADD Request

I I
I I
| Type = REQUEST |
| Code = ADD |
| SegNum = 178 |
| NunCel | s =2 |
[ Cel | Li st =[] [
[=mmmmm e e >|
| L2 ACK |
6P Timeout |<- - - - - - - - - - - - - - - - - - - |
I I I
| | 6P Response |
[ [ Type = RESPONSE [
| | Code = RC_SUCCESS |
| | SegNum = 178 | cells
| | Cel | Li st =1(1,2),(2,2),(3,5]1 | | ocked
X I R R R | --+
| L2 ACK | |
| - - - - - =-=-=-=- - - - - - - - - - -> 6P Tineout |
I I I I
| 6P Confirmation | | |
| Type = CONFI RVATI ON | | |
| Code = RC _SUCCESS | | |
cells | SegNum = 178 | | |
| ocked [ Cel | Li st =1(2,2),(3,5)] [ [ [
+- - I e e >| X <--+
| | L2 ACK |
+-> [<- - - - - = - - - - e e e e e e e e
I

Figure 5: An exanple 3-step 6P Transaction.
In this exanple, the 3-step transaction occurs as foll ows:

1. The SF running on node A deternmines that 2 extra cells need to be
schedul ed to node B. The SF uses a 3-step transaction, so it
does not sel ect candidate cells.

2. Node A sends a 6P ADD Request to node B, indicating it wi shes to
add 2 cells (the "NunCel |l s" value), with an enpty "Cel I List".
This 6P ADD Request is link-layer acknow edged by node B.

3. After having successfully sent the 6P ADD Request, node A starts
a 6P Timeout to abort the transaction in case no 6P Response is
recei ved from node B.

4. The SF running on node B selects 3 candidate cells, and | ocks
them Node B sends back a 6P Response to node A, indicating the
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3 cells it has selected. The response is link-layer acknow edged
by node A

5. After having successfully sent the 6P Response, node B starts a
6P Ti meout to abort the transaction in case no 6P Confirmation is
recei ved from node A

6. The SF running on node A selects 2 cells fromthe CellList field
in the 6P Response, and | ocks those. Node A sends back a 6P
Confirmation to node B, indicating the cells it selected. The
confirmation is link-layer acknow edged by node B

7. Upon conpletion of the 6P Transaction, 2 cells fromA to B have
been added to the TSCH schedul e of both nodes A and B

8. An inconsistency in the schedule can happen if the 6P Ti neout
expires when the 6P Confirmation is in the air, if the last |ink-
| ayer ACK for the 6P Confirmation is lost, or if one of the nodes
is power cycled during the transaction. 6P provides an
i nconsi stency detection nechani smdescribed in Section 3.4.6.1 to
cope with such situations

3.2. Message Format
3.2.1. 6top Information El ement (IE)

6P nessages travel over a single hop. 6P nessages are carried as
payl oad of an 802.15.4 Payl oad Information El ement (1E) [| EEE802154].
The messages are encapsul ated within the Payload | E Header. The
Goup IDis set to the |ETF I E value defined in [RFC8137]. The
content is encapsul ated by a SubType ID, as defined in [ RFC8137].

Since 6P nessages are carried in | Es, | EEE bit/byte ordering applies.
Bits within each field in the 6top |E are nunbered fromO (I eftnost
and | east significant) to k-1 (rightnost and nost significant), where
the length of the field is k bits. Fields that are longer than a
single octet are copied to the packet in the order fromthe octet
containing the | owest nunbered bits to the octet containing the

hi ghest nunbered bits (little endian).

Thi s docunment defines the "6top IE'", a SubType of the | ETF | E defined
in [RFC8137], with subtype ID I ANA 6TOP_SUBIE ID. The SubType
Content of the "6top IE" is defined in Section 3.2.2. The length of
the "6top IE" content is variable.

3.2.2. Ceneric 6P Message Fornmat

Al'l 6P nmessages follow the generic format shown in Figure 6.
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1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Version|] T | R| Code [ SFI D [ SeqNum [
e i i i S i Sk S SN S S S S S R T

| OGther Fields..
i I o

Figure 6: Ceneric 6P Message Format.

6P Version (Version): The version of the 6P protocol. Only version
O is defined in this docunent. Future specifications may
define further versions of the 6P protocol

Type (T): Type of nessage. The message types are defined in
Section 6. 2. 2.

Reserved (R): Reserved bits. These two bits SHOULD be set to zero
when sendi ng the nmessage, and MJST be ignored upon reception

Code: The Code field contains a 6P Command |dentifier when the 6P
message is of Type REQUEST. Section 6.2.3 lists the 6P command
identifiers. The Code field contains a 6P return code when the
6P message is of Type RESPONSE or CONFI RVATION. Section 6.2.4
lists the 6P return codes. The sane return codes are used in
bot h 6P Response and 6P Confirnmati on nessages.

6t op Scheduling Function Identifier (SFID): The identifier of the SF
to use to handle this nmessage. The SFID is defined in
Section 4. 1.

SeqgNum  Sequence nunber associated with the 6P Transaction, used to
mat ch the 6P Request, 6P Response and 6P Confirmation of the
same 6P Transaction. The value of SeqNum MJUST be different at
each new 6P Request issued to the same nei ghbor and using the
same SF. The SeqNumis also used to ensure consistency between
the schedul es of the two neighbors. Section 3.4.6 details how
the SegNum i s managed.

O her Fields: The list of other fields and how they are used is
detailed in Section 3.3.

6P Requests, 6P Response and 6P Confirmation nessages for a sane
transacti on MJST share the sane Version, SFID and SeqNum val ues.

Future versions of the 6P Message SHOULD maintain the format of the
6P Version, Type and Code fields for backward conpatibility.

3.2.3. 6P Cell Options
An 8-bit 6P Cell Options bitmap is present in the follow ng 6P
requests: ADD, DELETE, COUNT, LIST, RELOCATE. The format and neani ng

of this field MAY be redefined by the SF; the routine that parses
this field is therefore associated with a specific SF.

Wang, et al. Expi res Decenber 22, 2018 [ Page 12]



Internet-Draft 6t i sch- 6t op- pr ot ocol June 2018

o In the 6P ADD request, the 6P Cell Options bitnmap is used to
specify what type of cell to add.

o In the 6P DELETE request, the 6P Cell Options bitmap is used to
specify what type of cell to delete.

0 |In the 6P RELOCATE request, the 6P Cell Options bitmap is used to
specify what type of cell to rel ocate.

o0 In the 6P COUNT and the 6P LI ST requests, the 6P Cell Options
bitmap is used as a selector of a particular type of cells.

The content of the 6P Cell Options bitmap applies to all elenments in
the CellList field. The possible values of the 6P Cell Options are:
TX =1 (resp. 0) refers to macTxType = TRUE (resp. FALSE) in the
maclLi nkTabl e of 802.15.4 [I EEE802154]. RX =1 (resp. 0) refers to
macRxType = TRUE (resp. FALSE) in the macLi nkTable of 802.15.4. S =
1 (resp. 0) refers to macSharedType = TRUE (resp. FALSE) in the
macLi nkTabl e of 802.15.4. Section 6.2.6 contains the format of the
6P Cel | Options bitmap, unless redefined by the SF. Figure 7 contains
the nmeaning of the 6P Cell Options bitnmap for the 6P ADD, DELETE,
RELOCATE requests, unless redefined by the SF. Figure 8 contains the
meani ng of the 6P Cell Options bitmap for the 6P COUNT, LIST requests,
unl ess redefined by the SF.
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Not e: assum ng node A issues the 6P command to node B.

B TS s +
| CellOptions | The type of cells B adds/deletes/relocates to its |
| Val ue | schedul e when receiving a 6P ADD/ DELETE/ RELOCATE [
| | Request from A |
S o o m e e e e e e e e e e e e e e e e e e e e e e e e eeee oo +
| TX=0, RX=0, S=0| Invalid conbination. RC ERR is returned. [
B TS s +
| TX=1, RX=0, S=0| add/delete/relocate RX cells at B (TX cells at A) |
S i +
| TX=0, RX=1, S=0| add/delete/relocate TX cells at B (RX cells at A) |
S o o m e e e e e e e e e e e e e e e e e e e e e e e e eeee oo +
| TX=1, RX=1, S=0| add/delete/relocate TX|RX cells at B (and at A) |
B TS s +
| TX=0, RX=0, S=1| Invalid conbination. RC ERR is returned. |
S i +

| TX=1, RX=0, S=1| add/del ete/relocate RX SHARED cells at B |
I | (TX| SHARED cel | s at A) |

| TX=0, RX=1, S=1| add/del ete/relocate TX SHARED cells at B |
| | (RX|] SHARED cells at A) |

| TX=1, RX=1, S=1| add/del ete/rel ocate TX RX| SHARED cells at B |
| | (and at A) |

Figure 7: Meaning of the 6P Cell Options bitmap for the 6P ADD,
DELETE, RELOCATE requests.
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Not e: assum ng node A issues the 6P command to node B

B TS s +
| CellOptions | The type of cells B selects fromits schedul e when

| Val ue | receiving a 6P COUNT or LIST Request from A, [
| | fromall the cells B has scheduled with A |
S o o m e e e e e e e e e e e e e e e e e e e e e e e e eeee oo +
| TX=0, RX=0, S=0| all cells |
B TS s +
| TX=1, RX=0, S=0| all cells nmarked as RX only |
S i +
| TX=0, RX=1, S=0| all cells nmarked as TX only |
S o o m e e e e e e e e e e e e e e e e e e e e e e e e eeee oo +
| TX=1, RX=1, S=0|] all cells marked as TX and RX only |
B TS s +
| TX=0, RX=0, S=1| all cells nmarked as SHARED (regardl ess of TX, RX) |
S i +
| TX=1, RX=0, S=1| all cells nmarked as RX and SHARED only |
S o o m e e e e e e e e e e e e e e e e e e e e e e e e eeee oo +
| TX=0, RX=1, S=1| all cells marked as TX and SHARED only [
B TS s +
| TX=1, RX=1, S=1| all cells marked as TX and RX and SHARED |
S i +

Figure 8: Meaning of the 6P Cell Options bitmap for the 6P COUNT, LIST
requests.

The Cel | Options is an opaque set of bits, sent unnodified to the SF
The SF MAY redefine the format and neaning of the Cell Options field.

3.2.4. 6P CelllList

A CellList field MAY be present in a 6P ADD Request, a 6P DELETE
Request, a 6P RELOCATE Request, a 6P Response, or a 6P Confirmation.
It is conposed of a concatenation of zero, one or nore 6P Cells as
defined in Figure 9. The content of the Cell Options field specifies
the options associated with all cells in the CellList. This
necessarily neans that the same options are associated with all cells
in the CelllList.

A 6P Cell is a 4-byte field, its default format is:
1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| sl ot O f set | channel O f set |

B S T S S S S s S S S S S i i S S

Figure 9: 6P Cell Fornat.
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slotOffset: The slot offset of the cell.
channel O fset: The channel offset of the cell.

The CellList is an opaque set of bytes, sent unnodified to the SF.
The length of the CellList fieldis inplicit, and determ ned by the

| E Length field of the Payl oad | E header as defined in 802.15.4. The
SF MAY redefine the format of the CellList field; the routine that
parses this field is therefore associated with a specific SF.

6P Conmands and Operations
1. Adding Cells

Cells are added by using the 6P ADD command. The Type field (T) is
set to REQUEST. The Code field is set to ADD. Figure 10 defines the
format of a 6P ADD Request.

1 2 3

01234567890123456789012345678901
B i s T T S T et S S T S I T s sl s ol ST S S S
| Version|] T | R| Code | SFI D | SegNum |
B T i S S i S T h T i S S S S e
| t adat a | Cell Options | NuntCel | s |
B E e r e s i s i o T T s S S S S 2
| CelllList

L T R ok I NI R

Fi gure 10: 6P ADD Request Fornat.

Met adata: Used as extra signaling to the SF. The contents of the
Met adata field is an opaque set of bytes passed unnodified to
the SF. The nmeaning of this field depends on the SF, and is
out of scope of this docunent. For exanple, Metadata can
specify in which slotfrane to add the cells.

Cell Options: |Indicates the options to associate with the cells to be
added. If nore than one cell is added (NunCells>1), the sane
options are associated with each one. This necessarily means
that, if node A needs to add nultiple cells with different
options, it needs to initiate nultiple 6P ADD Transacti ons.

NunCel I's:  The number of additional cells node A wants to schedule to

node B.

CellList: Alist of 0 or multiple candidate cells. |Its length is
inmplicit and deternined by the Length field of the Payload IE
header.

Figure 11 defines the format of a 6P ADD Response and Confirnation.
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1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Version|] T | R| Code [ SFI D [ SeqNum [
B i i S S i I e i S S R L e e e e

| CelllList
R i e S S O R

Figure 11: 6P ADD Response and Confirmati on Formats.
CellList: Alist of O or nmore 6P Cells.

Consi der the topology in Figure 1 where the SF on node A decides to
add NunCells cells to node B

Node A's SF selects NunCandidate cells fromits schedule. These are
cells that are candidates to be scheduled with node B. The

Cel | Options field specifies the type of these cells. NunCandi date
MUST be larger or equal to NunCells. How nany cells node A selects
(NumCandi date) and how that selection is done is specified in the SF
and out of scope of this docunment. Node A sends a 6P ADD Request to
node B which contains the Cell Options, the value of NunCells, and a
sel ection of NunCandidate cells in the CellList. |In case the
NuntCandi date cells do not fit in a single packet, this operati on MJST
be split into multiple independent 6P ADD Requests, each for a subset
of the nunber of cells that eventually need to be added. |In case of
a 3-step transaction, the SF is responsible for ensuring that the
returned candidate CellList fits into the 6P Response.

Upon receiving the request, node B checks whether the cell Options are
set to a valid value as noted by Figure 7. |If this is not the case,
a Response with code RC ERR is returned. |If the cells in the
received CellList in node Bis smaller than NuntCells, Node B MJUST
return a 6P Response with RC ERR CELLLI ST code. Qherwi se, node B's
SF verifies which of the cells in the CelllList it can install in node
B's schedule, following the specified Cell Options field. How that
selection is done is specified in the SF and out of scope of this
docunent. The verification can succeed (NuntCells cells fromthe
Cel I Li st can be used), fail (none of the cells fromthe CellList can
be used), or partially succeed (fewer than NunCells cells fromthe
Cell List can be used). 1In all cases, node B MJST send a 6P Response
with return code set to RC SUCCESS, and which specifies the list of
cells that were scheduled following the Cell Options field. That can
contain NunmCells elenments (succeed), O elenments (fail), or between O
and NunCells el enments (partially succeed).

Upon receiving the response, node A adds the cells specified in the
Cel | Li st according to the Cell Options field.
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3.3.2. Deleting Cells

Cells are del eted by using the 6P DELETE command. The Type field (T)
is set to REQUEST. The Code field is set to DELETE. Figure 12
defines the format of a 6P DELETE Request.

1 2 3
01234567890123456789012345678901
Bl it I R S e T e R i ol ik thT DI TR TR i SR SR T S e T i i 5
| Version|] T | R| Code [ SFI D [ SeqNum [
B i i S S i I e i S S R L e e e e
| Met adat a | CellOptions | NunCel | s [
R R e R e s s e o S S e R e o o

| CelllList
R i s o i o
Fi gure 12: 6P DELETE Request Fornat.

Met adata: Sane usage as for the 6P ADD conmmand, see Section 3.3.1
Its format is the sane as that in the 6P ADD command, but its
content could be different.

Cel |l Options: Indicates the options that need to be associated to the
cells to delete. Only cells matching the Cell Options can are
del et ed.

NuntCel I s:  The nunber of cells fromthe specified CellList the sender
wants to delete fromthe schedul e of both sender and receiver.

CellList: Alist of O or nore 6P Cells. Its length is determ ned by
the Length field of the Payl oad | E header

Fi gure 13 defines the format of a 6P DELETE Response and
Confirmation.

1 2 3
01234567890123456789012345678901
B i i S S i I e i S S R L e e e e
| Version] T | R | Code | SFI D | SegNum |
R R e R e s s e o S S e R e o o

| CelllList
B

Fi gure 13: 6P DELETE Response and Confirmati on Fornats.
CellList: Alist of 0 or nore 6P Cells.

The behavior for deleting cells is equivalent to that of adding cells
except that:
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0 The nodes delete the cells they agree upon rather than adding
t hem

o Al cells in the CellList MIST al ready be schedul ed between the
two nodes and MUST natch the Cell Options field. |If node A puts
cells inits CellList that are not already schedul ed between the
two nodes and match the Cell Options field, node B MUST reply with
a RC ERR CELLLI ST return code

0o The CelllList in a 6P Request (2-step transaction) or 6P Response
(3-step transaction) MJST either be enpty, contain exactly
NunCel I's cells, or nmore than NunCells cells. The case where the
CellList is not enpty but contains fewer than NunCells cells is
not supported. RC ERR CELLLI ST code MJST be returned when the
Cel | List contains fewer than NunCells cells. If the CellList is
enpty, the SF on the receiving node SHOULD choose NunCells cells
with the sender fromits schedule, which match the Cell Option
field, and delete them |If the CellList contains nore than
NuntCel I's cells, the SF on the receiving node chooses exactly
NunCells cells fromthe CellList to delete.

3.3.3. Relocating Cells

Cell relocation consists in noving a cell to a different

[slotOFfset, channel Offset] location in the schedule. The Type field
(T) is set to REQUEST. The Code is set to RELOCATE. Figure 14
defines the format of a 6P RELOCATE Request.

1 2 3
01234567890123456789012345678901

B T i it T s i S e i SR SR
| Version| T | | Code | SFI D | SegNum |
e T e e e e e s e e o o R
| Met adat a | Cell Options | NunmCel | s |
B i S S T s i S T st i S S S S S S S S i
| Relocation CelllList

e e e e e e e e e e e e e e e e e e

| Candidate Cell Li st

B e e okt e o o i N T SRR S S

Figure 14: 6P RELOCATE Request Format.

Met adata:  Sane usage as for the 6P ADD conmand, see Section 3.3.1

Cel | Options: Indicates the options that need to be associated with
cells to be rel ocat ed.

NunCel I s:  The nunber of cells to relocate, which MJST be equal or
greater than 1.

Rel ocation CellList: The list of NunCells 6P Cells to relocate.

Candidate CellList: A list of NunCandi date candidate cells for node
B to pick from NunCandi date MJST be 0, equal to NuntCells, or
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greater than NunCells. Its length is deternined by the Length
field of the Payl oad | E header.

In a 2-step 6P RELOCATE Transaction, node A specifies both the cells
it needs to relocate, and the |ist of candidate cells to relocate to.
The Rel ocation CellList MJST contain exactly NunCells entries. The
Candi date Cel |l List MJST contain at |east NunCells entries
(NunmCandi dat e>=Nuntel | s) .

In a 3-step 6P RELOCATE Transaction, node A specifies only the cells
it needs to relocate, but not the |list of candidate cells to relocate
to. The Candidate CellList MJST therefore be enpty.

Figure 15 defines the format of a 6P RELOCATE Response and
Confirmation.

1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Version] T | R | Code | SFI D | SegNum |
B i S S T s i S T st i S S S S S S S S i

| CelllList
ek i St e

Fi gure 15: 6P RELOCATE Response and Confirmation Fornmats.
CellList: Alist of O or nore 6P Cells.

Node A's SF wants to relocate NunCells cells. Node A creates a 6P
RELCOCATE Request, and indicates the cells it wants to relocate in the
Rel ocation CellList. It also selects NunCandidate cells fromits
schedul e as candidate cells to relocate the cells to, and puts those
in the Candidate CellList. The Cell Options field specifies the type
of the cell(s) to relocate. NunCandidate MJST be |arger or equal to
NuntCel I's. How many cells it selects (NunCandi date) and how t hat
selection is done is specified in the SF and out of scope of this
docunment. Node A sends the 6P RELOCATE Request to node B

Upon receiving the request, Node B checks if the length of the
Candidate CellList is larger or equal to NunmCells. Node B's SF
verifies that all the cells in the Relocation CelllList are schedul ed
with node A and are associate the options specified in the

Cell Options field. |If either check fails, node B MJST send a 6P
Response to node A with return code RC_ ERR CELLLIST. |If both checks
pass, node B's SF verifies which of the cells in the Candidate
CellList it can install in its schedule. How that selection is done
is specified in the SF and out of scope of this docunent. That
verification on Candidate CellList can succeed (NuntCells cells from
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the Candi date Cell List can be used), fail (none of the cells fromthe
Candi date Cel |l List can be used) or partially succeed (fewer than
NunCelI's cells fromthe Candi date CellList can be used). 1In all
cases, node B MJUST send a 6P Response with return code set to

RC _SUCCESS, and which specifies the list of cells that will be re-
schedul ed following the Cell Options field. That can contain NunCells
el ements (succeed), 0 elenents (fail), between 0 and NunCel | s

el ements (partially succeed). If N < NunCells cells appear in the
CellList, this neans the first Ncells in the Relocation CellList
have been rel ocated, the renai nder have not.

Upon receiving the response with Code RC SUCCESS, node A rel ocates
the cells specified in Relocation CellList of its RELOCATE Request to
the new | ocations specified in the CellList of the 6P Response, in

the sane order. |In case the received return code is RC ERR CELLLI ST,
the transaction is aborted and no cell is relocated. |In case of a
2-step transaction, Node B rel ocates the selected cells upon
receiving the link-layer ACK for the 6P Response. In case of a

3-step transaction, Node B relocates the selected cells upon
receiving the 6P Confirmation

The SF SHOULD NOT relocate all cells between two nodes at the sane
time, which might result in the schedul es of both nodes diverging
significantly.

Figure 16 shows an exanple of a successful 2-step 6P RELOCATI ON
Transacti on.
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6P RELOCATE Request

I

| Type = REQUEST

[ Code = RELOCATE

| SeqNum =11

| NunCells =2

| RCellList =1[(1,2),(2,2)]

| C.CellList =71(3,3),(4,3),(5,3)]

I
I
I
I
I
I
I
I
[ = - >| B prepares
I
I
I
I
I
I
I
I

| L2 ACK | to relocate
[<- - = - = = = - - - - - - - .- - - (1,2)->(5,3)
| and

| (2!2)_>(3!3)
| 6P Response

[ Code = RC_SUCCESS

[ SeqNum =11

[ Cel | Li st =[(5,3),(3,3)]

Arelocates| <-------------mm i [
(1,2)->(5,3)| L2 ACK |
| - - -

and - - - - - - - - - - - - - .- - ->Brelocates
(2,2)->(3,3)] | (1,2)->(5,3)
| | and
| | (2,2)->(3,3)

Fi gure 16: Exanple of a successful 2-step 6P RELOCATI ON Transacti on.

Figure 17 shows an exanple of a partially successful 2-step 6P
RELOCATI ON Tr ansacti on.
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6P RELOCATE Request

I
I I
[ Type = REQUEST [
[ Code = RELOCATE |
| SegNum = 199 |
| NuntCel | s =2 |
[ R. Cel | Li st =[(1,2),(2,2)] [
| C. Cel I Li st =[(3,3),(4,3),(5,3)] |B prepares
I >/ to relocate
L2 ACK | (1,2)->(4,3)
<- - - - - - - - - - - - - - - - - - - |but cannot

I

I

I op R | relocate (2,2)
esponse

I

I

I

I

Type = RESPONSE |
Code = RC_SUCCESS [
SegNum = 199 |

| Cel | Li st =1[(4,3)] |

Arelocates |<-----mmmmmm o |
(1,2)->(4,3)] L2 ACK |
- - -----=-=----------->Brelocates

I | (1,2)->(4,3)
| |
I

Figure 17: Exanple of a partially successful 2-step 6P RELOCATI ON
Transacti on.

Figure 18 shows an exanple of a failed 2-step 6P RELOCATI ON
Transacti on.
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[ R + [ R +
| Node A | | Node B |
[ + H-- - - - +----+
I
| 6P RELOCATE Request |
[ Type = REQUEST [
[ Code = RELOCATE |
| SegNum = 53 |
| NuntCel | s =2 |
[ R. Cel | Li st =[(1,2),(2,2)] [
[ C. Cel | Li st =0(3,3),(4,3),(5 3] |
I e >| B cannot
| L2 ACK | relocate
e R A ¢ )
| | nor (2,2)
| 6P Response [
[ Type = RESPONSE [
[ Code = RC_SUCCESS [
| SegNum = 53 [
| Cel | Li st =[] |
I | B does not
| L2 ACK | relocate
A does not | - - - - - - - - - - - - - - - - - - -3
relocate | [
I I

Figure 18: Failed 2-step 6P RELOCATI ON Transacti on Exanpl e.

Transacti on.
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6P RELOCATE Request

I
I I
[ Type = REQUEST [
[ Code = RELOCATE |
| SegNum =11 |
[ Nuntel | s =2 [
[ R Cel | Li st =1(1,2),(2,2)] [
| C. Cel | Li st =[] |
| >|
[ L2 ACK |
[<- - - - - - - - - - - - - - - - - - | Bidentifies
| | candidate
[ | cells
| 6P Response | (3,3),
| Code = RC_SUCCESS | (4,3) and
| SegNum =11 | (5,3)
[ Cel | Li st =1(3,3),(4,3),(5 31 |
A prepares | <-------mmmmmm e |
to relocate | L2 ACK [
(1,2)->(5,3) | - - - - - - - - - - - - - - - - - - -3
and | |
(2,2)->(3,3) | 6P Confirmation [
[ Code = RC_SUCCESS [
| SegNum =11 |
[ Cel | Li st =[(5,3),(3,3)] [
I e e > B relocates
| L2 ACK | (1,2)->(5,3)
A relocates |<- - - - - - - - - - - - - - - - - - - | and
(1,2)->(5,3)] | (2,2)->(83,3)
and [
(2,2)->(3,3)] {

I
Fi gure 19: Exanple of a successful 3-step 6P RELOCATI ON Transacti on.
3.3.4. Counting Cells
To retrieve the nunber of scheduled cells node A has with B, node A
i ssues a 6P COUNT command. The Type field (T) is set to REQUEST.

The Code field is set to COUNT. Figure 20 defines the format of a 6P
COUNT Request .
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1 2
01234567890123456789012345678901

B i S S T s i S T st i S S S S S S S S i
| Version|] T | R| Code [ SFI D [ SeqNum [
B e i i e o e e S T S e e s i i TR S
| Met adat a | CellOptions |

R e T e e e s e e g ool (RIS SRR S S
Fi gure 20: 6P COUNT Request Format.

Met adata:  Sane usage as for the 6P ADD conmand, see Section 3.3.1
Its format is the same as that in the 6P ADD conmmand, but its
content could be different.

Cel | Options: Specifies which type of cell to be counted.

Figure 21 defines the format of a 6P COUNT Response
1 2 3

01234567890123456789012345678901
B T S o T ST S e S i < S S S S SIS S S S S S

| Version|] T | R| Code | SFI D | SegNum |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| NuntCel | s |

I i o S R e
Fi gure 21: 6P COUNT Response Format.

NuntCel I s:  The nunber of cells which correspond to the fields of the
request.

Node A issues a COUNT conmand to node B, specifying sonme cel

options. Upon receiving the 6P COUNT request, node B goes through
its schedule and counts the nunber of cells scheduled with node A in
its own schedule which match the cell options in the Cell Options
field of the request. Section 3.2.3 details the use of the

Cel | Options field.

Node B issues a 6P response to node A with return code set to
RC_SUCCESS, and with NunCells containing the nunber of cells that
mat ch the request.

3.3.5. Listing Cells
To retrieve a list of schedul ed cells node A has with node B, node A
i ssues a 6P LI ST cormand. The Type field (T) is set to REQUEST. The

Code field is set to LIST. Figure 22 defines the format of a 6P LIST
Request .
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1 2
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Version|] T | R| Code [ SFI D [ SeqNum [
B i i S S i I e i S S R L e e e e
| Met adat a | Cell Options | Reserved |
R R e R e s s e o S S e R e o o
| O f set | MaxNuntCel | s |
B i S S T s i S T st i S S S S S S S S i

Fi gure 22: 6P LI ST Request Fornat.

Met adata: Sane usage as for the 6P ADD conmand, see Section 3.3.1.
Its format is the sane as that in the 6P ADD command, but its
content could be different.

Cel | Options: Specifies which type of cell to be |isted.

Reserved: Reserved bits. These bits SHOULD be set to zero when
sendi ng the nessage, and MJST be ignored upon reception.

O fset: The Ofset of the first scheduled cell that is requested.
The mechani sm assunmes cells are ordered according to a rule
defined in the SF. The rule MJST al ways order the cells in the
sane way.

MaxNuntCel I's:  The maxi mum nunber of cells to be listed. Node B MAY
return fewer than MaxNuntCells cells, for exanple if MaxNunCells
cells do not fit in the frane.

Figure 23 defines the format of a 6P LI ST Response.

1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Version] T | R | Code | SFI D | SegNum |
B i S S T s i S T st i S S S S S S S S i
| CelllList
ek i St e

Fi gure 23: 6P LI ST Response Fornat.
CellList: Alist of O or nore 6P Cells.
When receiving a LI ST conmand, node B returns the cells schedul ed
with Ainits schedule that match the Cell Options field as specified
in Section 3.2.3.
When node B receives a LIST request, the returned CellList in the 6P
Response contai ns between 0 and MaxNuntCells cells, starting fromthe

specified offset. Node B SHOULD include as many cells as fit in the
frane. |If the response contains the |ast cell, Node B MJST set the

Wang, et al. Expi res Decenber 22, 2018 [ Page 27]



Internet-Draft 6t i sch- 6t op- pr ot ocol June 2018

Code field in the response to RC_ECL ("End of List", as per

Figure 38), indicating to Node A that there no nore cells that match
the request. Node B MIUST return at |east one cell, unless the
specified Ofset is beyond the end of B's cell list in its schedule.
If node B has fewer than Offset cells that match the request, node B
returns an enpty CellList and a Code field set to RC_ECL.

3.3.6. dearing the Schedul e

To cl ear the schedul e between nodes A and B (for exanple after a
schedul e inconsistency is detected), node A issues a CLEAR conmand.
The Type field (T) is set to 6P Request. The Code field is set to
CLEAR  Figure 24 defines the format of a 6P CLEAR Request.

1 2
01234567890123456789012345678901
T I I S i T i T S S e It L i T S A s

| Version] T | R | Code | SFI D | SegNum |
I S T i S T i i S S R S S
| Met adat a |

i T R e i T ik st O I S e SR TR
Fi gure 24: 6P CLEAR Request Fornmat.

Met adat a: Sane usage as for the 6P ADD conmmand, see Section 3.3.1
Its format is the sane as that in the 6P ADD command, but its
content could be different.

Figure 25 defines the format of a 6P CLEAR Response.

1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Version|] T | R| Code [ SFI D [ SeqNum [
B i i S S i I e i S S R L e e e e

Fi gure 25: 6P CLEAR Response Fornat.

When a 6P CLEAR command is issued fromnode A to node B, both nodes A
and B MUST renove all the cells schedul ed between them That is,
node A MJUST renove all the cells scheduled with node B, and node B
MUST renove all the cells scheduled with node A In a 6P CLEAR
conmand, the SegNum MJUST NOT be checked. In particular, even if the
request contains a SegNum val ue that would nornmally cause node B to
detect a schedul e i nconsistency, the transacti on MJST NOT be abort ed.
Upon 6P CLEAR conpl etion, the value of SeqNum MJUST be reset to O.
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The return code to a 6P CLEAR conmand SHOULD be RC_SUCCESS unl ess the
operation cannot be executed. Wen the CLEAR operation cannot be
executed, the return code MJST be set to RC RESET.

3.3.7. Ceneric Signaling Between SFs

The 6P SI GNAL nessage allows the SF inplenentations on two nei ghbor
nodes to exchange generic conmands. The payload in a received Sl GNAL
message i s an opaque set of bytes passed unnodified to the SF. The

| ength of the payload is determ ned through the length field of the
Payl oad | E Header. How the generic SIGNAL conmmand is used is
specified by the SF, and outside the scope of this docunent. The
Type field (T) is set to REQJEST. The Code field is set to SIGNAL.
Figure 26 defines the format of a 6P S| GNAL Request.

1 2
01234567890123456789012345678901

T T R e e e e s S e e ik i NI SR
| Version] T | R | Code | SFI D | SegNum |
B T T i I T T o S S S e b S S S
| Met adat a | payload ...

B R e i o S e S S S S S e s s SR R e S S i il aETE (R S SR
Fi gure 26: 6P SI GNAL Request Fornat.

Met adat a: Sane usage as for the 6P ADD conmand, see Section 3.3.1.
Its format is the sane as that in the 6P ADD command, but its
content could be different.

Fi gure 27 defines the format of a 6P S| GNAL Response.

1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Version|] T | R | Code | SFI D | SegNum |
B E e r e s i s i o T T s S S S S 2

| payload ...
B Tl T sl i S S S S S

Figure 27: 6P SI GNAL Response Fornmat.
3.4. Protocol Functional Details
3.4.1. Version Checking
Al'l messages contain a Version field. |If nultiple Versions of the 6P

protocol have been defined (in future specifications for Version
val ues different fromO0), a node MAY inplenent multiple protoco
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versions at the same tinme. Wen a node receives a 6P nessage with a
Versi on nunber it does not inplenent, the node MIST reply with a 6P
Response with a return code field set to RC_ERR VERSION. The format
of this 6P Response nessage MJST be conpliant with Version 0 and MJST
be supported by all future versions of the protocol. This ensures
that, when node B sends a 6P Response to node A indicating it does
not inplement the 6P version in the 6P Request, node A can
successful ly parse that response.

When a node supports a version nunber received in a 6P Request
message, the Version field in the 6P Response MJUST be the same as the
Version field in the corresponding 6P Request. Simlarly, in a
3-step transaction, the Version field in the 6P Confirmati on MJST

mat ch that of the 6P Request and 6P Response of the sane transaction

3.4.2. SFID Checking

Al'l messages contain an SFID field. A node MAY support multiple SFs
at the sane tine. \When receiving a 6P nessage with an unsupported
SFID, a node MIST reply with a 6P Response with return code of

RC ERR SFID. The SFID field in the 6P Response MJST be the sane as
the SFID field in the corresponding 6P Request. |n a 3-step
transaction, the SFID field in the 6P Confirmati on MUST match that of
the 6P Request and the 6P Response of the same transaction

3.4. 3. Concurrent 6P Transactions

Only a single 6P Transaction between two neighbors, in a given
direction, can take place at the sane tine. That is, a node MJUST NOT
i ssue a new 6P Request to a given nei ghbor before the previous 6P
Transaction it initiated has finished (possibly tinmed out). |If a
node receives a 6P Request froma given nei ghbor before having sent
the 6P Response to the previous 6P Request fromthat neighbor, it
MUST send back a 6P Response with a return code of RC RESET (as per
Fi gure 38) and discard this ongoing second transaction. A node
receiving a RC_RESET code MJST abort the second transaction and
consider it never happened (i.e. reverting changes to the schedul e or
SegNum done by this transaction).

Nodes A and B MAY support having two transactions going on at the
same time, one in each direction. Similarly, a node MAY support
concurrent 6P Transactions with different neighbors. 1In this case,
the cells involved in an ongoing 6P Transacti on MJST be "Il ocked"

until the transaction finishes. For exanple, in Figure 1, node C can
have a different ongoing 6P Transaction with nodes B and R In case
a node does not have enough resources to handl e concurrent 6P
Transactions fromdifferent neighbors it MJST reply with a 6P
Response with return code RC ERR BUSY (as per Figure 38). |In case
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the requested cells are locked, it MIST reply to that request with a
6P Response with return code RC ERR LOCKED (as per Figure 38). The
node recei ving RC_ERR BUSY or a RC ERR LOCKED MAY inplenment a retry
mechani sm defined by the SF.

3.4.4. 6P Tineout

A timeout occurs when the node that successfully sent a 6P Request
does not receive the correspondi ng 6P Response w thin an anount of
time specified by the SF. In a 3-step transaction, a tinmeout also
occurs when a node sending the 6P Response does not receive a 6P
Confirmation. VWhen a tinmeout occurs, the transaction MJST be
cancel ed at the node where the tinmeout occurs. The value of the 6P
Ti meout shoul d be larger than the |ongest possible tine it takes to
receive the 6P Response or Confirmation. The value of the 6P Ti nmeout
hence depends on the nunber of cells schedul ed between the nei ghbor
nodes, the maxi mum nunber of |ink-Ilayer retransm ssions, etc. The SF
MUST deternine the value of the timeout. The value of the timeout is
out of scope of this docunent.

3.4.5. Aborting a 6P Transaction

In case the receiver of a 6P Request fails during a 6P Transaction
and is unable to conplete it, it SHOULD reply to that Request with a
6P Response with return code RC RESET. Upon receiving this 6P
Response, the initiator of the 6P Transacti on MJST consi der the 6P
Transaction as failed.

Simlarly, in the case of 3-step transaction, when the receiver of a
6P Response fails during the 6P Transaction and is unable to conplete
it, it MUST reply to that 6P Response with a 6P Confirmation with
return code RC_ RESET. Upon receiving this 6P Confirmation, the
sender of the 6P Response MJST consider the 6P Transaction as failed.

3.4.6. SeqNum Managenent

The SeqNumis the field in the 6top | E header used to match Request,
Response and Confirmation. The SeqNumis used to detect and handl e
duplicate conmands (Section 3.4.6.1) and schedul e i nconsi stenci es
(Section 3.4.6.2). Each node renenbers the |ast used SeqNum for each
nei ghbor. That is, a node stores as many SeqNum val ues as it has

nei ghbors. In case of supporting nultiple SFs at a tine, a SeqNum
val ue is maintai ned per SF and per neighbor. |In the renmainder of
this section, we describe the use of SeqNum between two nei ghbors;
the sanme happens for each ot her nei ghbor, independently.

When a node resets or after a CLEAR transaction, it MJST reset SeqNum
to 0. The 6P Response and 6P Confirmation for a transacti on MJUST use
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the same SegNum val ue as that in the Request. After every
transacti on, the SegNum MUST be increnented by exactly 1.

Specifically, if node A receives the link-I1ayer acknow edgnent for
its 6P Request, it commits to increnmenting the SeqNum by exactly 1
after the 6P Transaction ends. This ensure that, at the next 6P
Transaction where it sends a 6P Request, 6P Request will have a

di fferent SegNum

Simlarly, a node B increnents the SeqNum by exactly 1 after having
received the |Iink-layer acknow edgnent for the 6P Response (2-step 6P
Transaction), or after having sent the |ink-layer acknow edgrment for
the 6P Confirmation (3-step 6P Transacti on)

When a node B receives a 6P Request fromnode A with SeqNum equal to
0, it checks the stored SegNumfor A |If A is a new neighbor, the
stored SeqNumin B will be 0. The transaction can continue. If the
stored SeqNum for Ain Bis different than 0, a potenti al

i nconsistency is detected. In this case, B MIST return RC_ERR_SEQNUM
with SegNum=0. The SF of node A MAY decide what to do next, as
described in Section 3.4.6. 2.

The SegNum MUST be inplenented as a lollipop counter: it rolls over
fromOxFF to Ox01 (not to Ox00). This is used to detect a nei ghbor
reset. Figure 28 lists the possible values of the SeqNum

[ 0x00 | Clear or After device Reset |
| Ox01-OxFF | Lollipop Counter val ues |

Fi gure 28: Possible values of the SeqNum
3.4.6.1. Detecting and Handling Duplicate 6P Messages

Al'l 6P commands are |ink-1ayer acknow edged. A duplicate nessage
means that a node receives a second 6P Request, Response or
Confirmation. This happens when the link-1ayer acknow edgnent is not
received, and a link-1ayer retransni ssion happens. Duplicate
nmessages are nornmal and unavoi dabl e.

Fi gure 29 shows an exanple 2-step transaction in which Node A
receives a duplicate 6P Response
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[ R + [ R +
| Node A | | Node B |
[ + H-- - - - +----+
I I
| 6P Request (SeqNum=456) |
R >|
I L2 ACK |
| 6P Response (SegqNum=456) [
| S |
| L2 ACK I
| - - - -=-=------X | No ACK
| | link-1ayer
| 6P Response (SeqNun¥456) | retransmt
duplicate |<----------mmmmm oo [
6P Response | L2 ACK |
received | - - - - - - - - - - - - - - - - - - -3
I

Fi gure 29: Exanpl e duplicate 6P nmessage

Fi gure 30 shows exanple 3-step transaction in which Node A receives a
out - of -order duplicate 6P Response after having sent a 6P

Confirmati on.

Wang,

et al.

Expi res Decenber 22, 2018

[ Page 33]



Internet-Draft 6t i sch- 6t op- pr ot ocol June 2018

| >|
I L2 ACK |
| 6P Response (SeqNum=123) [
| S |
| L2 ACK I
| - - - -=-=------X | No ACK
| | link-1ayer
| 6P Confirmation (SegqNum=123) | retransmt
b I
L2 ACK | |
- - - - - - - - - - - - - - - o - - - | frame
| queued
I

I
I
I
I
duplicate | <-------mmmmm i | <--+
out - of -order |
6P Response
recei ved |

Fi gure 30: Exanpl e out-of-order duplicate 6P nmessage

A node detects a duplicate 6P nessage when it has the sanme SegNum and
type as the last franme received fromthe sane nei ghbor. Wen
receiving a duplicate 6P nessage, a node MJUST send a link-Iayer
acknow edgnment, but MJST silently ignore the 6P nessage at the 6top
subl ayer.

3.4.6.2. Detecting and Handling a Schedul e | nconsi stency

A schedul e inconsi stency happens when the schedul es of nodes A and B
are inconsistent. For exanple, when node A has a transnit cell to
node B, but node B does not have the corresponding receive cell, and
therefore isn’t listening to node A on that cell. A schedule

i nconsistency results in |oss of connectivity.

The SegNum field, which is present in each 6P message, is used to
detect an inconsistency. The SeqNum field increnents by 1 at each
message, as detailed in Section 3.4.6. A node conputes the expected
SegNum field for the next 6P Transaction. |If a node receives a 6P
Request with a SeqNum value that is not the expected one, it has
detected an inconsi stency.
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There are at |east 2 cases in which a schedul e inconsi stency happens.

The first case is when a node | oses state, for exanple when it is
power cycled (turned off, then on). |In that case, its SegNum val ue
is reset to 0. Since the SeqNumis a lollipop counter, its neighbor
detects an inconsistency at the next 6P transaction. This is
illustrated in Figure 31 and Figure 32.

Fom e - + Fom e - +
| Node A | | Node B |
S + S oot
SeqNum=87 | | SeqNum=87
I
| 6P Request (SeqNum=87) |
| =-mmmmmm >|
L2 ACK |
G T
I
6P Response (SegNun¥87) |
S e |
S R |

==== power-cycle

SegNum=88 SegNum=0

L2 ACK Det ect ed

- - - - - o oo .o o4 oo

I
I
|
I e >| I nconsistency
I
I
I
I

I
I
| 6P Response (SeqNum=0, RC _ERR_SEQNUM
|
I
I

Fi gure 31: Exanple of inconsistency because of node B reset.
Det ected by node B
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[ R + [ R +
| Node A | | Node B |
[ + H-- - - - +----+
SeqNum=97 | | SeqNume97
I I
| 6P Request (SeqNum=97) |
e RREEEEEEEE PR, >
| L2 ACK |
| 6P Response (SeqNum=97) |
| o |
| L2 ACK I
| ==== power-cycle
I I
SeqNum=98 | | SegNume0
I I
| 6P Request (SegqNum=0) |
Inconsi StenCy| <---------mmmm i |
Det ect ed | L2 ACK |
| 6P Response (SeqNumr0, RC ERR SEQNUM |
R >
| L2 ACK |

Fi gure 32: Exanpl e of

The second case is when the nmaxi num nunber of

by node A

i nconsi stency because node B resets. Detected

I'ink-1ayer

retransm ssions is reached on the 6P Response of a 2-step transaction
(or equivalently on a 6P Confirmation of a 3-step transaction). This
is illustrated in Figure 33.
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[ R + [ R +
| Node A | | Node B |
[ + H-- - - - +----+

SeqNum=87 | | SeqNume87

I I

| 6P Request (SeqNum=87)

I >
L2 ACK

|
SegNunm=88 | no ACK
I

retrans. 1

L2 ACK |
T ¢ |
| no ACK:
6P Response (SegqNum=87) | retrans. 2
(duplicate) |<-----mmmmmm oo |
L2 ACK

I nconsi st ency

|
|
|
|
|
|
|
|
|
(duplicate) |<------cmmmmmm e |
|
|
|
|
|
|
|
|
|
| Det ect ed

I
I
| max retrans.:
I
I

Fi gure 33: Exanpl e inconsistency because of nmaxi mum |ink-I|ayer
retransm ssions (here 2).

In both cases, node B detects the inconsistency.

If the inconsistency is detected during a 6P Transaction (Figure 31),
the node that has detected it MJST send back a 6P Response or 6P
Confirmation with an error code of RC ERR SEQNUM In this 6P
Response or 6P Confirmation, the SeqNum field MJST be set to the

val ue of the sender of the nessage (0 in the exanple in Figure 31).

The SF of the node which has detected the inconsistency MIST define
how to handl e the inconsistency. A first possibility is to issue a
6P CLEAR request to clear the schedule, and rebuild. A second
possibility is to issue a 6P LIST request to retrieve the schedul e.
A third possibility is to internally "roll-back” the schedule. How
to handl e an inconsistency is out of scope of this docunent. The SF
defines how to handl e an inconsi stency.
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3.4.7. Handling Error Responses

3.

4.

4.

4.

A return code marked as Yes in the "Is Error” columm in Figure 38

i ndicates an error. Wen a node receives a 6P Response or 6P
Confirmation with an error, it MJST consider the 6P Transaction as
failed. In particular, if this was a response to a 6P ADD, DELETE or
RELOCATE Request, the node MJUST NOT add, delete or relocate any of
the cells involved in this 6P Transaction. Sinmilarly, a node sending
a 6P Response or a 6P Confirmation with an error code MJST NOT add,

delete, relocate any cells as part of that 6P Transaction. |f a node
recei ves an unrecogni zed return code the 6P Transacti on MJST be
considered as failed. |In particular, in a 3 step 6P Transaction, a

6P Response with an unrecogni zed return code MJST be responded with a
6P Confirmation with return code RC ERR and consi der the transaction

as failed. Defining what to do after an error has occurred is out of
scope of this docunent. The SF defines what to do after an error has
occurred.

5. Security
6P messages MUST be secured through Iink-layer security. This is
possi bl e because 6P nessages are carried as Payl oad |Es.
Requirements for 6top Scheduling Functions (SF) Specification
1. SF ldentifier (SFID)

Each SF has a 1-byte identifier. Section 6.2.5 defines the rules for
appl ying for an SFI D.

2. Requirenents for an SF specification
The specification for an SF

0 MJST specify an identifier for that SF.

0 MJST specify the rule for a node to deci de when to add/ del ete one
or nore cells to a neighbor

0 MJIST specify the rule for a Transaction source to select cells to
add to the CellList field in the 6P ADD Request.

0 MJST specify the rule for a Transaction destination to sel ect
cells fromCelllList to add to its schedul e.

0 MJST specify a value for the 6P Tinmeout, or a rule/equation to
calculate it.

0 MJIST specify the rule for ordering cells.

0 MJST specify a meaning for the "Metadata” field in the 6P ADD
Request .

0 MJST specify the SF behavior of a node when it boots.

0 MJST specify how to handl e a schedul e i nconsi stency.
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0 MJIST specify what to do after an error has occurred (either the
node sent a 6P Response with an error code, or received one).

0 MJST specify the list of statistics to gather. Exanple statistics
i nclude the nunber of transmitted franes to each neighbor. In
case the SF requires no statistics to be gathered, the specific of
the SF MJUST explicitly state so.

0 SHOULD clearly state the application domain the SF is created for.

0 SHOULD contai n exanpl es which highlight normal and error
scenari os.

0 SHOULD contain a list of current inplementations, at |east during
the |-D state of the docunent, per [RFC6982].

0 SHOULD contain a performance eval uati on of the schene, possibly
through references to external docunents

0 SHOULD define the format of the SIGNAL command payload and its
use.

o MAY redefine the format of the CellList field.
MAY redefine the format of the Cell Options field.
o MAY redefine the neaning of the Cell Options field.

o

5. Security Considerations

6P nessages are carried inside 802.15.4 Payl oad Information El enents
(IBEs). Those Payload |Es are encrypted and authenticated at the link
| ayer through CCM [CCM Star]. 6P benefits fromthe sanme |evel of
security as any other Payload IE. The 6P protocol does not define
its own security nechanisns. |In particular, although a key
managenent solution is out of scope of this docunent, the 6P protoco
will benefit for the key managenment solution used in the network

This is relevant as security attacks such as forgery and

m sattribution attacks beconme nore damagi ng when a single key is
shared anongst a group of nore than 2 partici pants.

The 6P protocol does not provide protection against DOS attacks.
Exanpl e attacks include, not sending confirmati on nmessages in 3-step
transaction, and sending wongly formatted requests. These cases
SHOULD be handl ed by an appropriate policy, such as rate-liniting or
time-limted blacklisting the attacker after several attenpts. The
effect on the overall network is nostly localized to those two nodes,
as communi cati on happens in dedicated cells.

6. | ANA Consi derati ons
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6.1. |ETF I E Subtype ' 6P

Thi s docunment adds the follow ng nunber to the "I EEE Std 802. 15. 4
| ETF | E subtype IDs" registry defined by [ RFC8137]:

o m e e oo TS Fom e e oo - +
| Value | Subtype ID| Reference

Fomm e - - s B +
| <TBD> | SUBID 6TOP | RFCXXXX |
Fom e e e e oo oo [ S +

Figure 34: |ETF | E Subtype SUBI D 6TOP

6.2. 6Ti SCH paraneters sub-registries
This section defines sub-registries within the "IPv6 over the TSCH
node of | EEE 802. 15. 4e (6Ti SCH) paraneters" registry, hereafter
referred to as the "6Ti SCH paraneters" registry. Each sub-registry
is described in a subsection

6.2.1. 6P Version Numbers
The nane of the sub-registry is "6P Version Nunbers".
A Note included in this registry should say: "In the 6top Protoco
(6P) [RFCXXXX] there is a field to identify the version of the
protocol. This fieldis 4 bits in size."

Each entry in the sub-registry nust include the Version in the range
0-15, and a reference to the 6P version's docunentation

The initial entry in this sub-registry is as foll ows:

Fomm e - [ S +
| Version | Reference

TR Fom e e oo - +
[ 0 | RFCXXXX |
Fomm e oo - B +

Fi gure 35: 6P Version Nunbers
Al'l other Version Nunbers are Unassi ghed.

The 1 ANA policy for future additions to this sub-registry is "IETF
Revi ew or | ESG Approval " as described in [ RFC8126].
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6.2.2. 6P Message Types
The nane of the sub-registry is "6P Message Types”
A note included in this registry should say: "In the 6top Protoco
(6P) version 0 [RFCXXXX], there is a field to identify the type of
message. This fieldis 2 bits in size."

Each entry in the sub-registry nust include the Type in range
b00-bll, the corresponding Nanme, and a reference to the 6P nessage
type’ s docunentati on.

Initial entries in this sub-registry are as foll ows:

Homm - - S Fom e e e e - - +
| Type | Nane | Reference

Homm e o R +
| bO0O | REQUEST [ RFCXXXX |
| b0l | RESPONSE [ RFCXXXX |
| bl10 | CONFI RVATI ON | RFCXXXX |
Homm - - S Fom e e e e - - +

Fi gure 36: 6P Message Types
Al'l other Message Types are Reserved.

The 1 ANA policy for future additions to this sub-registry is "IETF
Revi ew or | ESG Approval " as described in [ RFC8126].

6.2.3. 6P Command ldentifiers
The nane of the sub-registry is "6P Command |dentifiers”.
A Note included in this registry should say: "In the 6top Protoco
(6P) version O [ RFCXXXX], there is a Code field which is 8 bits in
size. In a 6P Request, the value of this Code field is used to
identify the conmand. "
Each entry in the sub-registry nust include an Identifier in the
range 0-255, the corresponding Nane, and a reference to the 6P
command identifier’s docunmentation

Initial entries in this sub-registry are as foll ows:
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R R Fommemeeeas +
| Identifier | Name | Reference

Fom e e o Fom e e o Fom e e e e - - +
[ 0 | Reserved [ [
| 1| ADD | RFCXXXX |
| 2 | DELETE | RFCXXXX |
[ 3 | RELOCATE | RFCXXXX |
[ 4 | COUNT | RFCXXXX |
[ 5] LIST | RFCXXXX |
[ 6 | SIGNAL | RFCXXXX |
| 7 | CLEAR | RFCXXXX |
| 8-254 | Unassigned | [
| 255 | Reserved | |
s s B +

Figure 37: 6P Conmand | dentifiers.

The | ANA policy for future additions to this sub-registry is "IETF
Revi ew or | ESG Approval " as described in [ RFC8126].

6.2.4. 6P Return Codes
The nane of the sub-registry is "6P Return Codes".
A Note included in this registry should say: "In the 6top Protoco
(6P) version O [ RFCXXXX], there is a Code field which is 8 bits in
size. In a 6P Response or 6P Confirmation, the value of this Code
field is used to identify the return code."
Each entry in the sub-registry nust include a Code in the range
0- 255, the correspondi ng Nane, the correspondi ng Description, and a
reference to the 6P return code’s docunentation

Initial entries in this sub-registry are as foll ows:
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e T e e e meeeeieeeeaeeeas Fommemeeeas +
| Code | Name | Description | I's Error?
Homm - - e e e e e oo - o m e e e e e e e e e aa oo Fom e e e e - - +
[ 0 | RC_SUCCESS | operation succeeded [ No
| 1| RCEQL | end of Iist | No |
[ 2 | RC_ERR | generic error [ Yes
| 3 | RC_RESET | critical error, reset | Yes
| 4 | RC_ERR VERSION | unsupported 6P version | Yes
| 5] RC_ERR SFID | unsupported SFID | Yes
[ 6 | RC_ERR_SEQNUM | schedul e inconsistency [ Yes
| 7 | RCERR CELLLIST | celllList error | Yes
| 8 | RC_ERR BUSY | busy | Yes
| 9| RCERRLOCKED | cells are |ocked | Yes
Fomm - - - ) B B +

Fi gure 38: 6P Return Codes
Al'l other Message Types are Unassi gned.

The 1 ANA policy for future additions to this sub-registry is "IETF
Revi ew or | ESG Approval " as described in [ RFC8126].

6.2.5. 6P Scheduling Function Identifiers
6P Schedul ing Function Identifiers.
A Note included in this registry should say: "In the 6top Protoco
(6P) version O [RFCXXXX], there is a field to identify the scheduling
function to handle the nessage. This fieldis 8 bits in size."
Each entry in the sub-registry nust include an SFID in the range
0- 255, the corresponding Nane, and a reference to the 6P Scheduling

Function’s documentati on

Initial entries in this sub-registry are as foll ows:

T Y T +
| SFI D] Name | Reference |
o mm e e e e e e e e e e e e e e e e e o e e e e e e e e e e m o +
| O] Mnimal Scheduling Function | draft-chang-6tisch-nsf [
I | (MSF) I I
R Y T +

Figure 39: SF ldentifiers (SFID).

Al'l other Message Types are Unassi gned.
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The 1 ANA policy for future additions to this sub-registry depends on
the value of the SFID, as defined in Figure 40. These specifications
must foll ow the guidelines of Section 4.

| 0-127 | |1 ETF Review or |ESG Approval |
| 128- 255 | Expert Review |
Figure 40: SF ldentifier (SFID): Registration Procedure.
6.2.6. 6P Cell Options bitmap

The nane of the sub-registry is "6P Cell Options bitnmap".
A Note included in this registry should say: "In the 6top Protocol
(6P) version 0 [ RFCXXXX], there is an optional Cell Options field
which is 8 bits in size."
Each entry in the sub-registry nust include a bit position in the
range 0-7, the corresponding Nane, and a reference to the bit’'s

docunent ati on.

Initial entries in this sub-registry are as foll ows:

+-- - - - Fom e e e oo [ S +
| bit | Nane | Reference |
N . N +
[ O] TX (Transmit) | RFCXXXX |
| 1| RX (Receive) | RFCXXXX |
[ 2 | SHARED | RFCXXXX |
| 3-7 | Reserved [ [
S . N +

Figure 41: 6P Cell Options bitnmap.
Al'l other Message Types are Reserved.

The 1 ANA policy for future additions to this sub-registry is "IETF
Revi ew or | ESG Approval " as described in [ RFC8126].
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Appendi x A, Recommended Structure of an SF Specification

The follow ng section structure for a SF docunent

I ntroduction

Schedul i ng Function Identifier
Rul es for Adding/Deleting Cells
Rul es for Cell List

6P Ti meout Val ue

Rule for Ordering Cells

Meani ng of the Metadata Field
Node Behavi or at Boot

Schedul e | nconsi stency Handl i ng
6P Error Handling

Exanpl es

| mpl enent ati on Status

Security Considerations

| ANA Consi derations

OO0OO0OO0OO0OO0OO0OO0OOOOOOO

Aut hors’ Addr esses

Qn Wang (editor)

Univ. of Sci. and Tech. Beijing
30 Xueyuan Road

Beijing, Hebei 100083

Chi na

Emai | : wangqi n@ es. ust b. edu. cn
Xavi er Vil aj osana

Uni versitat Cberta de Catal unya
156 Ranbl a Pobl enou

Bar cel ona, Catal onia 08018
Spai n

Emai | : xvil aj osana@oc. edu
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