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Abstract

Data centers have becone critical conponents of the infrastructure
used by network operators to provide services to their custoners.
Data centers are attached to the Internet or a backbone network by
gateway routers. One data center typically has nore than one gateway
for commercial, |oad balancing, and resiliency reasons.

Segnent routing is a popular protocol nechanismfor operating within
a data center, but also for steering traffic that fl ows between two
data center sites. |In order that one data center site may | oad

bal ance the traffic it sends to another data center site it needs to
know t he conpl ete set of gateway routers at the renote data center
the points of connection fromthose gateways to the backbone network,
and the connectivity across the backbone network.

Thi s docunent defines a nechani smusing the BGP Tunnel Encapsul ation
attribute to all ow each gateway router to advertise the routes to the
prefixes in the data center site to which it provides access, and

al so to advertise on behalf of each other gateway to the sanme data
center site.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 19, 2017.
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction
Data centers (DCs) have becone critical conponents of the

infrastructure used by network operators to provide services to their
customers. DCs are attached to the Internet or a backbone network by
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gateway routers (GM). One DC typically has nore than one GWfor
various reasons including cormercial preferences, |oad bal anci ng, and
resiliency agai nst connection of device failure.

Segnent routing (SR) [I-D.ietf-spring-segnent-routing] is a popul ar
protocol mechanismfor operating within a DC, but also for steering
traffic that flows between two DC sites. In order for an ingress DC
that uses SR to | oad balance the flows it sends to an egress DC, it
needs to know the conplete set of entry nodes (i.e., GM) for that
egress DC fromthe backbone network connecting the two DCs. Note
that it is assunmed that the connected set of DCs and the backbone
networ k connecting themare part of the same SR BGP Link State (LS)

i nstance ([RFC7752] and [I-D.ietf-idr-bgpls-segnment-routing-epe]) so
that traffic engineering using SR may be used for these flows.

Suppose that there are two gateways, GM and GA2 as shown in

Figure 1, for a given egress DC and that they each advertise a route
to prefix X which is located within the egress DC with each setting
itself as next hop. One night think that the G for X could be
inferred fromthe routes’ next hop fields, but typically it is not
the case that both routes get distributed across the backbone, rather
only the best route, as selected by BGP, is distributed. This

precl udes | oad bal ancing fl ows across both GAs.
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Figure 1: Exanple Data Center |nterconnection

The obvious solution to this problemis to use the BGP feature that
all ows the advertisenent of multiple paths in BG (known as Add-

Pat hs) [RFC7911] to ensure that all routes to X get advertised by
BGP. However, even if this is done, the identity of the G\ will be
| ost as soon as the routes get distributed through an Autononous
System Border Router (ASBR) that will set itself to be the next hop.
And if there are multiple Autononbus Systens (ASes) in the backbone,
not only will the next hop change several times, but the Add-Paths
techni que will experience scaling issues. This all neans that this
approach is limted to DC sites connected over a single AS

Thi s docunent defines a solution that overcones this linmtation and
works equally well with a backbone constructed fromone or nore ASes.
This solution uses the Tunnel Encapsulation attribute
[I-D.ietf-idr-tunnel-encaps] as foll ows:

We define a new tunnel type, "SR tunnel”. Wen the GM to a given

DC advertise a route to a prefix X within the DC, they will each
i nclude a Tunnel Encapsulation attribute with nultiple tunnel
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i nstances each of type "SR tunnel", one for each GW and each
contai ning a Remote Endpoint sub-TLV with that GWNs address.

In other words, each route advertised by any GWNidentifies all of the
GN to the same DC (see Section 2 for a discussion of how G

di scover each other). Therefore, even if only one of the routes is
distributed to other ASes, it will not matter how nmany tines the next
hop changes, as the Tunnel Encapsul ation attribute (and its renote
endpoi nt sub-TLVs) will remrai n unchanged.

To put this in the context of Figure 1, GM and GMA discover each
other as gateways for the egress data center site. Both GM and GA
advertise thensel ves as having routes to prefix X. Furthernore, GA
i ncludes a Tunnel Encapsulation attribute with a tunnel instance of
type "SR tunnel" for itself and another for GAR2. Simlarly, GAR

i ncludes a Tunnel Encapsulation for itself and another for GAM. The
gateway in the ingress data center site can now see all possible
paths to the egress data center site regardl ess of which route
advertisenent is propagated to it, and it can choose one or bal ance
traffic flows as it sees fit.

2. DC Gateway Auto-Di scovery

To allow a given DC' s GM to auto-di scover each other and to
coordinate their operations, the follow ng procedures are
i mpl enment ed:

o0 Each GWis configured with an identifier for the DC that is comon
across all GAM to the DC (i.e., across all GA to all DC sites
that are interconnected) and uni que across all DCs that are
connect ed.

0 Aroute target ([RFC4360]) is attached to each GN's aut o-di scovery
route and has its value set to the DCidentifier

0 Each GWconstructs an inport filtering rule to inmport any route
that carries a route target with the sane DC identifier that the

GWNitself uses. This means that only these GAM will inport those
routes and that all GA to the sane DC will inport each other’s
routes and will learn (auto- discover) the current set of active

G for the DC

The aut o-di scovery route each GWN advertises consists of the
fol | owi ng:

0 An IPv4 or IPv6 NLRI containing one of the GNs | oopback addresses
(that is, with AFI/SAFI that is one of 1/1, 2/1, 1/4, or 2/4)
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0 A Tunnel Encapsulation attribute containing the GNs encapsul ati on
i nformati on, which at a mininumconsists of an SR tunnel TLV (type
to be allocated by I ANA) with a Renote Endpoint sub-TLV as
specified in [I-D.ietf-idr-tunnel -encaps].

To avoid the side effect of applying the Tunnel Encapsul ation
attribute to any packet that is addressed to the GWNitself, the GW
SHOULD use a different | oopback address for the two cases.

As described in Section 1, each GWw || include a Tunne
Encapsul ation attribute for each GNWthat is active for the DC site
(including itself), and will include these in every route advertised

externally to the DC site by each GW As the current set of active
GN changes (due to the addition of a new GNor the failure/renova

of an existing GN each externally advertised route will be re-
advertised with the set of SR tunnel instances reflecting the current
set of active G/s.

If a gateway becones di sconnected fromthe backbone network, or if
the DC operator decides to ternmnate the gateway’'s activity, it

wi t hdraws the advertisenents descri bed above. This neans that renote
gateways at other sites will stop seeing advertisenents fromthis
gateway. It also neans that other |ocal gateways at this site wll
"unl earn" the renoved gateway and stop including a Tunne

Encapsul ation attribute for the renoved gateway in their

adverti senents.

3. Relationship to BGP Link State and Egress Peer Engi neering

When a renpbte GWNreceives a route to a prefix X it can use the SR
tunnel instances within the contai ned Tunnel Encapsul ation attribute
to identify the GAs through which X can be reached. It uses this
informati on to conpute SR TE pat hs across the backbone network

| ooking at the information advertised to it in SR BGP Link State
(BGP-LS) [I-D.gredler-idr-bgp-Is-segnent-routing-ext] and correl ated
using the DC identity. SR Egress Peer Engi neering (EPE)
[I-D.ietf-idr-bgpls-segnent-routing-epe] can be used to suppl enent
the information advertised in the BGP-LS.

4. Advertising a DC Route Externally

When a packet destined for prefix Xis sent on an SR TE path to a GW
for the DC site containing X, it needs to carry the receiving GNs

| abel for X such that this label rises to the top of the stack before
the GWNconpletes its processing of the packet. To achieve this we

pl ace a prefix-SID sub-TLV for X in each SR tunnel instance in the
Tunnel Encapsul ation attribute in the externally advertised route for
X.
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10.

Alternatively, if the GM for a given DC are configured to allow
renote G to perform SR TE through that DC for a prefix X, then each
GW conmputes an SR TE path through that DC to X from each of the
currently active GA, and places each in an MPLS | abel stack sub-TLV
[I-D.ietf-idr-tunnel-encaps] in the SR tunnel instance for that GW

Encapsul ati on

If the G for a given DC are configured to allow renote GA to send
them a packet in that DC s native encapsul ation, then each GNw ||

al so include multiple instances of a tunnel TLV for that native
encapsul ation in externally advertised routes: one for each GWand
each containing a renote endpoint sub-TLV with that GWN's address. A
renote GWmay then encapsul ate a packet according to the rules
defined via the sub-TLVs included in each of the tunnel TLV

i nst ances.

I ANA Consi derations

I ANA naintains a registry called "BGP paraneters” with a sub-registry
call ed "BGP Tunnel Encapsul ation Tunnel Types." The registration
policy for this registry is First-Conme First-Served.

I ANA is requested to assign a codepoint fromthis sub-registry for
"SR Tunnel ". The next avail abl e value nmay be used and reference
shoul d be made to this docunent.

[[Note: This text is likely to be replaced with a specific code point
val ue once FCFS allocation has been made.]]

Security Considerations
TBD

Manageabi |l ity Consi derations
TBD

Acknowl edgenent s

Thanks to Bruno Rijsman for review coments, and to Robert Raszuk for
useful discussions.

Ref er ences

Drake, et al. Expires April 19, 2017 [ Page 7]



Internet-Draft SR DC Gat eways Cct ober 2016

10.1. Normmtive References

[I-D.ietf-idr-bgpls-segnent-routing-epe]
Previdi, S., Filsfils, C, Ray, S., Patel, K, Dong, J.,
and M Chen, "Segnent Routing BGP Egress Peer Engi neering
BGP- LS Extensions", draft-ietf-idr-bgpls-segnent-routing-
epe-05 (work in progress), My 2016.

[I-D.ietf-idr-tunnel -encaps]
Rosen, E., Patel, K, and G Velde, "The BGP Tunnel
Encapsul ation Attribute", draft-ietf-idr-tunnel-encaps-02
(work in progress), May 2016.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<http://ww.rfc-editor.org/info/rfc2119>.

[ RFC4360] Sangli, S., Tappan, D., and Y. Rekhter, "BGP Extended
Communi ties Attribute", RFC 4360, DO 10.17487/ RFC4A360,
February 2006, <http://www.rfc-editor.org/info/rfc4360>.

[RFC7752] Gedler, H, Ed., Medved, J., Previdi, S., Farrel, A, and
S. Ray, "North-Bound Distribution of Link-State and
Traffic Engineering (TE) Information Using BGP', RFC 7752,
DO 10.17487/ RFC7752, March 2016,
<http://ww. rfc-editor.org/info/rfc7752>.

10.2. Informative References

[1-D.gredler-idr-bgp-1s-segnent-routing-ext]
Previdi, S., Psenak, P., Filsfils, C., Gedler, H, Chen,
M, and j. jefftant @mail.com "BGP Link-State extensions
for Segnent Routing", draft-gredler-idr-bgp-Is-segnent-
routing-ext-03 (work in progress), July 2016.

[I-D.ietf-spring-segment-routing]
Filsfils, C, Previdi, S., Decraene, B., Litkowski, S.,
and R Shakir, "Segnent Routing Architecture", draft-ietf-
spring-segnent-routing-09 (work in progress), July 2016.

[ RFC7911] Walton, D., Retana, A, Chen, E., and J. Scudder,
"Advertisement of Multiple Paths in BGP', RFC 7911,
DO 10.17487/ RFC7911, July 2016,
<http://ww. rfc-editor.org/info/rfc7911>.

Drake, et al. Expires April 19, 2017 [ Page 8]



Internet-Draft SR DC Gat eways Cct ober 2016

Aut hors’ Addr esses

John Drake
Juni per Networks

Emai | : j drake@ uni per. net
Adrian Farrel

Juni per Networks

Emai | : adri an@l ddog. co. uk

Eri c Rosen
Juni per Networks

Enmai | : erosen@ uni per. net
Keyur Pat el

Arrcus, Inc.

Emai | : keyur @urrcus. com

Luay Jalil

Veri zon

Email: luay.jalil @erizon.com

Drake, et al. Expires April 19, 2017 [ Page 9]






