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Abstract

Data centers have becone critical conponents of the infrastructure
used by network operators to provide services to their custoners.
Data centers are attached to the Internet or a backbone network by
gateway routers. One data center typically has nore than one gateway
for commercial, |oad balancing, and resiliency reasons.

Segnent routing is a popular protocol nechanismfor operating within
a data center, but also for steering traffic that fl ows between two
data center sites. |In order that one data center site may | oad

bal ance the traffic it sends to another data center site it needs to
know t he conpl ete set of gateway routers at the renote data center
the points of connection fromthose gateways to the backbone network,
and the connectivity across the backbone network.

Segment routing may al so be operated in other domai ns, such as access
networks. Those dommi ns al so need to be connected across backbone
net wor ks t hrough gat eways.

Thi s docunent defines a nechani smusing the BGP Tunnel Encapsul ation
attribute to all ow each gateway router to advertise the routes to the
prefixes in the segnent routing domains to which it provides access,
and al so to advertise on behalf of each other gateway to the same
segnment routing domain.

Requi renents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Drake, et al. Expi res March 23, 2018 [ Page 1]



Internet-Draft SR DC Gat eways Sept enber 2017

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 23, 2018.
Copyri ght Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

I nt roducti on

Data centers (DCs) have becone critical conponents of the
infrastructure used by network operators to provide services to their
custoners. DCs are attached to the Internet or a backbone network by
gateway routers (GM). One DC typically has nore than one GWfor
various reasons including cormercial preferences, |oad bal ancing, and
resiliency agai nst connection of device failure.

Segnent routing (SR) [I-D.ietf-spring-segnent-routing] is a popul ar
protocol nechanismfor operating within a DC, but also for steering
traffic that flows between two DC sites. In order for an ingress DC
that uses SR to | oad balance the flows it sends to an egress DC, it
needs to know the conplete set of entry nodes (i.e., GM) for that
egress DC fromthe backbone network connecting the two DCs. Note
that it is assunmed that the connected set of DCs and the backbone
networ k connecting themare part of the sanme SR BGP Link State (LS)
instance ([ RFC7752] and [I-D.ietf-idr-bgpls-segnment-routing-epe]) so
that traffic engineering using SR may be used for these flows.

Segment routing may al so be operated in other domains, such as access
networks. Those donmains al so need to be connected across backbone
net wor ks t hrough gat eways.

Suppose that there are two gateways, GM and GA2 as shown in

Figure 1, for a given egress segnment routing domain and that they
each advertise a route to prefix X which is |located within the egress
segnment routing domain with each setting itself as next hop. One

m ght think that the GM for X could be inferred fromthe routes

next hop fields, but typically it is not the case that both routes
get distributed across the backbone: rather only the best route, as
selected by BGP, is distributed. This precludes | oad bal ancing fl ows
across both Gn.
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Figure 1: Exanpl e Segnent Routing Domain |nterconnection

The obvious solution to this problemis to use the BGP feature that
all ows the advertisenent of multiple paths in BG (known as Add-

Pat hs) [RFC7911] to ensure that all routes to X get advertised by
BGP. However, even if this is done, the identity of the G\ will be
| ost as soon as the routes get distributed through an Autononous
System Border Router (ASBR) that will set itself to be the next hop
And if there are multiple Autononbus Systens (ASes) in the backbone,
not only will the next hop change several times, but the Add-Paths
techni que will experience scaling issues. This all neans that this
approach is Iimted to SR domai ns connected over a single AS

Thi s docunent defines a solution that overcones this linmtation and
works equally well with a backbone constructed fromone or nore ASes.
This solution uses the Tunnel Encapsulation attribute
[I-D.ietf-idr-tunnel-encaps] as foll ows:

We define a new tunnel type, "SR tunnel”. Wen the GM to a given
SR domai n advertise a route to a prefix X within the SR donai n,
they will each include a Tunnel Encapsulation attribute with

mul tiple tunnel instances each of type "SR tunnel", one for each
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GW and each contai ning a Renote Endpoint sub-TLV with that GN's
addr ess.

In other words, each route advertised by any GWNidentifies all of the
GN to the same SR dommin (see Section 2 for a discussion of how G\
di scover each other). Therefore, even if only one of the routes is
distributed to other ASes, it will not matter how nmany tines the next
hop changes, as the Tunnel Encapsul ation attribute (and its renote
endpoi nt sub-TLVs) will remrai n unchanged.

To put this in the context of Figure 1, GM and GMA discover each
other as gateways for the egress SR donain. Both GM and GA2
advertise thensel ves as having routes to prefix X. Furthernore, GA
i ncludes a Tunnel Encapsulation attribute with a tunnel instance of
type "SR tunnel" for itself and another for GAR2. Simlarly, GAR

i ncludes a Tunnel Encapsulation for itself and another for GAM. The
gateway in the ingress SR domain can now see all possible paths to
the egress SR donmi n regardl ess of which route advertisenment is
propagated to it, and it can choose one or balance traffic flows as
it sees fit.

The protocol extensions defined in this docunent are put into the
broader context of SR donmin interconnection by
[I-D.farrel-spring-sr-domain-interconnect]. That docunent shows how
ot her existing protocol elenments may be conbined with the extensions
defined in this docunent to provide a full system

2. SR Domai n Gateway Auto-Di scovery

To allow a given SR domain’s GAs to auto-di scover each other and to
coordi nate their operations, the follow ng procedures are
i mpl enment ed:

0 Each GWis configured with an identifier for the SR donmain that is
common across all GM to the domain (i.e., across all GM to all
SR domai ns that are interconnected) and unique across all SR
domai ns that are connected.

0 Aroute target ([RFC4360]) is attached to each GN's auto-di scovery
route and has its value set to the SR domain identifier

0 Each GWconstructs an inport filtering rule to inport any route
that carries a route target with the same SR domain identifier
that the GWNitself uses. This nmeans that only these GA will
import those routes and that all GA to the sane SR domain will
i mport each other’s routes and will |earn (auto-discover) the
current set of active GM for the SR domain.
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The aut o-di scovery route each GWNadvertises consists of the
fol | owi ng:

0 An IPv4 or IPv6 NLRI containing one of the GNs | oopback addresses
(that is, with AFI/SAFI that is one of 1/1, 2/1, 1/4, or 2/4).

0 A Tunnel Encapsulation attribute containing the GNs encapsul ati on
i nformati on, which at a mininumconsists of an SR tunnel TLV (type
to be allocated by I ANA) with a Renote Endpoint sub-TLV as
specified in [I-D.ietf-idr-tunnel -encaps].

To avoid the side effect of applying the Tunnel Encapsul ation
attribute to any packet that is addressed to the GWNitself, the GW
SHOULD use a different | oopback address for the two cases.

As described in Section 1, each GWw || include a Tunne
Encapsul ation attribute for each GWthat is active for the SR donmin
(including itself), and will include these in every route advertised

externally to the SR domain by each GN  As the current set of active
GN changes (due to the addition of a new GNor the failure/renova

of an existing GN each externally advertised route will be re-
advertised with the set of SR tunnel instances reflecting the current
set of active G/s.

If a gateway becomes di sconnected fromthe backbone network, or if
the SR domain operator decides to term nate the gateway’s activity,
it withdraws the advertisenments described above. This nmeans that
renote gateways at other sites will stop seeing advertisenents from
this gateway. It also neans that other local gateways at this site
will "unlearn" the renoved gateway and stop including a Tunne
Encapsul ation attribute for the renoved gateway in their

adverti senents.

Rel ationship to BGP Link State and Egress Peer Engi neering

When a renpte GWNreceives a route to a prefix X it can use the SR
tunnel instances within the contai ned Tunnel Encapsul ation attribute
to identify the GAs through which X can be reached. It uses this
informati on to conpute SR TE pat hs across the backbone network

| ooking at the information advertised to it in SR BGP Link State
(BGP-LS) [I-D.gredler-idr-bgp-Is-segnent-routing-ext] and correl ated
using the SR domain identity. SR Egress Peer Engineering (EPE)
[I-D.ietf-idr-bgpls-segnent-routing-epe] can be used to suppl enent
the information advertised in the BGP-LS.
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4.

Advertising an SR Domai n Route Externally

When a packet destined for prefix Xis sent on an SR TE path to a GW
for the SR domain containing X, it needs to carry the receiving GWNs
| abel for X such that this label rises to the top of the stack before
the GWconpletes its processing of the packet. To achieve this we

pl ace a prefix-SID sub-TLV for X in each SR tunnel instance in the
Tunnel Encapsul ation attribute in the externally advertised route for
X.

Alternatively, if the GM for a given SR domain are configured to
allow renote GM to perform SR TE through that SR domain for a prefix
X, then each GWconputes an SR TE path through that SR domain to X
fromeach of the currently active GAs, and pl aces each in an MPLS

| abel stack sub-TLV [I-D.ietf-idr-tunnel-encaps] in the SR tunne

i nstance for that GW

Encapsul ati on

If the G for a given SR domain are configured to allow renote G
to send them a packet in that SR domain’ s native encapsul ati on, then
each GWwill also include nmultiple instances of a tunnel TLV for that
native encapsulation in externally advertised routes: one for each GW
and each containing a renote endpoint sub-TLV with that GN s address.
A rembte GN may then encapsul ate a packet according to the rules
defined via the sub-TLVs included in each of the tunnel TLV

i nst ances.

| ANA Consi der ati ons

I ANA naintains a registry called "BGP paraneters” with a sub-registry
call ed "BGP Tunnel Encapsul ation Tunnel Types." The registration
policy for this registry is First-Conme First-Served.

I ANA is requested to assign a codepoint fromthis sub-registry for
"SR Tunnel ". The next avail abl e value nmay be used and reference
shoul d be made to this docunent.

[[Note: This text is likely to be replaced with a specific code point
val ue once FCFS allocation has been made.]]

Security Considerations

From a protocol point of view, the mechanisnms described in this
docunent can | everage the security nechani sns al ready defined for
BGP. Further discussion of security considerations for BGP nay be
found in the BGP specification itself [RFC4271] and in the security
anal ysis for BGP [ RFC4272]. The original discussion of the use of
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the TCP MD5 signature option to protect BGP sessions is found in
[ RFC5925], while [RFC6952] includes an analysis of BGP keying and
aut henti cation issues.

The mechani sns described in this docunent involve sharing routing or
reachability information between domains: that may nean discl osing
information that is nornmally contained within a domain. So it needs
to be understood that normal security paradi gns based on the
boundari es of dommi ns are weakened. Discussion of these issues with
respect to VPNs can be found in [ RFC4364] while [ RFC7926] descri bes
many of the issues associated with the exchange of topol ogy or TE

i nformation between donmai ns.

Particul ar exposures resulting fromthis work include:

0 Gateways to a domain will know about all other gateways to the
same domain. This feature applies within a domain and so is not a
substantial exposure, but it does nean that if the protocol BGP
exchanges within a domain can be snooped or if a gateway can be
subverted then an attacker may learn the ful set of gateways to a
domain. This facilitates nore effective attacks on that domain.

0 The existence of nmultiple gateways to a donain becones nore
vi sible across the backbone and even into renote donmains. This
means that an attacker is able to prepare a nore conprehensive
attack than exists when only the locally attached backbone network
(e.g., the AS that hosts the domain) can see all of the gateways
to a site.

0 A node in a domain that does not have external BGP peering (i.e.
is not really a domain gateway and cannot speak BGP into the
backbone network) may be able to get itself advertised as a
gateway by letting other genuine gateways discover it (by speaking
BGP to themwithin the domain) and so may get those genui ne
gateways to advertise it as a gateway into the backbone network.

o If it is possible to nodify a BGP nessage within the backone, it
may be possible to spoof the existence of a gateway. This could
cause traffic to be attracted to a specific node and m ght result
in blackholing of traffic.

Al'l of the issues in the |ist above could cause disruption to domain
i nterconnection, but are not new protocol vulnerabilities so nmuch as
new exposures of information that could be protected agai nst using
exi sting protocol mechanisnms. Furthernore, it is a genera
observation that if these attacks are possible then it is highly
likely that far nore significant attacks can be made on the routing
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10.

10.

system It should be noted that BGP peerings are not discovered, but
al ways arrise fromexplicit configuration.

Manageabi |l ity Consi derations
TBD
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