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Abst ract

Thi s docunment describes how Ethernet VPN (E-VPN) technol ogy can be
used to interconnect VXLAN or NVGRE networks over an MPLS/ | P networKk.
This is to provide intra-subnet connectivity at Layer 2 and control -
pl ane separati on anong the interconnected VXLAN or NVGRE networ ks.
The scope of the | earning of host MAC addresses in VXLAN or NVGRE
network is limted to data plane learning in this docunent.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
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other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
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1

I nt roducti on

[EVPN] introduces a solution for nultipoint L2VPN services, wth
advanced nulti-hom ng capabilities, using BGP control plane over the
core MPLS/IP network. [VXLAN] defines a tunneling schene to overlay
Layer 2 networks on top of Layer 3 networks. [VXLAN allows for

opti mal forwarding of Ethernet franes with support for nultipathing
of unicast and multicast traffic. VXLAN uses UDP/IP encapsul ation for
tunnel i ng.

In this docunment, we discuss how Et hernet VPN (EVPN) technol ogy can
be used to interconnect VXLAN or NVGRE networ ks over an MPLS/IP
network. This is achieved by terminating the VXLAN tunnel at the
hand- of f points, perfornm ng data pl ane MAC | earni ng of customer
traffic and providing intra-subnet connectivity for the customers at
Layer 2 across the MPLS/IP core. The solution maintains control-pl ane
separati on anong the interconnected VXLAN or NVGRE networks. The
scope of the learning of host MAC addresses in VXLAN or NVGRE net wor k
islinmted to data plane learning in this document. The distribution
of MAC addresses in control plane using BGP in VXLAN or NVGRE networ k
is outside of the scope of this docunent and it is covered in [ EVPN-
OVERLY] .

1.1 Term nol ogy

2.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

LDP: Label Distribution Protocol. MAC. Media Access Control MPLS:
Multi Protocol Label Switching. OAM Operations, Administration and
Mai nt enance. PE: Provide Edge Node. PW PseudoWre. TLV: Type,
Length, and Value. VPLS: Virtual Private LAN Services. VXLAN: Virtual
eXtensible Local Area Network. VTEP: VXLAN Tunnel End Point VN :
VXLAN Network ldentifier (or VXLAN Segnent |ID) ToR Top of Rack
switch. LACP: Link Aggregation Control Protocol

Requi rement s

2.1. Control Plane Separation anong VXLAN NVGRE Net wor ks

It is required to nmaintain control-plane separation for the underlay
networks (e.g., anong the various VXLAN NVGRE networks) being

i nterconnected over the MPLS/IP network. This ensures the foll ow ng
characteristics:

- scalability of the IGP control plane in |arge deploynments and fault
domai n | ocalization, where link or node failures in one site do not
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trigger re-convergence in renote sites.

- scalability of nulticast trees as the nunber of interconnected
net wor ks scal es.

2.2 All-Active Milti-hom ng

It is inmportant to allow for all-active multi-homng of the

VXLAN NVGRE network to MPLS/I P network where traffic froma VTEP can
arrive at any of the PEs and can be forwarded accordi ngly over the
MPLS/ I P network. Furthernore, traffic destined to a VIEP can be
recei ved over the MPLS/IP network at any of the PEs connected to the
VXLAN NVGRE net wor k and be forwarded accordingly. The solution MJST
support all-active nmulti-hom ng to an VXLAN NVGRE net wor k.

2.3 Layer 2 Extension of VN s/VSIDs over the MPLS/I P Network

It is required to extend the VXLAN VNIs or NVGRE VSI Ds over the
MPLS/ I P network to provide intra-subnet connectivity between the
hosts (e.g. VMs) at Layer 2.

2.4 Support for Integrated Routing and Bridging (1RB)

The data center WAN edge node is required to support integrated
routing and bridging in order to accommpdate both inter-subnet
routing and intra-subnet bridging for a given VNI/VSID. For exanple,

i nter-subnet switching is required when a renote host connected to an
enterprise IP-VPN site wants to access an application resided on a
VM

3. Sol ution Overview

Every VXLAN NVGRE network, which is connected to the MPLS/IP core,
runs an i ndependent instance of the I GP control-plane. Each PE
participates in the IGP control plane instance of its VXLAN NVGRE
net wor k.

Each PE node terninates the VXLAN or NVGRE dat a- pl ane encapsul ation

where each VNI or VSID is mapped to a bridge-domain. The PE perforns
data plane MAC |l earning on the traffic received fromthe VXLAN NVGRE
net wor K.

Each PE node inplenents EVPN or PBB-EVPN to distribute in BGP either
the client MAC addresses | earnt over the VXLAN tunnel in case of
EVPN, or the PEs' B-MAC addresses in case of PBB-EVPN. In the PBB-
EVPN case, client MAC addresses will continue to be learnt in data
pl ane.
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Each PE node woul d encapsul ate the Ethernet franes with MPLS when
sendi ng the packets over the MPLS core and with the VXLAN or NVGRE
tunnel header when sending the packets over the VXLAN or NVGRE

Net wor k.

o +
I I
Fomm e oo - + +----4+ MLS +----4+ H--------- +

S + |---] PEL | | PE3 | --| | +----- +

| VTEP]| - - | | R -t | --] VTEP3
+----- + |  VXLAN | +----+ +----+ | VXLAN | +----- +
R + | ---] PE2 | | PE4 | --| | +----- +

| VTEP2| - - | | +----+Backbone+----+ | | --| VTEPA4
+----- F R S + B + Fomm e oo - +  4----- +
| <--- Underlay IGP ----><-Overlay BGP->|<--- Underlay IGP ---> CP
| <----- VXLAN --------- >| <EVPN/ PBB- EVPN>| <- - - - - - VXLAN ------- >| DP
| <----MPLS----- >|
Legend: CP = Control Plane View DP = Data Pl ane View

Figure 1: Interconnecting VXLAN Networks w th VXLAN- EVPN
3.1. Redundancy and All-Active Milti-hom ng

When a VXLAN network is nmulti-honed to two or nore PEs, and provided
that these PEs have the sane | GP distance to a given NVE, the

sol ution MJUST support | oad-bal ancing of traffic between the NVE and
the MPLS network, anmong all the multi-homed PEs. This nmaxinizes the
use of the bisectional bandw dth of the VXLAN network. One of the
mai n capabilities of EVPN PBB-EVPN is the support for all-active

mul ti-hom ng, where the known unicast traffic to/froma nulti-honed
site can be forwarded by any of the PEs attached to that site. This
ensures optinmal usage of nultiple paths and | oad bal anci ng. EVPN PBB-
EVPN, through its DF election and split-horizon filtering mechanisns,
ensures that no packet duplication or forwarding | oops result in such
scenarios. In this solution, the VXLAN network is treated as a

mul ti-homed site for the purpose of EVPN operation

Since the context of this solution is VXLAN networks wth data-pl ane
| earning paradigm it is inportant for the nulti-hom ng mechanismto
ensure stability of the MAC forwarding tables at the NVEs, while
supporting all-active forwarding at the PEs. For exanple, in Figure 1
above, if each PE uses a distinct |IP address for its VTEP tunnel

then for a given VNI, when an NVE | earns a host’'s MAC address agai nst
the originating VIEP source address, its MAC forwarding table wll
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keep flip-flopping anmong the VTEP addresses of the local PEs. This is
because a flow associated with the same host MAC address can arrive
at any of the PE devices. In order to ensure that there is no
flip/flopping of MAC-to-VTEP address associ ations, an | P Anycast
address MJST be used as the VTEP address on all PEs nulti-honmed to a
gi ven VXLAN network. The use of |P Anycast address has two

advant ages:

a) It prevents any flip/flopping in the forwarding tables for the
MAC-t o- VTEP associ ati ons

b) It enables | oad-bal ancing via ECMP for DCl traffic anong the
mul ti-homed PEs

In the baseline [EVPN] draft, the all-active nulti-homng is
described for a nmulti-honed device (MHD) using [LACP] and the single-
active nmulti-homng is described for a nulti-honmed network (MN)
using [802.1Q . In this draft, the all-active nulti-homng is
described for a VXLAN MHN. This inplies sone changes to the filtering
which will be described in details in the nulticast section (Section
4.6.2).

The filtering used for BUMtraffic of all-active multi-homing in
[EVPN] is asymetric; where the BUMtraffic fromthe MPLS/IP network
towards the multi-homed site is filtered on non-DF PE(s) and it
passes thorough the DF PE. There is no filtering of BUMtraffic
originating fromthe nulti-homed site because of the use of Ethernet
Li nk Aggregation: the MHD hashes the BUMtraffic to only a single
link. However, in this solution because BUMtraffic can arrive at
both PEs in both core-to-site and site-to-core directions, the
filtering needs to be symetric just like the filtering of BUM
traffic for single-active multi-homng (on a per service

i nst ance/ VLAN basi s) .

4, EVPN Rout es

This solution | everages the same BGP Routes and Attributes defined in
[EVPN], adapted as foll ows:

4.1. BGP MAC Advertisenent Route
This route and its associ ated nodes are used to distribute the
customer MAC addresses learnt in data plane over the VXLAN tunnel in
case of EVPN. Or can be used to distribute the provider Backbone MAC
addresses in case of PBB- EVPN

In case of EVPN, the Ethernet Tag ID of this route is set to zero for
VNI - based node, where there is one-to-one mappi ng between a VNI and
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an EVI. In such case, there is no need to carry the VNI in the MAC
advertisenment route because BD I D can be derived fromthe RT
associated with this route. However, for VN -aware bundl e node, where
there is multiple VNI's can be nmapped to the sanme EVI, the Ethernet
Tag | D MJUST be set to the VNI. At the receiving PE, the BDID is
derived fromthe conbination of RT + VNI - e.g., the RT identifies
the associated EVI on that PE and the VNI identifies the
corresponding BD ID within that EV

The Ethernet Tag field can be set to a normalized value that naps to
the VNI, in VNI aware bundling services, this would make the VNI
val ue of local significance in multiple Data centers. Data plane need
to map to this normalized VNI value and have it on the | P VxLAN
packets exchanged between the DCl s.

4.2. FEthernet Auto-Di scovery Route
When EVPN is used, the application of this route is as specified in
[EVPN] . However, when PBB-EVPN is used, there is no need for this
route per [PBB-EVPN].

4,.3. Per VPN Route Targets
VXLAN- EVPN uses the same set of route targets defined in [EVPN].

4.4 Inclusive Milticast Route
The EVPN Inclusive Miulticast route is used for auto-discovery of PE
devices participating in the sane tenant virtual network identified
by a VNI over the MPLS network. It also enables the stitching of the
IP nmulticast trees, which are local to each VXLAN site, with the
Label Switched Multicast (LSM trees of the MPLS network.
The Inclusive Milticast Route is encoded as follow

- Ethernet Tag IDis set to zero for VN -based node and to VNI for
VNI - awar e bundl e node.

- Oiginating Router’s I P Address is set to one of the PEs IP
addr esses.

Al other fields are set as defined in [EVPN.
Pl ease see section 4.6 "Handling Milticast"
4.5, Unicast Forwarding

Host MAC addresses will be learnt in data plane fromthe VXLAN
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network and associated with the corresponding VTEP identified by the
source | P address. Host MAC addresses will be learnt in control plane
if EVPN is inplemented over the MPLS/IP core, or in the data-plane if
PBB- EVPN i s inplenented over the MPLS core. Wen Host MAC addressed
are learned in data plane over MPLS/IP core [in case of PBB-EVPN],
they are associated with their correspondi ng BMAC addresses.

L2 Unicast traffic destined to the VXLAN network will be encapsul at ed
with the | P/UDP header and the correspondi ng custoner bridge VN .

L2 Unicast traffic destined to the MPLS/IP network will be
encapsul ated with the MPLS | abel

4.6. Handling Multicast
Each VXLAN network i ndependently builds its P2MP or MP2MP shared
mul ticast trees. A P2MP or MP2MP tree is built for one or nore VNI's
local to the VXLAN network

In the MPLS/I P network, nultiple options are available for the

delivery of nulticast traffic: - Ingress replication - LSM
with Inclusive trees - LSMwi th Aggregate |nclusive trees -
LSMwith Selective trees - LSMwith Aggregate Sel ective trees

Wien LSMis used, the trees are P2MWP

The PE nodes are responsible for stitching the IP nulticast trees, on
the access side, to the ingress replication tunnels or LSMtrees in
the MPLS/IP core. The stitching nust ensure that the foll ow ng
characteristics are maintained at all tines:

1. Avoi ding Packet Duplication: In the case where the VXLAN network
is multi-homed to nmultiple PE nodes, if all of the PE nodes forward
the sane nulticast frame, then packet duplication would arise. This
applies to both nmulticast traffic fromsite to core as well as from
core to site.

2. Avoiding Forwarding Loops: In the case of VXLAN network nmulti -
hom ng, the solution nmust ensure that a nulticast franme forwarded by
a given PE to the MPLS core is not forwarded back by another PE (in
the sane VXLAN network) to the VXLAN network of origin. The sane
applies for traffic in the core to site direction.

The followi ng approach of per-VN |oad bal anci ng can guarant ee proper
stitching that nmeets the above requirenents.

4.6.2. Miulticast Stitching with Per-VNl Load Bal anci ng
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To setup nulticast trees in the VXLAN network for DC applications,
PIMBidir can be of special interest because it reduces the amount of
mul ticast state in the network significantly. Furthernore, it

al | evi ates any special processing for RPF check since PIMBidir
doesn’t require any RPF check. The RP for PIMBidir can be any of the
spine nodes. Miultiple trees can be built (e.g., one tree rooted per
spi ne node) for efficient |oad-balancing within the network. Al PEs
participating in the multi-hom ng of the VXLAN network join all the
trees. Therefore, for a given tree, all PEs receive BUMtraffic. DF
el ection procedures of [EVPN] are used to ensure that only traffic
to/froma single PE is forwarded, thus avoidi ng packet duplications
and forwardi ng | oops. For |oad-bal ancing of BUMtraffic, when a PE or
an NVE wants to send BUMtraffic over the VXLAN network, it selects
one of the trees based on its VNI and forwards all the traffic for
that VNI on that tree

Multicast traffic fromVXLANNVGRE is first subjected to filtering
based on DF el ection procedures of [EVPN] using the VNI as the

Et hernet Tag. This is similar to filtering in [EVPN in principal
however, instead of VLANID, VN is used for filtering, and instead
of being 802.1Q frane, it is a VXLAN encapsul ated packet. On the DF
PE, where the nulticast traffic is allowed to be forwarded, the VN
is used to select a bridge domain,. After the packet is de-

capsul ated, an L2 | ookup is perfornmed based on host MAC DA. It should
be noted that the MAC learning is performed in data-plane for the
traffic received fromthe VXLAN NVGRE network and the host MAC SA is
| earnt agai nst the source VTEP address.

The PE nodes, connected to a nulti-honed VXLAN network, perform BGP
DF el ection to deci de which PE node is responsible for forwarding

mul ticast traffic associated with a given VNI. A PE would forward
multicast traffic for a given VNI only when it is the DF for this
VNI. This forwarding rule applies in both the site-to-core as well as
core-to-site directions.

4.6.2.1 PIM SM operation
Wth PIMSM nulticast traffic fromthe core-to-site could be dropped
since a transit router may decide that the RPF path towards the
anycast address source is toward a PE node that is not the DF.

The PE nodes whether DF or not, has to forward forward nul ti cast
traffic from core-to-side

The operation would work as follow

Initially, the PE nodes connected to the nulti-honed VXLAN network as
well the VTEPs, join towards the RP for the nulticast group for a
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particul ar VXLAN.

When BUMtraffic needs to be flooded fromcore to site, all the PE
nodes connected to the nulti-honmed VXLAN network send PI M register
messages to the RP. The nulticast flowis identified as (anycast
address, group) in the register nessage, and the source address for
the PI M SMregister nmessage should be a uni que address on the PE node
not the anycast address.

The RP will send a join for the (anycast address, group) upon
receiving the register nessage, routed towards the cl osest PE which
could be either the DF or the non-DF. This PE will switch to send
traffic natively. Upon receiving the native traffic, the RP will send
regi ster-stop nmessages for other PEs that keep sending registering
messages, given that only one PE will get the (anycast address,

group) join.

When VTEPs receive traffic fromthe RP, VTEPs will send (anycast
address, group) join, routed towards the closet PE to each VTEP. This
starts native forwarding on nmultiple PE nodes connected to the VXLAN
net wor k, but each VTEP or transit router will only accept mnulticast
traffic fromone of the multi-homed PE nodes.

If PIMstate tines out when nulticast traffic stops for a period of
time, the next flooded packet will trigger the above process again.

It is to be noted that before the RP receives the first natively sent
packet from one particular PE node connected to the nultihonmed VXLAN
network, all packets encapsulated in the register nessages from al
PEs will be forwarded by the RP, causing duplications.

A possible optimzation is for all PE nodes connected to the
mul ti honed VXLAN network to send null-register periodically to
mai ntain the PIMstate at the RP, instead of encapsul ating fl ooded
packets in regi ster nessages.
The site-to-core operations for flooding BUMtraffic would still be
subject to DF election per VNI as described above.

5. NVGRE
Just |ike VXLAN, all the above specification would apply for NVGRE,
replacing the VNI with Virtual Subnet Identifier (VSID) and the VTEP
wi th NVGRE Endpoi nt.

6. Use Cases Overview
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6. 1. Honogeneous Network DCl interconnect Use cases

This covers DCl interconnect of two or nore VXLAN based Data center
over MPLS enabl ed EVPN core.

6.1.1. VNI Base Mbde EVPN Service Use Case

Thi s use case handl es the EVPN service where there is one to one
mappi ng between a VNI and an EVI. Ethernet TAG ID of EVPN BGP NLRI
shoul d be set to Zero. BD ID can be derived fromthe RT associ ated
with the EVI/VN .

+---+ +---+
| H1| B S T + -+ - m - - + -4+ - + +---+| H3|
| M| --+ ++ +- +PE1+- + +- +PE3+- - + +- -+ +| M|
feot | | 4=+ | MPLS Core| +---+ | || e
+---+ | NVE|| VXLAN | | (EVPN) | | VXLAN | NVE| +---+
| H2| | 1]] | +--+ | +---+ 121 | H4
| M|--+ +-+ +- +PE2+- + +- +PE4+- - + +- -+ + | M|
R T i = L R L e e + -t -+
R Fomm - R Fomm - R Fomm - R R +

| Original | VXLAN | Original | MPLS | Original| VXLAN | Original | Oiginal|
| Et her net | Header | Et her net | Header | Et her net | Header | Et her net | Et her net |
| Frame | | Frame | | Frame | | Frame | Frame |

| <----Data Center Sitel->|<----EVPN Core>|<---Data Center Site2-->|
Figure 2 VNI Base Service Packet Flow.
VNI base Service(One VNI mapped to one EVI).

Hosts Hl, H2, H3 and H4 are hosts and there associ ated MAC addresses
are ML, M, MB and M4. PEl1l, PE2, PE3 and PE4 are the VXLAN- EVPN
gateways. NVE1 and NVE2 are the originators of the VXLAN based

net wor k.

When host Hl in Data Center Sitel communicates with H3 in Data Center
Site2, H1 fornms a |layer2 packet with source I P address as |IP1 and
Source MAC ML, Destination IP as I P3 and Destination MAC as

MB(assumi ng that ARP resol ution already happened). VNEl | earns Source
MAC and | ookup in bridge domain for the Destinati on MAC. Based on the
MAC | ookup, the frame needs to be sent to VXLAN network. VXLAN
encapsul ation is added to the original Ethernet frame and frane is
sent over the VXLAN tunnel. Frames arrives at PEl. PEl(i.e. VXLAN
gateway), identifies that frame is a VXLAN frame. The VXLAN header is
de- capsul ated and Destination MAC | ookup is done in the bridge donain
table of the EVI. Lookup of destination MAC results in the EVPN

uni cast NH. This NH will be used for identifying the |abels (tunnel
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| abel and service | abel) to be added over the EVPN core. Simlar
processing is done on the other side of DCl.

6.1.2. VNI Bundle Service Use Case Scenario

In the case of VNI -aware bundle service node, there are nultiple VNI's
are mapped to one EVI. The Ethernet TAG ID nust be set to the VNI ID
in the EVPN BGP NLRIs. MPLS | abel allocation in this use case
scenari o can be done either per EVI or per EVI, VN ID basis. If MPLS
| abel allocation is done per EVI basis, then in data path there is a
need to push a VLAN TAG for identifying bridge-donain at egress PE so
that Destination MAC address | ookup can be done on the bridge domain.

6.1.3. VNI Transl ation Use Case

+---+ +---+
| HL| +---+ +------- + -t - - - - - + oot - - - - - - + +---+ | H3

| M| -+ +-+ +- +PE1+- + +- +PE3+- + +-+ + | M|
t--+ || | +---+ |MPLS Core | +---+ | [ R B s
+---+ | NVE|] | VXLAN | | (EVPN) [ | VXLAN | | NVE] +---+
| Hl | 1] | | +---+ | +---+ 121 | H4
| M| -+ +- + +- +PE2+- + +- +PE4+- + +- + + | M|
I i B I i e I I + -t -+

[<----VNl IDA-->|<------- EVI-A------- >/ <----VNI_ID_B--->

Figure 3 VNI Translation Use Case Scenari 0s.

There are two or nore Data Center sites. These Data Center sites

m ght use different VNI ID for sane service. For exanple, Service A
usage "VNl ID A" at data center sitel and "VNI _ID B" for sane service
in data center site 2. VNI IDAis termnated at ingress EVPN PE and
VNI 1D B is encapsul ated at the egress EVPN PE.

6. 2. Heterogeneous Network DCl Use Cases Scenari os

Data Center sites are upgraded slowy; so heterogeneous network DC
solution is required fromthe perspective of mgration approach from
traditional data center to VXLAN based data center. For Exanple Data
Center Sitel is upgrade to VXLAN but Data Center Site 2 and 3 are
still layer2/VLAN based data centers. For these use cases, it is
required to provide VXLAN VLAN interworking over EVPN core

6.2.1. VXLAN VLAN I nterworking Over EVPN Use Case Scenario

The new data center site is VXLAN based data center site. But the
ol der data center sites are still based on the VLAN

R R
| HL| +---+ +------ G L I SRR [ SR T + +---+ | H3
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10.

10.

10.

| M-+ +-+ +- +PE1+- + +- +PE3+- + +-+ + | M|
N | +---+ | MPLS Core| +---+ | | 1] e
+---+ | NVE| | VXLAN | | (EVPN) | | L2 | | NVE| +---+
| W | 1] | | 4---+ ] | +---+ | Network| | 2| | H4|
| M| -+ +-+ +- +PE2+- + +- +PE4+- + +-+ + | M|
T R S + o Aeeet Feemmeaaan S TR S e + -t -t
| <--Data Center Sitel->|<---EVPN Core--->|<--Data Center Site2-->|
+----- + H------ +----- + H------ Fomm - - - +----- + H------ +----- + 4----- +
| L2 | | VXLAN | L2 | | MPLS |VLAN |L2 | | VLAN |L2 | | L2 [
| Frane| | Header| Frane| | Header| Header| Frame| | Header| Frane| | Frane|
S + feaeeen S + feaeeen . S + feaeeen S + - +

Fi gure 5 VXLAN VLAN interworking over EVPN Use Case.

If a service that are represented by VXLAN on one site of data center
and via VLAN at different data center sites, then it is a recomended
to nodel the service as a VN base EVPN service. The BGP NLRIs w ||

al ways advertise VLAN ID TAG as '0' in BGP routes. The advantage with
this approach is that there is no requirenent to do the VNI

normal i zation at EVPN core. VNI ID A is termnated at ingress EVPN PE
and "VLAN ID B" is encapsul ated at the egress EVPN PE.
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