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Abstract

Thi s docunent describes a new EVPN VPWS5 service type specifically for
mul tiplexing nmultiple attachnment circuits across different Ethernet
Segnments and physical interfaces into a single EVPN VPW5 service
tunnel and still providing Single-Active and All-Active multi-homn ng.
This new service is referred to as flexible cross-connect service. It
al so describes the rational for this new service type as well as a
solution to deliver such service.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm
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1

I nt roducti on

[ RFC8214] describes a solution to deliver P2P services using BGP
constructs defined in [ RFC7432]. It delivers this P2P service between
a pair of Attachment Circuits (ACs), where an AC can desighate on a
PE, a port, a VLAN on a port, or a group of VLANs on a port. It also
| everages multi-homing and fast convergence capabilities of [RFC7432]
in delivering these VPW5 services. Milti-hom ng capabilities include
the support of single-active and all-active redundancy node and fast
convergence is provided using "nmass wthdraw' nessage in control -

pl ane and fast protection switching using prefix independent
convergence in data-plane upon node or link failure [BGP-PI(C].
Furthernmore, the use of EVPN BGP constructs eliminates the need for
mul ti-segment PW auto-discovery and signaling if the VPWS service
need to span across nultiple ASes.

Sone service providers have very |arge nunber of ACs (in millions)
that need to be back haul ed across their MPLS/IP network. These ACs
may or nmay not require tag mani pulation (e.g., VLAN translation).
These service providers want to nultiplex a |arge nunmber of ACs
across several physical interfaces spread across one or nore PEs
(e.g., several Ethernet Segnents) onto a single VPW5 service tunne

in order to a) reduce nunber of EVPN service |abels associated with
EVPN- VPW5 servi ce tunnel s and thus the associated OAM nonitoring, and
b) reduce EVPN BGP signaling (e.g., not to signal each ACas it is
the case in [RFC8214]).

These service provider want the above functionality wi thout
scarifying any of the capabilities of [RFC8214] including single-
active and all-active nulti-hom ng, and fast convergence.

Thi s docunment presents a solution based on extensions to [ RFC8214] to
nmeet the above requirenents.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
MAC. Medi a Access Control

MPLS: Multi Protocol Label Switching

OAM  (Qperations, Adm nistration and Mi ntenance

PE: Provi de Edge Node
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CE: Custoner Edge device e.g., host or router or swtch
EVPL: Ethernet Virtual Private Line

EPL: Ethernet Private Line

ES: Ethernet Segnent

VPW5: Virtual private wire service

EVI: EVPN I nstance

VPWS Service Tunnel: It is represented by a pair of EVPN service

| abel s associated with a pair of endpoints. Each | abel is downstream
assigned and advertised by the disposition PE through an Ethernet A-D
per-EVI route. The downstream | abel identifies the endpoint on the

di sposition PE. A VPWS service tunnel can be associated with nany
VPW5 service identifiers for VLAN signal ed VPW5S service where each
identifier is a normalized VID.

Si ngl e- Active Mbde: When a device or a network is multi-honmed to two
or nore PEs and when only a single PE in such redundancy group can
forward traffic to/fromthe nmulti-honmed device or network for a given
VLAN, then such nulti-hom ng or redundancy is referred to as "Single-
Active".

Al'l -Active: Wien a device is nulti-honed to two or nore PEs and when
all PEs in such redundancy group can forward traffic to/fromthe

mul ti-homed device for a given VLAN, then such nulti-honing or
redundancy is referred to as "All -Active"

2 Requirenents

Two of the nmain notivations for service providers seeking a new
solution are: 1) to reduce nunber of VPWS service tunnels by

mul ti pl exi ng | arge nunber of ACs across different physical interfaces
i nstead of having one VPW5 service tunnel per AC, and 2) to reduce
the signaling of ACs as nuch as possible. Besides these two
requirenents, they also want nulti-honing and fast convergence
capabilities of [RFC8214].

In [RFC8214], a PE signals an ACindirectly by first associating that
AC to a VPW5 service tunnel (e.g., a VPW5 service instance) and then
signaling the VPW5 service tunnel via a per-EVI Ethernet AD route
with Ethernet Tag field set to a 24-bit VPW5 service instance
identifier (which is unique within the EVI) and ESI field set to a
10-octet identifier of the Ethernet Segment corresponding to that AC
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Therefore, a PE device that receives such EVPN routes, can associate
the VPWS service tunnel to the renote Ethernet Segnent, and when the
renote ES fails and the PE receives the "nass w thdraw' nessage
associated with the failed ES per [RFC7432], it can update its BGP
path Iist for that VPWS service tunnel quickly and achi eve fast
convergence for nulti-hom ng scenarios. Even if fast convergence were
not needed, there would still be a need for signaling each AC failure
(via its corresponding VPW5 service tunnel) associated with the
failed ES, so that the BGP path list for each of them gets updated
accordingly and the packets are sent to backup PE (in case of single-
active multi-homng) or to other PEs in the redundancy group (in case
of all-active multi-homng). In absence of updating the BGP path
list, the traffic for that VPW5 service tunnel will be bl ack-hol ed.

When a single VPW5 service tunnel nultiplexes many ACs across nunber
of Ethernet Segnents (nunber of physical interfaces) and the ACs are
not signaled via EVPN BGP to renote PE devices, then the renote PE
devi ces neither know the association of the received Ethernet Segnent
to these ACs (and in turn to their local ACs) nor they know the
associ ation of the VPW5 service tunnel (e.g., EVPN service label) to
the far-end ACs - i.e, the renote PEs only know t he associ ati on of
their local ACs to the VPWS service tunnel but not the far-end ACs.
Thus upon a connectivity failure to the ES, they don’t know how to
redirect traffic via another nmulti-homing PE to that ES. |In other
words, even if an ES failure is signaled via EVPN to the renote PE
devi ces, they don’t know what to do with such nessage because they
don’t know the associ ation among the renote ES, the rempte ACs, and
the VPWS service tunnel

In order to address this issue when nultiplexing | arge nunber of ACs
onto a single VPWS service tunnel, two nmechani sns are devised: one to
support VPWS services between two singl e-honed endpoi nts and anot her
one to support VPWS5 services where one of the endpoints is nulti-
honed. An endpoint can be an AC, MAC-VRF, |P-VRF, global table, or

et c.

For single-honed endpoints, it is OK not to signal each AC in BGP
because upon connection failure to the ES, there is no alternative
path to that endpoint. However, the ram fication for not signaling an
AC failure is that the traffic destined to the failed AC, is sent
over MPLS/IP core and then gets discarded at the destination PE -
i.e., it can waste network resources. However, when there is a
connection failure, the application layer will eventually stop
sending traffic and thus this wastage of network resources should be
transient. Section 4.1 describes a solution for such single-hom ng
VPWS service

For VPWS services where one of the endpoints is multi-honed, there
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are two options:

1) to signal each AC via BGP so that the path |list can be updated
upon a failure that inpacts those ACs. This solution is described in
section 4.2 and it is called VLAN-signaled flexible cross-connect
servi ce.

2) to bundle several ACs on an ES together per destination end-point
(e.g., ES, MAC-VRF, etc.) and associated such bundle to a single VPW5
service tunnel. This is simlar to VLAN-bundl e service interface
described in [RFC8214]. This solution is described in section 4.3.

4 Sol ution

This section describes a solution for providing a new VPWS service
bet ween two PE devices where a | arge nunber of ACs (e.g., VLANs) that
span across nmany Ethernet Segnments (i.e., physical interfaces) on
each PE are nultiplex onto a single P2P EVPN service tunnel. Since
mul tiplexing is done across several physical interfaces, there can be
overl apping VLAN I Ds across these interfaces; therefore, in such
scenarios, the VLAN IDs (VIDs) MJST be translated into unique VIDs to
avoid collision. Furthernmore, if the nunber of VLANs that are getting
mul ti plex onto a single VPW5 service tunnel, exceed 4K, then a single
tag to double tag translation MJST be performed. This translation of
VIDs into unique VIDs (either single or double) is referred to as
"VID nornalization". Wen single normalized VID is used, the | ower
12-bit of Ethernet tag field in EVPN routes is set to that VID and
when doubl e nornalized VID is used, the lower 12-bit of Ethernet tag
field is set to inner VID and the higher 12-bit is set to the outer

VI D.

Since there is only a single EVPN VPWS service tunnel associated with
many normalized VIDs (either single or double) across nultiple
physical interfaces, MPLS | ookup at the disposition PE is no |onger
sufficient to forward the packet to the right egress
endpoint/interface. Therefore, in addition to an EVPN | abel | ookup
corresponding to the VPW5 service tunnel, a VID | ookup (either single
or double) is also required. On the disposition PE, one can think of
the | ookup of EVPN | abel results in identification of a VID VRF, and
the | ookup of normalized VID(s) in that table, results in
identification of egress endpoint/interface. The tag mani pul ation
(translation fromnormalized VID(s) to |local VID) can be perfornmed
either as part of the VID table | ookup or at the egress interface
itself.

Since VID | ookup (single or double) needs to be perforned at the
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di sposition PE, then VID normalization MJST be perforned prior to the
MPLS encapsul ation on the ingress PE. This requires that both

i mposition and di sposition PE devices be capable of VLAN tag
mani pul ation, such as re-wite (single or double), addition, deletion
(single or double) at their endpoints (e.g., their ES s, MAC VRFs

| P-VRFs, etc.).

4.1 Fl exi bl e Xconnect

In this node of operation, many ACs across several Ethernet Segnents
are nmultiplex into a single EVPN VPWS service tunnel represented by a
single VPW5 service ID. This is the default node of operation for FXC
and the participating PEs do not need to signal the VLANs (normalized
VIDs) in EVPN BGP

Wth respect to the data-plane aspects of the solution, both
i mposition and disposition PEs are aware of the VLANs as the
i nposition PE performs VID normalization and the disposition PE does
VID | ookup and translation. In this solution, there is only a single
P2P EVPN VPWS service tunnel between a pair of PEs for a set of ACs.

As di scussed previously, since the EVPN VPW5 service tunnel is used
to nultiplex ACs across different ES' s (e.g., physical interfaces),
the EVPN | abel alone is not sufficient for proper forwarding of the
recei ved packets (over MPLS/IP network) to egress interfaces.
Therefore, normalized VID | ookup is required in the disposition
direction to forward packets to their proper egress end-points -
i.e., the EVPN | abel | ookup identifies a VID VRF and subsequently,
the normalized VID | ookup in that table, identifies the egress

i nterface.

This nmode of operation is only suitable for single-hom ng because in
mul ti-hom ng the associati on between EVPN VPWS service tunnel and
renote AC changes during the failure and therefore the VLANs
(normal i zed VIDs) need to be signal ed.

In this solution, on each PE, the single-homng ACs represented by
their normalized VIDs are associated with a single EVPN VPW5 service
tunnel (in a given EVI). The EVPN route that gets generated is an
EVPN Et hernet AD per EVI route with ESI=0, Ethernet Tag field set to
VPWS service instance I D, MPLS |label field set to dynanically
generated EVPN service |abel representing the EVPN VPW5 service
tunnel. This route is sent with an RT representing the EVI. This RT
can be auto-generated fromthe EVI per section 5.1.2.1 of [EVPN
Overlay]. Furthernore, this route is sent with the EVPN Layer-2

Ext ended Community defined in section 3.1 of [RFC8214] with two new
flags (defined in section 5) that indicate: 1) this VPW5 service
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tunnel is for default Flexible Cross-Connect, and 2) nornalized VID
type (single versus double). The receiving PE uses these new fl ags
for consistency check and MAY generate an alarmif it detects

i nconsi stency but doesn’t bring down the VPW5 service.

It should be noted that in this node of operation, a single Ethernet
AD per EVI route is sent upon configuration of the first AC (ie,
normal i zed VID). Later, when additional ACs are configured and
associated with this EVPN VPWS service tunnel, the PE does not
advertise any additional EVPN BGP routes. The PE only associ ates
locally these ACs with the already created VPWS service tunnel

The default FXC node can be used for nmulti-homng. In this node, a
group of normalized VIDs (ACs) on a single Ethernet segnent that are
destined to a single endpoint are nultiplexed into a single EVPN VPW5
service tunnel represented by a single VPW5S service |ID. Wen the
default FXC node is used for multi-hom ng, instead of a single EVPN
VPWS service tunnel, there can be many service tunnels per pair of
PEs - i.e, there is one tunnel per group of VIDs per pair of PEs and
there can be many groups between a pair of PEs, thus resulting in
many EVPN service tunnels.

4.2 VLAN Si gnal ed Fl exi bl e Xconnect

In this node of operation, just as the default FXC node in section
4.1, many normalized VIDs (ACs) across several different

ES s/interfaces are nmultiplexed into a single EVPN VPWS service
tunnel ; however, this single tunnel is represented by many VPWS
service | Ds (one per normalized VID) and these normalized VIDs are
si gnal ed usi ng EVPN BGP

In this solution, on each PE, the nulti-honmi ng ACs represented by
their normalized VIDs are configured with a single EVI. There is no
need to configure VPW5 service instance IDin here as it is the sane
as the normalized VID. For each nornalized VID on each ES, the PE
generates an EVPN Et hernet AD per EVI route where ESI field
represents the ES ID, the Ethernet Tag field is set to the nornalized
VID, MPLS label field is set to dynamically generated EVPN | abe
representing the P2P EVPN service tunnel and it is the same | abel for
all the ACs that are multiplexed into a single EVPN VPWS service
tunnel. This route is sent with an RT representing the EVI. As
before, this RT can be auto-generated fromthe EVI per section
5.1.2.1 of [EVPN-Overlay]. Furthernore, this route is sent with the
EVPN Layer-2 Extended Community defined in section 3.1 of [RFC8214]
with two new flags (defined in section 5) that indicate: 1) this VPWS
service tunnel is for VLAN signal ed Fl exi ble Cross-Connect, and 2)
normalized VID type (single versus double). The receiving PE uses
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these new flags for consistency check and MAY generate an alarmif it
detects inconsistency but doesn’'t bring down the VPWS service.

It should be noted that in this node of operation, the PE sends a
single Ethernet AD route for each ACthat is configured - i.e., each
normalized VID that is configured per ES results in generation of an
EVPN Et hernet AD per EVI.

This node of operation provides automatic cross checking of
normal i zed VIDs used for EVPL services because these VIDs are
signaled in EVPN BGP. For exanple, if the same nornmalized VID is
configured on three PE devices (instead of twd) for the same EVI,
then when a PE receives the second EVPN EAD per-EVI route, it
generates an error nessage unless the two EVPN EAD per-EVI routes

i nclude the same ESI. Such cross-checking is not feasible in default
FXC node because the normalized VIDs are not signal ed.

4.2.1 Local Switching

When cross-connection is between two ACs belonging to two nulti-homed
Et hernet Segnments on the sane set of nulti-hom ng PEs, then
forwardi ng between the two ACs MJUST be perforned |ocally during
normal operation (e.g., in absence of a local link failure) - i.e.,
the traffic between the two ACs MJUST be locally switched within the
PE.

In ternms of control plane processing, this neans that when the
recei ving PE receives an Ethernet A-D per-EVI route whose ESI is a
|l ocal ESI, the PE does not alter its forwarding state based on the
received route. This ensures that the |local sw tching takes
precedence over forwarding via MPLS/IP network. This schene of
locally switched preference is consistent with baseline EVPN [ RFC
7432] where it describes the locally switched preference for MAC I P
rout es.

In such scenarios, the Ethernet A-D per EVI route should be
advertised with the MPLS | abel either associated with the destination
Attachment Circuit or with the destination Ethernet Segnent in order
to avoid any anbiguity in forwarding. In other words, the MPLS | abe
cannot represent the sanme VID VRF used in section 4.2 because the
sane normalized VID can be reachable via two Ethernet Segnments. In
case of using MPLS | abel per destination AC, then this sanme solution
can be used for VLAN based VPW5 or VLAN- bundl e VPWS services per

[ RFC8214] .

5. BGP Extensions
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This draft uses the EVPN Layer-2 attribute extended comunity defined
in [RFC8214] with two additional flags added to this EC as descri bed
below. This ECis to be advertised with Ethernet A-D per EVI route
per section 4.

B +
| Type(0x06)/ Sub-type(TBD) (2 octet) |
e +
| Control Flags (2 octets) |
oo e e e e e e e e e e e eaaa o +
| L2 MIU (2 octets) [
B +
| Reserved (2 octets) |
e +

0123456789012345

S
[ VBZ | V] M|CP B (MBZ = MIST Be Zero)
k&

The following bits in the Control Flags are defined; the remaining
bits MIUST be set to zero when sending and MJST be ignored when
receiving this community.

Narme Meani ng
B, P C per definition in [ RFC8214]
M 00 node of operation as defined in [ RFC8214]

01 VLAN Signal ed FXC
10 Default FXC

\% 00 operating per [RFC8214]
01 single-VID nornalization
10 doubl e-VID nornalization

The Mand V fields are OPTIONAL on transm ssion and ignored at
reception for forwardi ng purposes. They are used for error
notifications.
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6 Failure Scenarios

Two exanples will be used as an exanple to analyze the failure
scenari os.

The first scenario is depicted in Figure 1 and shows the VLAN-
signal ed FXC node with Multi-Homing. In this exanple:

- CEl is connected to PE1 and PE2 via (port,vid)=(pl,1) and (p3, 3)
respectively. CE1l'’s VIDs are nornalized to value 1 on both PEs, and
CEl1 is Xconnected to CE3's VID 1 at the renote end.

- CE2 is connected to PE1 and PE2 via ports p2 and p4 respectively:
0 (p2,1) and (p4,3) identify the ACs that are used to Xconnect

CE2 to CE4’s VID 2, and are normalized to val ue 2.
0 (p2,2) and (p4,4) identify the ACs that are used to Xconnect

CE2 to CE5’s VID 3, and are nornalized to val ue 3.

In this scenario, PEl and PE2 advertise an AD per-EVI route per
normalized VID (values 1, 2 and 3), however only two VPWS Service
Tunnel s are needed: VPWS Service Tunnel 1 (sv.T1l) between PE1l’s FXC
service and PE3's FXC, and VPW5 Service Tunnel 2 (sv.T2) between
PE2' s FXC and PE3’s FXC
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NWVID1,2,3 +------mmmmmmmm e e e - - +
PE1 |
Fomm e o + | P/ MPLS |
+----- + VIDL pl | +----- + +
| CE1 |------------ | FXC | | sv. Tl PE3 +----- +
| /\ | | |:::::::+ e - - + +__| CE3|
LN | EE Y I B R VA
VI D3\ I ---] | | \ | +----- + | +omm - +
\ [/ /\/ I +----- +| +:::::| FXCI————+
\ /P2 e . || |1 2 4
A | [EEEEEEEE | CE4 |
/AN e - - + +::::::| | | | |
Y e I A I AR B heeeot
VIDs1, 2 / +----] FEXC | / | | [---+
+----- + / /\ | | | ======+ | +----- + |\3 +----- +
| CE2 |-----||-----] L] sv.T2 | |\ | oEs |
EETERY FETREEY B EEERCEPREE L
e + \/ | +----- + | | e +
VI Ds3,4 p4 e + |
PE2 | |
NVID1,2,3 +-------cmmmmmme oo - +

Figure 1 VLAN Signal ed Fl exi bl e Xconnect

The second scenario is a default Flexible Xconnect with Multi- Hom ng
solution and it is depicted in Figure 2. In this case, the sane VID
Nornmal i zation as in the previous exanple is performed, however there
is not an individual AD per-EVI route per nornalized VID, but per
bundl e of ACs on an ES. That is, PE1l will advertise two AD per-EVI
routes: the first one will identify the ACs on pl’'s ES and the second
one will identify the AC2 in p2's ES. Simlarly, PE2 will advertise
two AD per-EVI routes.
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NVID 1, 2,3 #ecmmmmmmmmcec oo +
PEL |
oo + | P/ MPLS |
+o---- + VID1 pl | +----- + | sv.T1 +
| CE1 |------------- | FXC | ======+ PE3 oo ¥
I AN || \ AREEEEEEEEE +  +--| CE3 |
+o---- +\ +H---] | sv.T2\ [ | 1/ | |
VI D3\ I ---] | =====+ \ | +----- + | U +
\ I N A + | \ +====| FXC |----+
\'/ p2 - + +=====x| [ | 2 PR +
A | [ [eeseeeeens | Ce4 |
[ I\ L + +:::::| | | | |
[l \p3 | +----- + sv. T3 [ +==== | oo +
VIDs1,2 / +----| FXCl:::::::+/ | | |___+
e A I R ] bt N3 s
| CE2 [----- [[---1 | | sv.T4 / | [ \ | CE5 |
| |----- []1---1 | | ======+ e e e + - |
+--VIDs3,4 \/ | +----- + | | P +
p4 R + |
PE2 | |
NVID 1,2, 3 #ecmmmmmmmecmeooo +

Figure 2 Default Flexible Xconnect

6.1 EVPN VPW5 service Failure

The failure detection of an EVPN VPWS service can be perforned via
OAM nechani sns such as VCCV- BFD and upon such failure detection, the
switch over procedure to the backup S-PE is the sane as the one
descri bed above.

6.2 Attachnment Circuit Failure

In case of AC Failure, the VLAN Signal ed and default FXC nodes behave
in a different way:

0 VLAN-signaled FXC (Figure 1): a VLAN or AC failure, e.g. VIDL on
CE2, triggers the withdrawal of the AD per-EVI route for the
corresponding Nornalized VID, that is, Ethernet-Tag 2. \Wen PE3
receives the route withdrawal, it will renove PE1 fromits path- |ist
for traffic com ng from CE4.

o0 Default FXC (Figure 2): a VLAN or ACfailure is not signaled in the

default node, therefore in case of an AC failure, e.g. VIDL on CE2,
not hi ng prevents PE3 fromsending CE4’s traffic to PE1l, creating a
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bl ack- hol e. Application |layer OAM may be used if per-VLAN fault
propagation is required in this case.

6.3 PE Port Failure
In case of PE port Failure, the failure will be signaled and the

other PE will take over in both cases:

0 VLAN-signaled FXC (Figure 1): a port failure, e.g. p2, triggers the
wi t hdrawal of the AD per-EVI routes for Normalized VIDs 2 and 3, as
well as the withdrawal of the AD per-ES route for p2’'s ES. Upon
receiving the fault notification, PE3 will withdraw PE1 fromits
path-list for the traffic com ng from CE4 and CE5.
o Default FXC (Figure 2): a port failure, e.g. p2, is signaled by
route for sv.T2 will also be w thdrawn. Upon receiving the fault
notification, PE3 will renove PEl fromits path-list for traffic
com ng from CE4 and CES5.

6.4 PE Node Failure
In the case of PE node failure, the operation is simlar to the steps
descri bed above, albeit that EVPN route withdrawal s are performed by
the Route Reflector instead of the PE.

7 Security Considerations
There are no additional security considerations beyond what is
al ready specified in [ RFC8214].

8 | ANA Consi derations

TBD.
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