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Abst r act

Thi s docunent describes the notivation, desirable properties, system
nmodel , roles/responsibilities, and conponent nodels associated with
an asynchronous managenent architecture (AMA) suitable for providing
application-level network nmanagenent services in a chall enged
net wor ki ng environnment. Chall enged networks are those that require
fault protection, configuration, and performance reporting while
unabl e to provide hunman-in-the-Ioop operations centers with
synchronous feedback in the context of administrative sessions. In
such a context, networks nust exhibit behavior that is both

det ermi nabl e and aut ononmous whil e nmaintaining conpatibility with

exi sting network nanagenent protocols and operational concepts.
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1. Introduction

Thi s docunent presents an Asynchronous Managenent Architecture (AMA)
provi di ng application-layer network nanagenent services over |inks
where delivery delays prevent timely conmuni cati ons between a network
operator and a managed device. These del ays may be caused by I ong

si gnal propagations or frequent |ink disruptions (such as described
in [RFC4838]) or by non-environnmental factors such as unavailability
of network operators, administrative delays, or delays caused by
quality-of-service prioritizations and service-Ievel agreenents.

1.1. Purpose

Thi s docunent describes the notivation, rationale, desirable
properties, and roles/responsibilities associated with an
asynchronous nmanagenent architecture (AMA) suitable for providing
net wor k managenment services in a chall enged networking environment.
These descriptions should be of sufficient specificity that an

i mpl ementi ng Asynchronous Managenent Protocol (AMP) in conformance
with this architecture will operate successfully in a chall enged
net wor ki ng envi ronnent.

An AMA is necessary as the assunptions inherent to the architecture
and desi gn of synchronous nanagenent tools and techni ques are not
valid in challenged network scenarios. In these scenarios,
synchronous approaches either patiently wait for periods of bi-
directional connectivity or require the investnent of significant
time and resources to evolve a challenged network into a well -

connected, lowlatency network. 1In sone cases such evolution is
nmerely a costly way to over-resource a network. |n other cases, such
evolution is inpossible given physical limtations inposed by signa

propagati on del ays, power, transm ssion technol ogies, and other
phenonena. Asynchronous managenent of asynchronous networ ks enabl es
| arge-scal e depl oynents, distributed technical capabilities, and
reduced depl oynent and operations costs.

1.2. Scope
It is assuned that any chall enged network where network nmanagenent

woul d be usefully applied supports basic services (where necessary)
such as naming, addressing, integrity, confidentiality,
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aut hentication, fragmentation, and traditional network/session |ayer
functions. Therefore, these itens are outside of the scope of the
AVA and not covered in this docunent.

Wiile likely that a challenged network will eventually interface with
an unchal | enged network, this docunent does not address the concept
of network managenent conpatibility with synchronous approaches. An
AWVP in conformance with this architecture shoul d exam ne
compatibility with existing approaches as part of supporting nodes
acting as gateways between network types.

1.3. Requirenents Language

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

1.4. ORgani zation

The remai nder of this docunment is organizaed into seven sections
that, together, describe an AMA suitable for enterprise managenent of
asynchronous networks: termnology, notivation, service definitions,
desirabl e properties, roles/responsibilities, systemnodel, and

| ogi cal component nodel. The description of each section is as
fol | ows.

o Mtivation - This section provides an overall motivation for this
work as providing a novel and useful alternative to current
net wor k managenent approaches. Specifically, this section
descri bes conmon network functions and how synchronous nechani snms
fail to provide these functions in an asynchronous environment.

0 Service Definitions - This section defines asynchronous network
managenent services in terns of term nol ogy, scope, and inpact.

0 Desirable Properties - This section identifies the properties to
whi ch an AMP shoul d adhere to effectively inplenent service
definitions in an asynchonous environment. These properties guide
the subsequent definition of the systemand | ogical nodels that
conprise the AVA

0 Roles and Responsibilities - This section identifies the roles of
| ogical Actors in the AMA and their associated responsibilities
It provides the term nol ogy and context for discussing how network
managenent services interact.

0 System Model - This section describes data fl ows anpbngst various
defined Actor roles. These flows capture how the AMA system wor ks
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2.

to provide asynchronous network nanagenment services in accordance
with defined desirable properties.

Logi cal Conponent Mdel - This section describes those |ogical
functions that nust exist in any instantiation of an AMP.

Ter ni nol ogy

This section identifies those terns critical to understanding the
proper operation of the AMA. \Whenever possible, these terns align in
both word sel ection and neaning with their anal ogs from ot her
nmanagenent protocol s.

0

Actor - A software service running on either nmanaged or managi ng
devi ces for the purpose of inplenenting nanagenent protocols

bet ween such devices. Actors may inplenent the "Manager" role,
"Agent" role, or both.

Agent Role (or Agent) - The role associated with a managed devi ce,
responsible for reporting performance data, enforcing

adm nistrative policies, and accepting/perform ng actions. Agents
exchange information with Managers operating either on the sane
device or on a renote nanagi ng devi ce.

Asynchronous Managenent Protocol (AMP) - An application-|ayer
protocol used to manage the Data, Controls, and other itens

necessary for configuration, nmonitoring, and adm nistration of
applications and protocols on a node in a chall enged network.

Application Data Mddel (ADM) - The set of predefined data
definitions, reports, literals, operations, and controls given to
an Actor to manage a particular application or protocol. Actors
support multiple ADMs, one for each application/protocol being
managed.

Externally Defined Data (EDD) - Informati on nade available to an

Agent by a nanaged device, but not conputed directly by the Agent.
EDD definitions formthe "lingua franca" for data within the AMA

and are defined by ADMs.

Variable (VAR) - Information that is conputed by an Agent,
typically as a function of EDDs and/or other Variables. A VAR s
a strongly-typed value. Wen a VAR is specified in an ADM its
type and default value are imutable. Wen a VAR is defined
outside of an ADM the type and default value may be changed. |If
an ADM wi shes to define an item whose type and value are both

i mutable, that is no |longer considered a Variable and shoul d be
represented as a Literal.
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0 Controls (CTRLs) - Operations that nay be undertaken by an Actor
to change the behavior, configuration, or state of an application
or protocol managed by an AMP. Similar to Externally Defined
Data, Controls are defined solely in ADMs and their definition is
i mrut abl e.

o Literals (LIT) - Constants, enunerations, and other inmmutable
definitions.

o Mcros - A naned, ordered collection of Controls. \Wen a Macro is
defined in an ADM that definition is imutable. Wen a Macro is
defined outside of an ADM that definition may be changed.

o Manager - A role associated with a nanagi ng devi ce responsi ble for
configuring the behavior of, and receiving information from
Agents. Managers interact with one or nore Agents | ocated on the
sane device and/or on renote devices in the network.

0 Operator (OP) - The enuneration and specification of a
mat hemat i cal function used to cal cul ate conputed data definitions
and construct expressions to calculate state. Operators are
specified in Application Data Mbdels (ADMs) and their definition
i s inmutable.

0 Report Entry (RPTE) - A nanmed, typed, ordered collection of data
val ues gat hered by one or nore Agents and provided to one or nore
Managers. Report entries popul ate report tenplates with val ues.

0 Report Tenplate (RPTT) - An ordered collection of data
identifiers. When defined in an ADMthe report tenplate
definition is immutable. Wen defined outside of an ADM the
tenpl ate definition may change.

0 Rule - Aunit of autononous specification that provides a
stimul us-response rel ationship between tinme or state on an Agent
and the Controls to be run as a result of that tinme or state.

3. Mot i vati on

Chal | enged networks, to include networks chall enged by adnministrative
or policy delays, cannot guarantee capabilities required to enable
synchronous nmanagenent techni ques. These capabilities include high-
rate, highly-available data, round-trip data exchange, and operators
"in-the-loop". The inability of current approaches to provide

net wor k managenent services in a challenged network notivates the
need for a new network nanagenent architecture focused on
asynchronous, open-|oop, autononous control of network conponents.

Bi rrane Expires May 3, 2017 [ Page 6]



Internet-Draft AVA Cct ober 2016

3.1. Chall enged Networks

A growi ng variety of |ink-challenged networks support packetization
to increase data conmunications reliability w thout otherw se
guar ant eei ng a sinultaneous end-to-end path. Exanples of such

net wor ks i nclude Mbil e Ad-Hoc Networks (MANets), Vehicul ar Ad-Hoc
Net wor ks (VANets), Space-Terrestrial Internetworks (STINTs), and

het er ogeneous networki ng overlays. Links in such networks are often
unavail abl e due to attenuations, propagation delays, occultation, and
other limtations inposed by energy and nass considerations. Data
communi cations in such networks rely on store-and-forward and ot her
queuei ng strategies to wait for the connectivity necessary to
useful ly advance a packet along its route.

Simlarly, there also exist well-resourced networks that incur high
message delivery delays due to non-environmental limtations. For
exanpl e, networks whose operations centers are understaffed or where
data vol une and managenent requirenents exceed the real-tine
cognitive | oad of operators or the associ ated operations consol e
software support. Al so, networks where policy restricts user access
to existing bandwi dth creates situations functionally simlar to link
di sruption and del ay.

I ndependent of the reason, when a node experiences an inability to
comruni cate it must rely on autononous mechani snms to ensure its safe
operation and ability to usefully re-join the network at a later

time. In cases of sparsely-popul ated networks, there nmay never be a
practical concept of "the connected network" as nost nodes may be

di sconnected nost of the tine. |In such environnents, defining a
network in terms of instantaneous connectivity becones inpractical or
i mpossi bl e.

Speci fically, challenged networks exhibit the follow ng properties
that may viol ate assunptions built into current approaches to
synchr onous networ k nanagenent.

0 Links nmay be uni-directional

o0 Bi-directional links may have asymmetric data rates.

0 No end-to-end path is guaranteed to exist at any given tine
bet ween any two nodes.

0 Round-trip comuni cations between any two nodes within any given
ti me wi ndow may be i npossible.
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3.2. Current Managenent Approaches

Net wor k management tools in unchal |l enged networks provide nechani sns
for conmunicating locally-collected data from Agents to Managers
typically using a "pull" nmechani sm where data nust be explicitly
requested by a Manager in order to be transmtted by an Agent.

A near ubi quitous method for nmanagenent in unchall enged networks
today is the Sinple Network Managenent Protocol (SNWP) [ RFC3416].
SNWVP utilizes a request/response nodel to set and retrieve data

val ues such as host identifiers, link utilizations, error rates, and
counters between application software on Agents and Managers. Data
may be directly sanpled or consolidated into representative
statistics. Additionally, SNWP supports a nodel for asynchronous
notification nmessages, called traps, based on predefined triggering
events. Thus, Managers can query Agents for status infornmation, send
new configurations, and be infornmed when specific events have
occurred. Traps and queryable data are defined in one or nore
Managed | nformati on Bases (M Bs) which define the information for a
particul ar data standard, protocol, device, or application.

In chall enged networks, the request/response nethod of data
collection is neither efficient nor, at times, possible as it relies
on sessions, round-trip latency, message retransm ssion, and ordered
delivery. Adaptive nodifications to SNMP to support chal |l enged

net wor ks woul d alter the basic function of the protocol (data nodels,
control flows, and syntax) so as to be functionally inconpatible with
exi sting SNWP install ations.

The Network Configuration Protocol (NETCONF) provides device-Ileve
configuration capabilities [RFC6241] to replace vendor-specific
command line interface (CLI) configuration software. The XM-based
protocol provides a renpte procedure call (RPC) syntax such that any
exposed functionality on an Agent can be exercised via a software
application interface. NETCONF places no specific functiona
requirenents or constraints on the capabilities of the Agent, which
makes it a very flexible tool for configuring a honmbgeneous network
of devices. However, NETCONF does pl ace specific constraints on any
underlying transport protocol: nanely, a long-lived, reliable, |ow

| at ency sequenced data delivery session. This is a fundanenta

requi renent given the RPC-nature of the operating concept, and it is
unsust ai nabl e in a chal | enged network

3.3. Limtations of Current Approaches
Managenment approaches that rely on tinely data exchange, such as

those that rely on negoti ated sessions or other synchronized
acknow edgnent, do not function in challenged network environments.
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Fam |iar exanples of TCP/IP based nanagenent via cl osed-1oop
synchronous nessagi ng does not work when network di sruptions increase
in frequency and severity. VWhile no protocol delivers data in the
absence of a networking link, protocols that elimnate or drastically
reduce overhead and end-point coordination require snaller

transm ssion wi ndows and continue to function when confronted with
scaling del ays and disruptions in the network.

Just as the concept of a | oosely-confederated set of nodes changes
the definition of a network, it also changes the operational concept
of what it neans to nanage a network. Wen a network stops being a
single entity exhibiting a single behavior, "network managenent"
becones | arge-scal e "node managenent". |ndividual nodes must share
the burden of inplenenting desirable behavior w thout reliance on a
single oracle of configuration or other coordinating function such as
an operator-in-the-1|oop.

4. Service Definitions

This section identifies the services that nust exist between Managers
and Agents within an AMA. These services include configuration
reporting, paraneterized control, and adm nistration

4.1. Configuration

Configuration services update |ocal Agent information relating to
managed applications and protocols. This information may be
configured from ADMs, the specification of paraneters associated with
these nodels, and as defined by operators in the network.

New configurations received by a node nust be validated to ensure
that they do not conflict with other configurations at the node, or
prevent the node fromeffectively working with other nodes in its
region. Wth no guarantee of round-trip data exchange, Agents cannot
rely on renote Managers to correct erroneous or stale configurations
fromharming the flow of data through a chall enged network

Exanpl es of configuration service behavior include the foll ow ng.

0 Creating a new datumas a function of other well-known data:
C=A+ B

0o Creating a new report as a unique, ordered collection of known
dat a:
RPT = {A B, C.

0 Storing pre-defined, paraneterized responses to potential future
condi tions:
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4.

4.

IF (X > 3) THEN RUN CVD( PARM) .
2. Reporting

Reporting services popul ate pre-defined Report Tenplates with val ues
coll ected or computed by an Agent. The resultant Report Entries are
sent to one or nore Managers by the Agent. The term "reporting” is
used in place of the term™"nonitoring", as nonitoring inplies a
tinmeliness and regularity that cannot be guaranteed by a chal | enged
network. Report Entries sent by an Agent provide best-effort

i nformati on to receiving Managers.

Since a Manager is not actively "nonitoring" an Agent, the Agent nust
make its own deternination on when to send what Report Entries based
onits ow local tine and state information. Agents shoul d produce
Report Entries of varying fidelity and with varying frequency based
on thresholds and other information set as part of configuration
servi ces

Exanpl es of reporting service behavior include the follow ng.

0 GCenerate Report Entry Rl every hour (time-based production).
0 Cenerate Report Entry R2 when X > 3 (state-based production).
3. Autononous Paraneterized Control

Controls represent a function that can be run by an Agent to affect
its behavior or otherw se change its internal state. In this
context, a Control may refer to a single function or an ordered set
of functions run in sequence (e.g., a macro). The set of Controls
under stood by an Agent define the functions available to affect the
behavi or of applications and protocols managed by the Agent.

Since there is no guarantee that a Manager will be in contact with an
Agent at any given tine, the decisions of whether and when a Contro
shoul d be run nust be nade | ocally and autononously by the Agent.

Two types of automation triggers are identified in the AMA: triggers
based on the general state of the Agent and, nore specifically,
triggers based on an Agent’s notion of tinme. As such, the autononous
execution of Controls can be viewed as a stinul us-response system
where the stinulus is the positive evaluation of a state or tine
based predicate and the response is the Control to be executed.

The aut ononous nature of Control execution by an Agent inplies that
the full suite of information necessary to run a Control may not be
known by a Manager in advance of running the Control on an Agent. To
address this situation, Controls in the AMA MJUST support a
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par et eri zati on mechani sm so that required data can be provi ded at
the tine of execution on the Agent rather than at the tine of
definition/configuration by the Manager

Aut ononous, paraneterized control provides a powerful nechanismfor
Managers to "nmanage" an Agent asynchronously during periods of no
communi cati on by pre-configuring responses to events that may be
encountered by the Agent at a future tine.

Exanpl es of potential control service behavior include the follow ng.

o Updating local routing informati on based on instantaneous |ink
anal ysi s.

o Managi ng storage on the device to enforce quotas.
o Applying or nodifying |ocal security policy.
4. 4. Administration

Adm ni stration services enforce the potentially conpl ex mappi ng of
configuration, reporting, and control services anongst Agents and
Managers in the network. Fine-grained access control specifying
whi ch Managers may apply which services to which Agents nmay be
necessary in networks dealing with nultiple administrative entities
or overlay networks crossing rmultiple adm nistrative boundari es.
Whitelists, blacklists, key-based infrastructures, or other schenes
may be used for this purpose.

Exanpl es of adni ni stration service behavior include the follow ng.
0 Agent Al only Sends reports for Protocol Pl to Manager ML.

0 Agent A2 only accepts a configurations for Application Y from
Managers M2 and MB.

0 Agent A3 accepts services fromany Manager providing the proper
aut henti cati on t oken.

Note that the admi nistrative enforcenent of access control is
different fromsecurity services provided by the networking stack
carryi ng AMP nessages

5. Desirable Properties
This section describes those design properties that are desireable

when defining an architecture that nust operate across chall enged
links in a network. These properties ensure that network nmanagenent
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capabilities are retained even as delays and disruptions in the
network scale. Utimately, these properties are the driving design
principles for the AVA

5.1. Intelligent Push of Information

Pul I nmanagenent nechani sns require that a Manager send a query to an
Agent and then wait for the response to that query. This practice
inplies a control -session between entities and increases the overal
message traffic in the network. Challenged networks cannot guarantee
tinmely roundtrip data-exchange and, in extrene cases, are conprised
solely of uni-directional links. Therefore, pull nechanisns nust be
avoi ded in favor of push mechani sns.

Push nechani sns, in this context, refer to Agents making their own
determnations relating to the information that should be sent to
Managers. Such nechani sns do not require round-trip conmuni cations
as Managers do not request each reporting instance; Managers need
only request once, in advance, that information be produced in
accordance with a pre-determ ned schedule or in response to a pre-
defined state on the Agent. In this way information is "pushed" from
Agents to Managers and the push is "intelligent" because it is based
on sone internal evaluation perforned by the Agent.

5.2. Mnimze Message Size Not Node Processing

Prot ocol designers mnmust bal ance message size versus nessage
processing time at sending and receiving nodes. Verbose
representations of data sinplify node processi ng whereas conpact
representations require additional activities to generate/parse the
compact ed nmessage. There is no asynchronous managenent advantage to
m ni m zi ng node processing time in a challenged network. However,
there is a significant advantage to snaller nmessage sizes in such
networ ks. Conpact nessages require snaller periods of viable

transm ssion for conmmunication, incur |ess re-transm ssion cost, and
consune | ess resources when persistently stored en-route in the
network. AMPs should mninize PDUs whenever practical, to include
packi ng and unpacki ng binary data, variable-length fields, and pre-
configured data definitions.

5.3. Absolute Data ldentification

El ements within the managenent system nust be uniquely identifiable
so that they can be individually mani pulated. Ildentification schenes
that are relative to system configurati on nmake data exchange between
Agents and Managers difficult as system configurations may change
faster than nodes can comuni cate.
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Consi der the followi ng SNMP techni que for approximting an

associ ative array |ookup. A manager wi shing to do an associ ative

| ookup for some key K1 will (1) query a list of array keys fromthe
agent, (2) find the key that matched K1 and i nfer the index of Kl
fromthe returned key list, and (3) query the discovered index on the
agent to retrieve the desired data.

Ignoring the inefficiency of two pull requests, this nmechanismfails
when the Agent changes its key-index nmapping between the first and
second query. Rather than construting an artificial mapping fromK1
to an index, an AMP nust provide an absol ute nechanismto | ookup the
val ue K1 without an abstraction between the Agent and Manager

5.4. Custom Data Definition

Custom definition of new data fromexisting data (such as through
data fusion, averaging, sanpling, or other nechanisns) provides the
ability to comunicate desired information in as conpact a form as
possi ble. Specifically, an Agent should not be required to transnit
a large data set for a Manager that only wi shes to calculate a
smaller, inferred data set. The Agent should cal cul ate the smaller
data set on its own and transnmit that instead. Since the
identification of customdata sets is likely to occur in the context
of a specific network deploynment, AMPs nust provide a nmechani sm for
their definition.

5.5. Autononobus Operation

AMA networ k functions nust be achi evabl e using only know edge | oca
to the Agent. Rather than directly controlling an Agent, a Manager
configures the autonony engine of the Agent to take its own action
under the appropriate conditions in accordance with the Agent’s
notion of |ocal state and tine.

6. Roles and Responsibilities

By definition, Agents reside on nanaged devi ces and Managers reside
on managi ng devices. This section describes how these roles
participate in the network managenent functions outlined in the prior
section.

6.1. Agent Responsibilities
Application Data Mddel (ADM Support
Agents MJST collect all data, execute all Controls, popul ate

all Report Tenpl ates and run operations required by each ADM
which the Agent clains to support. Agents MJST report
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supported ADMs so that Managers in a network understands what
i nformati on i s understood by what Agent.

Local Data Col |l ection

Agents MJST collect fromlocal firmvare (or other on-board
mechani snms) and report all Externally Defined Data defined in
all ADMs for which they have been confi gured.

Aut ononpus Contro

Agents MJST determ ne, w thout Manager intervention, whether
a configured Control should be invoked. Agents MJST
periodically evaluate the conditions associated with
configured Controls and invoke those Controls based on | oca
state. Agents MAY al so invoke Controls on other devices for
whi ch they act as proxy.

User Data Definition

Agents MJST provi de nmechani sns for operators in the network
to use configuration services to create custom zed Vari abl es
Report Tenpl ates, Macros and other information in the context
of a specific network or network use-case. Agents MJST all ow
for the creation, listing, and renpoval of such definitions in
accordance with whatever security nodels are deployed within
the particular network

Where applicable, Agents MJST verify the validity of these
definitions when they are configured and respond in a way

consistent with the | ogging/error-handling policies of the
Agent and the network.

Aut ononous Reporting

Agents MJST determ ne, w thout real-time Manager

i ntervention, whether and when to popul ate and transmt a
given Report Entry targeted to one or nore Managers in the
net wor k.

Consol i dat e Messages

Regi ona

Bi rrane

Agents SHOULD produce as few nessages as possi bl e when
sending information. For exanple, rather than sending
multiple Report Entry nessages to a Manager, an Agent SHOULD
prefer to send a single nessage containing nultiple Report
Entries.

Pr oxy
Agents MAY performany of their responsibilities on behalf of
ot her network nodes that, thenselves, do not have an Agent.
In such a configuration, the Agent acts as a proxy for these
ot her networ k nodes.
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6.2. Manager Responsibilities

Agent / ADM Mappi ng
Manager s MJST understand what ADMs are supported by the
various Agents with which they communi cate. Managers shoul d
not attenpt to request, invoke, or refer to ADMinformation
for ADMs unsupported by an agent.

Data Col | ection
Managers MJST receive information from Agents by
asynchronously configuring the production of data reports and
then waiting for, and collecting, responses from Agents over
time. Managers MAY try to detect conditions where Agent
i nformati on has not been received within operationally
rel evant timespans and react in accordance with network

policy.

Cust om Defini tions
Managers shoul d provide the ability to define custom
definitions. Any customdefinitions MJST be transmitted to
appropriate Agents and these definitions MIST be renenbered
to interpret the reporting of these custom val ues from Agents
in the future.

Data Transl ation
Managers shoul d provide sone interface to other network
managenent protocols, such as the SNWP. Managers MNAY
acconplish this by accunul ating a repository of push-data
fromhigh-latency parts of the network fromwhich data may be
pul l ed by lowlatency parts of the network.

Dat a Fusi on
Managers MAY support the fusion of data frommnultiple Agents
with the purpose of transnmitting fused data results to other
Managers within the network. Managers MAY receive fused
reports from ot her Managers pursuant to appropriate security
and admi ni strative configurations.

7. System Model
This section describes the notional data flows and control flows that

illustrate how Managers and Agents within an AMA cooperate to perform
net wor k management servi ces.
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7.1. Control and Data Fl ows

The AMA identifies three significant data flows: control flows from
Managers to Agents, reports flows from Agents to Managers, and fusion
reports from Managers to other Managers. These data flows are
illustrated in Figure 1.

ANVA Control and Data Fl ows

S + oo e e e aaao oo + S +
| Node A | | Node B | | Node C |
I I I I I I
| +------- +| | +------- + [ - +| | +------- +|
| | | | =====>>| | Manager | ====>>| | | ====>>] | | |
| | | | <<=====| | B | <<====| Agent B||<<====| | |
| | | | | +--++---+ e + | | Manager | |
|| Agent || e R + | | | |
[ A | | | | | | |
| | | | << | | | | | |
| | [ | ++ >>| | [ |
| #oeen e +l | #oeen e +l
S + S +
Figure 1

In this data flow, the Agent on node A receives Controls from
Managers on nodes B and C, and replies with Report Entries back to
these Managers. Sinilarly, the Agent on node B interacts with the

| ocal Manager on node B and the renpte Manager on node C. Finally,

t he Manager on node B may fuse Report Entries received from Agents at
nodes A and B and send these fused Report Entries back to the Manager
on node C.

Fromthis figure it is clear that there exist many-to-nmny

rel ati onshi ps anbngst ©Managers, anobngst Agents, and between Agents
and Managers. Note that Agents and Managers are roles, not
necessarily differing software applications. Node A nmay represent a
single software application fulfilling only the Agent role, whereas
node B nmay have a single software application fulfilling both the
Agent and Manager roles. The specifics of how these roles are
realized is an inplenentation matter.

7.2. Control Flow by Role
This section describes three comon configurations of Agents and

Managers and the flow of nmessages between them These configurations
i nvol ve | ocal and renote nmanagenent and data fusion.
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7.2.1. Notation

The notation outlined in Table 1 describes the types of control
messages exchanged between Agents and Managers.

. R Y . +
[ Term [ Definition [ Exanpl e [
o m e e oo o - Fom e e e e e e e e e m e e e e am o B +
| EDD# | EDD definition, from ADM | EDD1 |
I I I I
| V# | Custom data definition. | Vi1 = EDD1 + |
| | o
| DEF([ACL], | Define id fromexpression. Allow | DEF([*], V1, |
| I D, EXPR) | managers in access control |ist | EDD1 + EDD2) |
[ [ (ACL) to request this id. [ [
I I I I
| PROD(P,ID) | Produce ID according to predicate P. | PROX 1s, |
[ | P rmay be a tine period (1s) or an | EDD1) |
| | expression (EDD1L > 10). | |
I I I I
[ RPT( | D) [ A report identified by ID. | RPT(EDD1) [
. N . +

Tabl e 1: Term nol ogy
7.2.2. Serialized Managenent
This is a nonminal configuration of network nmanagenent where a Manager

interacts with a set of Agents. The control flows for this are
outlined in Figure 2.
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Serialized Managenment Control Flow

Fom e - + Fomm e o + Fomm e o +

| Manager | | Agent A | | Agent B |

[ R S + B B
I I I
[----- PROD(1s, EDD1)--->| | (1)

| -mmm e PROD( 1s, EDDL)- - >|

I
e RPT(EDDL) - - - - - - | | (2)

|

|

S RPT(EDDL) - - - - - - - |
I ' I
| <--mmm-- RPT(EDD1) - - - - - - | |
| ommm e RPT(EDDL) - --- - - - |
I ' I
[ <-mmmmn- RPT(EDDL) - --- - - | |
RS RPT(EDDL) - - - - - - - |
|

In a sinple network, a Manager interacts with nmultiple Agents.
Fi gure 2

In this figure, the Manager configures Agents A and B to produce EDD1
every second in (1). At sone point in the future, upon receiving and
configuring this nessage, Agents A and B then build a Report Entry
contai ning EDD1 and send those reports back to the Manager in (2).

7.2.3. Miltiplexed Managenent

Net wor ks spanning nultiple admnistrative domains nmay require

mul ti pl e Managers (for exanple, one per dommin). Wen a Manager
defines custom Report Tenpl ates/Variables to an Agent, that
definition my be tagged with an access control list (ACL) to linmit
what ot her Managers will be privy to this information. Managers in
such networks shoul d synchronize with those ot her Managers granted
access to their customdata definitions. Wen Agents generate
messages, they MUST only send nessages to Managers according to these
ACLs, if present. The control flows in this scenario are outlined in
Fi gure 3.
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Mul ti pl exed Managenent Control Fl ow
| Manager A | | Agent | | Manager B |

oo N + R oo N +

I I
---DEF(A, V1, EDDL*2) - - >| <- DEF(B, V2, EDD2*2)--| (1)

I

|

| ---PROD(1s, V1)------ >| <---PROD(1ls, V2)------ | (2)
I I I
ESEREEEEE RPT(VL)------ | | (3)
I RPT(V2)------ >|

[ <-------- RPT(V1)------ |

| [-------- RPT(V2)------ >|

I I I

| | <---PROD(1s, V1)------ | (4)
I I I

| | ---ERR(V1 no perm)-->|

I I I

| - - DEF(*, V3, EDD3* 3) - - - >| | (5)
I I I

| ---PROD(1ls, V3)------ >| | (6)
I I I

| | <----PROD(1ls, V3)----- |

I I I

[ <-------- RPT(V3)------ |-------- RPT(V3)------ > (7)
| <-------- RPT(V1)------ | |

[ [-------- RPT(V2)------ >|

| <------- RPT(V3)------- [-------- RPT(V3)------ >|

[ <------- RPT(V1)------- | |

| [-------- RPT(V2)------ >|

Conpl ex networks require nultiple Managers interfacing with Agents.
Figure 3

In nore conpl ex networks, any Manager may choose to define custom
Report Tenpl ates and Vari abl es, and Agents may need to accept such
definitions fromnultiple Managers. Variable definitions may include
an ACL that describes who may query and ot herw se understand these
definitions. In (1), Manager A defines V1 only for A while Manager B
defines V2 only for B. Managers may, then, request the production of
Report Entries containing these definitions, as shown in (2). Agents
produce different data for different Managers in accordance with
configured production rules, as shown in (3). |If a Manager requests
the production of a customdefinition for which the Manager has no
pernmi ssions, a response consistent with the configured | ogging policy
on the Agent should be inplenmented, as shown in (4). Alternatively,
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as shown in (5), a Manager nay define customdata with no
restrictions allowing all other Managers to request and use this
definition. This allows all Managers to request the production of
Report Entries containing this definition, shown in (6) and have all
Managers receive this and other data going forward, as shown in (7).

7.2.4. Data Fusion

In sone networks, Agents do not individually transmt their data to a
Manager, preferring instead to fuse reporting data with | ocal nodes
prior to transm ssion. This approach reduces the nunber and size of
nmessages in the network and reduces overall transni ssion energy
expenditure. The AMA supports fusion of NMreports by co-locating
Agents and Managers on nodes and of fl oadi ng fusion activities to the
Manager. This process is illustrated in Figure 4.

Data Fusi on Control Flow

Fommemeeeas + Fommemeeeas + I + I +
| Manager A | | Manager B | | Agent B | | Agent C |
R + +--- - - +--- - - + oo e - - -+ oo e - - -+

I I I

| - - DEF( A, VO, EDD1+AD2) - >| | | (1)

| - - PROD( EDD1&AD2, VO) - - >| | |

I I I I

[ | - - PROD( 1s, EDD1) - >| | (2)

[ R PROD( 1s, EDD2) - >|

I I I I

| | <--- RPT(EDDL) - - - - | | (3)

[ SR RPT(EDD2) - --- - - [

I I I

| <-----RPT(A VO)------- | | )

I I

Data fusion occurs anpngst Managers in the network.
Fi gure 4

In this exanple, Manager A requires the production of a Variable VO,
fromnode B, as shown in (1). The Manager rol e understands what data
is available fromwhat agents in the subnetwork |local to B,
understanding that EDD1 is available locally and EDD2 is avail abl e
renotely. Production nmessages are produced in (2) and data collected
in (3). This allows the Manager at node B to fuse the collected
Report Entries into VO and return it in (4). Wile a trivial

exanpl e, the nechani smof associating fusion with the Manager
function rather than the Agent function scales with fusion
complexity, though it is inportant to reiterate that Agent and
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Manager designations are roles, not individual software conmponents.
There may be a single software application running on node B
i npl ementi ng both Manager B and Agent B roles.

8. Logical Data Mdel

This section identifies the different kinds of information present in
an asynchronousl y- managed network and describes how this information
shoul d be communi cated in the context of an ADM

8.1. Data Deconposition
8.1.1. G oups

The AMA supports four basic groups of information: Data, Actions
Literals, and Operators:

Dat a Dat a val ues consist of information collected by an Agent and
reported to Managers. This includes definitions froman ADM
derived data val ues as configured from Managers, and Report
Entries which are collections of data el ements.

Actions Actions are invoked on Agents and Managers to change behavi or
in response to sone external event (such as local state
changes or time). Actions include application-specific
functions specified as part of an ADM and nacros which are
col l ections of these controls.

Literals Literals are constant nunerical values that may be used in
the eval uation of expressions and predi cates.

Operators Operators are those mat hematical functions that operate on
series of Data and Literals, such as addition, subtraction
mul tiplication, and division.

8.1.2. Levels

The AMA defines three levels that describe the origins and
multiplicity of data groups within the system These classifications
are atom c, conputed, and collection.

At omi c
The Atomic |evel contains itens conputed or defined
externally to the AMA and, thus, cannot be changed or
ot herwi se deconposed by Actors within the AMA. These itens
are described in the context of an ADM and i npl enented in the
context of firmvare or software running on an Agent. The
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8.

2

identification of Atomc itens MJUST be gl obally uni que and
shoul d be managed by a registration authority.

Conput ed
The Conputed | evel contains items whose definition/value are
specified/conputed within the scope of an Actor in the AVA
Items at the conmputed |level may be formally specified in an
ADM (and therefore have definitions that are not subject to
change) or may be defined dynanically on Agents by Managers
and therefore have definitions that are subject to change in
accordance with configuration services. 1In either case the
definition of a Conputed |level itemmay reference other
Conputed level itens and other Atomic level itens if such
i nclusion does not result in a circular reference. Wen
defined in the context of an ADM a Conputed | evel item MJST
be globally unique and shoul d be managed by a registration
aut hority.

Col | ection
The Collection level contains items representing groups of
other itens, including other Collection |level items. Wen a
Col l ection level itemdefinition references another
Col l ection level item circular references MIST be prevented.
When defined in the context of an ADM a Collection |eve
item MUST be gl obally unique and shoul d be managed by a
registration authority.

Dat a Mbdel

Each conponent of the AMA data nodel can be identified as a

combi nation of group and level, as illustrated in Table 2. In this
tabl e, group/level conbinations that are unsupported are listed as N
A. In this context, NA indicates that the AVMA does not require
support for groups of data at a particular |evel for conpliance.

I e T Fommmmeas Fommmmeas +
[ [ Dat a | Action | Literals | Operator |
s o e e e e e e e e e oo Fomm e oo - Fomm e e e o - Fomm e e e o - +
| At omi ¢ | Externally Defined | Control | Literal | Operator |
I I Dat a I I I I
| | _ | | | |
| Conputed | Vari abl e | Rule | N A | N A

I I I I I I
| Collection | Report Entry | Macro | N A | N A |
Fom e e o e e e e e e e e Fomm e o Fom e - Fom e - +

Table 2
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The eight elenents of the AVA | ogical data nodel are described as
fol | ows.

8.2.1. EDDs, VARs, and Reporting

Fundanental to any performance reporting function is the ability to
nmeasure the state of the Agent. Measurement nmay be acconpli shed
through direct sampling of hardware, query against in-situ data
stores, or other nechanisns that provide the initial quantification
of state.

EDDs serve as the "lingua franca" of the managenent system the unit
of information that cannot be otherwi se created. As such, this

i nformati on serves as the basis for any user-defined (Variable)

val ues in the system

AMPs NMAY consi der the concept of the confidence of the EDD as a
function of time. For exanple, to understand at which point a
measur enent shoul d be considered stale and need to be re-neasured
before acting on the associ ated data.

Wil e EDDs provide the full, raw set of information available to
Managers and Agents there is a perfornmance optim zation to pre-
comput ed re-used conbi nati ons of these values. Conputing new val ues
as a function of neasured values sinplifies operator specifications
and prevents Agent inplenentations from continuously re-cal cul ating
the sane value each tinme it is used in a given tinme period.

For exanpl e, consider a sensor node which wi shes to report a
tenperature averaged over the past 10 neasurenents. An Agent nay
either transnmit all 10 neasurenents to a Manager, or calcul ate

| ocally the average neasurenent and transmt the "fused" data.
Clearly, the decision to reduce data volune is highly coupled to the
nature of the science and the resources of the network. For this
reason, the ability to define customconputations per deploynent is
necessary.

Periodically, or in accordance with |ocal state changes, Agents nust
collect a series of nmeasured val ues and conputed val ues and

communi cate them back to Managers. This ordered collection of val ue
information is noted in this architecture as a Report Entry which

popul ates either a pre-defined or ad-hoc Report Tenplate. In support
of hierarchical definitions, Report Entries may, thenselves, contain
other Report Entries. It would be incunbent on an AMP inpl ement ati on

to guard against circular reference in Report Tenplate definitions.
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8.2.2. Controls and Macros

Just as traditional network managenment approaches provide well-known
identifiers for values, the AMA provides well-known identifiers for
Actions. \Wereas several |owlatency, high-availability approaches
in networks can use approaches such as renote procedure calls (RPCs),
chal | enged networks cannot provide a similar function - Managers
cannot be in the processing | oop of an Agent when the Agent is not in
communi cati on with the Manager.

Controls in a systemare the conbination of a well-known operation
that can be taken by an Agent as well as any paraneters that are
necessary for the proper execution of that function. For specific
applications or protocols, a control specification (as a series of
opcodes) can be published such that any inplenmenting AVP accepts

t hese opcodes and understands that sending the opcodes to an Agent
supporting the application or protocol will properly execute the
associ ated function. Paraneters to such functions are provided in
real -tine by either Managers requesting that a control be run, pre-
configured, or auto-popul ated by the Agent in-situ.

Oten, a series of controls nust be executed in concert to achieve a
particul ar function, especially when controls represent nore

primtive operations for a particular application/protocol. In such
scenarios, an ordered collection of controls can be specified as a
Macro. I n support of the hierarchical build-up of functionality,

Macros may, thenselves, contain other Macros, through it would be
i ncunbent on an AMP i nplenentation to guard agai nst excessive
recursion or other resource-intensive nesting.

8.2.3. Rules

Sti mul us-response autonony systens provide a way to pre-configure
responses to anticipated events. Such a mapping fromresponses to
events is advantageous in a challenged network for a variety of
reasons, as |listed bel ow

o Distributed Operation - The concept of pre-configuration allows
the Agent to operate wi thout regular contact with Managers in the
system Configuration opportunities will be sporadic in any
chal | enged network naki ng boot strappi ng of the systemdifficult,
but this is a fundanental problemin any network scenario and any
aut onony appr oach.

0 Determnistic Behavior - Were the mapping of stinmulus to response

is stable, the behavior of the Agent to a variety of in-situ state
al so remains stable. This stable behavior is necessary in
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critical operational systens where the actions of a platform nust
be well understood even in the absence of an operator in the |oop

0 Engi ne-Based Behavi or - Several operational systens are unable to
depl oy "nobil e code" based sol utions due to network bandwi dt h,
menory or processor |oading, or security concerns. The benefit of
engi ne- based approaches is that the configuration inputs to the
engi ne can be flexible without incurring a set of problematic
requi rements or concerns

The | ogical unit of stinmulus-response autonony proposed in the AMA is
a Rule of the form

I F stimulus THEN response

Where the set of such rules, when evaluated in sonme prioritized
sequence, provides the full set of autonompbus behavior for an Agent.
Stinmulus in such a systemwould either be a function of relative
tinme, absolute time, or sone nmathematical expression conprising one
or nore val ues (nmeasurenent val ues or conputed val ues).

Notably, in such a system stimuli and responses frommultiple
applications and protocols may be combined to provide an expressive
capability.

8.2.4. (Operators and Literals

Conputing val ues or eval uating expressions requires applying
mat hemati cal operations to data known to the managenent system

Qperators in the AVA represent enunerated nathenatical operations
applied to primtive and conputed values in the AMA for the purpose
of creating new values. Operations may be sinple binary operations
such as "A + B" or nore conplex functions such as sin(A) or
avg(A B, C D).

Literals represent pre-configured constants in the AMA, such as well -
known mat henmatical nunmbers (e.g., PI, E), or other useful data such
as Epoch times. Literals also represent asserted Primitive Val ues
used in expressions. For exanple, considering the expression (A =B
+ 10), A would be a Variable, B would be either a Variable or EDD, +
woul d be an Operator, and 10 would be a Literal

8.3. Application Data Mdel

Application data nodel s (ADVs) specify the data associated with a
particul ar application/protocol. The purpose of the ADMis to
provide a published interface for the managenent of an application or
protocol independent of the nuances of its software inplenmentation
In this respect, the ADMis conceptually sinmilar to the Managed
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I nformati on Base (M B) used by SNMP, but contains additiona
information relating to command opcodes and nore expressive syntax
for autonmated behavior.

An ADM MUST define all well-known itens necessary to nanage the
specific application or protocol. This includes the definitions of
EDDs, Variables, Report Tenplates, Controls, Macros, Rules, Literals,
and Operators.

9. | ANA Consi derations
At this time, this protocol has no fields registered by | ANA
10. Security Considerations

Security within an AMA MUST exist in tw |ayers: transport |ayer
security and access control

Transport-layer security addresses the questions of authentication
integrity, and confidentiality associated with the transport of
messages between and anongst Managers and Agents in the AMA. This
security is applied before any particular Actor in the system
receives data and, therefore, is outside of the scope of this
docunent .

Finer grain application security is done via ACLs which are defined
via configuration nmessages and i npl enmentati on specific.
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