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1. Introduction

Section 3 ("Hybrid Proxy Operation") of [I-D.ietf-dnssd-hybrid]
describes how to transl ate queries from Uni cast DNS-Based Service

Di scovery described in [RFC6763] to Miulticast DNS described in

[ RFC6762], and how to filter the responses and translate them back to
uni cast DNS.
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Thi s docunent describes what sort of configuration the participating
hybrid proxy servers require, as well as how it can be provided using
any network-w de state sharing mechani smsuch as |link-state routing
protocol or Home Networking Control Protocol [I-D.ietf-honenet-hncp].
The docunent al so describes a nam ng schene whi ch does not even need
to be same across the whole covered network to work as long as the
specified conflict resolution wirks. The schenme can be used to

provi sion both forward and reverse DNS zones which enpl oy hybrid
proxy for heavy lifting.

Thi s docunment does not go into |low | evel encoding details of the
Type- Lengt h- Val ue (TLV) data that we want synchroni zed across a
network. Instead, we just specify what needs to be avail able, and
assune every node that needs it has it avail able.

We go through the mandatory specification of the |anguage used in
Section 2, then describe what needs to be configured in hybrid

proxi es and participating DNS servers across the network in

Section 3. How the data is exchanged using arbitrary TLVs is
described in Section 4. Finally, some overall notes on desired
behavi or of different software conponents is nmentioned in Section 5.

2. Requirenents | anguage

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Hybrid proxy - what to configure

Beyond the | ow1|evel translation mechani smbetween uni cast and

mul ticast service discovery, the hybrid proxy draft
[I-D.ietf-dnssd-hybrid] describes just that there have to be NS
records pointing to hybrid proxy responsible for each link within the
covered network.

In zero-configuration case, choosing the links to be covered is also
non-trivial choice; we can use the border discovery functionality (if

available) to determine internal and external links. O we can use
some other protocol’s presence (or lack of it) on alink to determ ne
internal links within the covered network, and sone other signs

(dependi ng on the depl oynent) such as DHCPv6 Prefix Del egation (as
described in [RFC3633]) to determ ne external |inks that should not
be covered.

For each covered link we want forward DNS zone del egation to an

appropriate node which is connected to a Iink, and running hybrid
proxy. Therefore the links’ forward DNS zone names shoul d be uni que
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across the network. W also want to popul ate reverse DNS zone
simlarly for each IPv4 or IPv6 prefix in use.

There should be DNS-SD browse donain |ist provided for the network’s
domai n whi ch contai ns each physical Iink only once, regardl ess of how
many nodes and hybrid proxy inplenmentations are connected to it.

Yet another case to consider is the list of DNS-SD domains that we
want hosts to enumerate for browse domain lists. Typically, it
contains only the lIocal network’s domain, but there may be al so other
networks we may want to pretend to be local but are in different
scope, or controlled by different organization. For exanple, a hone
user might see both home donmain’s services (TBD-TLD), as well as

| SP"s services under isp.exanple.com

3.1. Conflict resolution within network

Any naning-rel ated choi ce on node may have conflicts in the network
given that we require only distributed | oosely synchroni zed dat abase.
We assune only that the underlying protocol used for synchronization
has sonme concept of precedence between nodes originating conflicting
information, and in case of conflict, the higher precedence node MJST
keep the nane they have chosen. The one(s) with | ower precedence
MUST either try different one (that is not in use at all according to
the current link state information), or choose not to publish the
nane al t oget her.

If a node needs to pick a different nane, any al gorithm works,

al t hough sinple algorithmchoice is just |ike the one described in
Mul ticast DNS[ RFC6762]: append -2, -3, and so forth, until there are
no conflicts in the network for the given nane.

3. 2. Per-1ink DNS-SD forward zone nanes

How to nane the |links of a whole network in automated fashion? Two
di fferent approaches seem obvi ous:

1. Unique link nane based - (unique-Iink).(domain).

2. Node and link nanme - (link).(unique-node). (donain).

The first choice is appealing as it can be nmuch nore friendly
(especially given manual configuration). For exanple, it could nean
just | an. exanpl e.com and w an. exanpl e.com for a sinple hone network.

The second choice, on the other hand, has a nice property of being
| ocal choice as |ong as node nanme can be nade uni que.
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The type of naming schenme to use can be left as inplenentation
option. And the actual nanes thensel ves SHOULD be al so overri dabl e,
if the end-user wants to custom ze themin sonme way.

3.3. Reasonable defaults

Not e that any manual configuration, which SHOULD be possible, MIST
override the defaults provided here or chosen by the creator of the
i mpl ement at i on.

3.3.1. Network-wi de unique |ink nane (schene 1)

It is not obvious how to produce network-w de unique |ink nanes for
the (unique-link).(domain) scheme. One option would be to base it on
type of physical network |ayer, and then hope that the nunber of the
networ ks won't be significant enough to confuse (e.g. "lan", or

"w an").

The networ k-wi de uni que |ink names should be only used in small
networks. G ven a larger network, after conflict resolution
identifying which Iink is ’'lan-42. exanple.conm may be chal |l engi ng.

3.3.2. Node nanme (schene 2)

Qur recomendation is to use sonme short formwhich indicates the type
of node it is, for exanple, "openwt.exanple.com'. As the nane is
visible to users, it should be kept as short as possible. 1In theory
even nore exact nodel could be hel pful, for exanple, "openwt-

buf f al o-wzr - 600-dhr. exanpl e.com'. |n practice providing sone other
records indicating exact node information (and access to nanagenent
U) is nore sensible.

3.3.3. Link name (scheme 2)

Recommendation for (link) portion of (link).(node).(domain) is to use
physi cal network | ayer type as base, or possibly even just interface
nane on the node if it’'s descriptive enough. For exanple,

"et h0. openwrt. exanpl e. com' and "w an0. openwt. exanpl e. coni’ may be
good enough.

4. TLVs
To inplement this specification fully, support for follow ng three

different TLVs is needed. However, only the DNS Del egated Zone TLVs
MUST be supported, and the other two SHOULD be support ed.

St enberg Expires April 17, 2016 [ Page 5]



Internet-Draft Hybrid Proxy Network Zeroconf Cct ober 2015

4.1. DNS Del egated Zone TLV

This TLV is effectively a conbined NS and A/ AAAA record for a zone.
It MJUST be supported by inplenentations conforming to this
specification. |nplenentations SHOULD provide forward zone per |ink
(or optimzing a bit, zone per link with Miulticast DNS traffic).

| mpl enent ati ons MAY provi de reverse zone per prefix using this sane
mechanism |If nultiple nodes advertise same reverse zone, it should
be assuned that they all have access to the link with that prefix.
However, as noted in Section 5.3, nainly only the node w th highest
precedence on the link should publish this TLV.

Cont ent s:

0 Address field is IPv6 address (e.g. 2001:db8::3) or |Pv4 address
mapped to | Pv6 address (e.g. ::FFFF:192.0.2.1) where the
authoritative DNS server for Zone can be found. |[|f the address
field is all zeros, the Zone is under global DNS hierarchy and can
be found using normal recursive nanme | ookup starting at the
authoritative root servers (This is nostly relevant with the S bit
bel ow) .

0 S-bit indicates that this del egated zone consists of a full DNS-SD
domai n, whi ch shoul d be used as base for DNS-SD donai n enuneration
(that is, (field)._dns-sd. _udp.(zone) exists). Forward zones MAY
have this set. Reverse zones MJST NOT have this set. This can be
used to provision DNS search path to hosts for non-local services
(such as those provided by ISP, or other nanually configured
service providers).

0o B-bit indicates that this del egated zone should be included in
network’s DNS-SD browse |ist of dommins at b. _dns-
sd. _udp. (domain). Local forward zones SHOULD have this set.
Reverse zones SHOULD NOT have this set.

0 L-bit indicates that this del egated zone should be included in the
network’s DNS-SD | egacy browse list of donmains at |b._dns-
sd. _udp. (DOVAI N-NAME).  Local forward zones SHOULD have this bit
set, reverse zones SHOULD NOT.

0 Zone is the | abel sequence of the zone, encoded according to
section 3.1. ("Nanme space definitions") of [RFCL035]. Note that
nane conpression is not required here (and woul d not have any
point in any case), as we encode the zones one by one. The zone
MUST end with an enpty | abel
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4.

4.

5.

In case of a conflict (same zone being advertised by nmultiple parties
with different address or bits), conflict should be addressed
according to Section 3. 1.

2. Domain Nane TLV

This TLV is used to indicate the base (dormain) to be used for the
network. If multiple nodes advertise different ones, the conflict
resolution rules in Section 3.1 should result in only the one with
hi ghest precedence advertising one, eventually. In case of such
conflict, user SHOULD be notified sonmehow about this, if possible,
using the configuration interface or some other notification
mechani smfor the nodes. Like the Zone field in Section 4.1, the
Domai n Name TLV' s contents consist of a single DNS | abel sequence.

This TLV SHOULD be supported if at all possible. It nay be derived
usi ng sone future DHCPv6 option, or be set by nanual configuration
Even on nodes wi t hout manual configuration options, being able to
read the domai n nanme provided by a different node coul d nake the user
experience better due to consistent nanming of zones across the

net wor k.

By default, if no node advertises domain nane TLV, hard-coded default
(TBD) shoul d be used.

3. Node Name TLV

This TLV is used to advertise a node’s nane. After the conflict

resol ution procedure described in Section 3.1 finishes, there should
be exactly zero to one nodes publishing each node nane. The contents
of the TLV should be a single DNS | abel

This TLV SHOULD be supported if at all possible. [If not supported,
and anot her node chooses to use the (link).(node) naming schene with
this node’s nanme, the contents of the network’s donain nmay | ook

m sl eadi ng (but due to conflict resolution of per-link zones, stil
functional).

If the node name has been configured manually, and there is a
conflict, user SHOULD be notified sonmehow about this, if possible,
using the configuration interface or sonme other notification
mechani sm for the nodes.

Desi r abl e behavi or
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5.1. DNS search path in DHCP requests

The nodes follow ng this specification SHOULD provi de the used
(domain) as one itemin the search path to it’'s hosts, so that DNS-SD
browsing will work correctly. They also SHOULD i ncl ude any DNS

Del egat ed Zone TLVs' zones, that have S bit set.

5.2. Hybrid proxy

The hybrid proxy inplenmentati on SHOULD support both forward zones,
and | Pv4 and | Pv6 reverse zones. It SHOULD al so detect whether or
not there are any Miulticast DNS entities on a link, and make that

i nformati on available to the network zeroconf daenon (if inplenented
separately). This can be done by (for exanple) passively nonitoring
traffic on all covered links, and doing infrequent service
enunerations on links that seemto be up, but w thout any Milticast
DNS traffic (if so desired).

Hybrid proxy nodes MAY al so publish it’s own name via Milticast DNS
(both forward A/ AAAA records, as well as reverse PTR records) to
facilitate applications that trace network topol ogy.

5.3. Hybrid proxy network zeroconf daenon

The daenon shoul d avoid publishing TLVs about |inks that have no
Multicast DNS traffic to keep the DNS-SD browse domain |ist as
conci se as possible. It also SHOULD NOT publish del egated zones for
Iinks for which zones already exi st by another node with higher

pr ecedence.

The daenon (or other entity with access to the TLVs) SHOULD generate
zone information for DNS inplenentation that will be used to serve
the (domain) zone to hosts. Dormain Name TLV described in Section 4.2
shoul d be used as base for the zone, and then all DNS Del egated Zones
described in Section 4.1 should be used to produce the rest of the
entries in zone (see Appendix A 4 for exanple interpretation of the
TLVs in Appendix A 3.

6. Limted zone stitching for host nanme resolution

Section 4.1 of the hybrid proxy specification [I-D.ietf-dnssd-hybrid]
notes that the stitching of nultiple .local zones into a single DNS-
SD zone is to be defined later. This specification does not even
attenpt that, but for the purpose of host name resolution, it is
possible to use the set of DNS Del egated Zone TLVs with S-bit or
B-bit set to also provide host naming for the (domain). It is done
by sinmply rewiting A/ AAAA queries for (name).(donain) to every
(nane) . (ddz- subdomai n) . (domai n), and providing response to the host
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9.

9.

when the first non-enpty one is received, rewitten back to
(name). (domain) .

While this schene is not very scalable, as it nultiplies the nunber
of queries by the nunber of links (given no response in cache), it
does work in small networks with relatively few sub-donains

Security Considerations

There is a trade-of f between security and zero-configuration in
general ; if used network state synchronization protocol is not

aut henticated (and in zero-configuration case, it nost likely is
not), it is vulnerable to | ocal spoofing attacks. W assune that
this scheme is used either within (Il ower |ayer) secured networks, or
with not-quite-zero-configuration initial set-up.

If sone sort of dynamic inclusion of Iinks to be covered using border
di scovery or such is used, then effectively service discovery wll
share fate with border discovery (and al so security issues if any).

| ANA Consi derations
Thi s docunent has no actions for | ANA
Ref er ences
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9.3. URIs

[1] https://github.con sbyx/hnetd/
Appendi x A.  Exanpl e configuration
A. 1. Used topol ogy

Let’'s assunme hone network that | ooks |ike this:

| TRL |-|] ITR2 |
R + +----- +

[f31 1041

W' re not really interested about links [0], [1] and [2], or the
links between IRs. G ven the optimzation described in Section 4.1,
they shoul d not produce anything to network’s Miulticast DNS state
(and therefore to DNS either) as there isn't any Multicast DNS
traffic there.
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The user-visible set of links are [3] and [4]; each consisting of a
LAN and WLAN |ink. W assume that |SP provides 2001: db8: 1234::/48
prefix to be delegated in the honme via [0].

A 2.

Zero-configuration steps

G ven inplenentation that chooses to use the second nami ng schene
(l'ink).(node). (domain), and no configuration whatsoever, here’ s what

happens (the steps are interleaved in practice but illustrated here

in order):

1. Network-level state synchronization protocol runs, nodes get
effective precedences. For ease of illustration, CER wi nds up
with 2, IRLwith 3, and IR2 with 1.

2. Prefix delegation takes place. IRL winds up with
2001: db8: 1234: 11::/64 for LAN and 2001: db8: 1234: 12::/64 for W.AN.
IR2 winds up with 2001: db8: 1234:21::/64 for LAN and
2001: db8: 1234: 22::/64 for W.AN.

3. IRl is assunmed to be reachable at 2001: db8:1234:11::1 and I R2 at
2001: db8: 1234: 21:: 1.

4. Each node wants to be called 'node’ due to lack of branding in
drafts. They announce that using the node nane TLV defined in
Section 4.3. They also advertise their |ocal zones, but as that
i nformati on may change, it’s omtted here.

5. Conflict resolution ensues. As IRl has precedence over the rest,
it becones "node". CER and |IR2 have to rename, and (depending on
timng) one of them beconmes "node-2" and ot her one "node-3". Let
us assune IR2 is "node-2". During conflict resolution, each node
publishes TLVs for it’s own set of del egated zones.

6. CER |l earns | SP-provided domain "isp.exanple.cont using DHCPv6
domain list option defined in [ RFC3646]. The information is
passed al ong as S-bit enabl ed del egated zone TLV.

A. 3. TLV state

Once there is no longer any conflict in the system we wind up with
following TLVs (NN is used as abbreviation for Node Name, and DZ for
Del egat ed Zone TLVs):

St enberg Expires April 17, 2016 [ Page 11]



Internet-Draft Hybrid Proxy Network Zeroconf Cct ober 2015

(from CER)
Dz {s=1, zone="i sp. exanpl e. com'}

(fromIR1)
NN { name="node"}

Dz {address=2001: db8: 1234: 11::1, b=1
zone="| an. node. exanpl e. com "}

Dz {address=2001: db8: 1234: 11::1
zone="1.1.0.0.4.3.2.1.8.b.d.0.1.0.0.2.ip6.arpa."}

DZ {address=2001: db8: 1234: 11::1, b=1
zone="w an. node. exanpl e. com "}

Dz {address=2001: db8: 1234:11::1
zone="2.1.0.0.4.3.2.1.8.b.d.0.1.0.0.2.ip6.arpa."}

(fromlR2)
NN { name="node- 2"}

Dz {address=2001: db8: 1234: 21::1, b=1
zone="| an. node- 2. exanpl e. com "}

Dz {address=2001: db8: 1234: 21:: 1
zone="1.2.0.0.4.3.2.1.8.b.d.0.1.0.0.2.ip6.arpa."}

Dz {address=2001: db8: 1234:21::1, b=1
zone="w an. node- 2. exanpl e.com "}

DZ {address=2001: db8: 1234: 21:: 1
zone="2.2.0.0.4.3.2.1.8.b.d.0.1.0.0.2.ip6.arpa."}

A 4. DNS zone

In the end, we should wind up with follow ng zone for (domain) which
is exanple.comin this case, available at all nodes, just based on
dunpi ng the del egated zone TLVs as NS+AAAA records, and optionally
domain list browse entry for DNS-SD:
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b. _dns_sd. _udp PTR | an. node
b. _dns_sd. _udp PTR w an. node

b. dns_sd. udp PTR | an. node-2
b. dns_sd. udp PTR w an. node-2

node AAAA 2001: db8:1234:11::1
node- 2 AAAA 2001: db8:1234:21::1

node NS node
node-2 NS node- 2

1.1.0.0.4.3.2.1.8.b.d.0.1.0.0. 2.i p6. arpa. NS node. exanpl e. com
2.1.0.0.4.3.2.1.8.b.d.0.1.0.0. 2.i p6. arpa. NS node. exanpl e. com
1.2.0.0.4.3.2.1.8.b.d.0.1.0.0. 2.i p6. arpa. NS node-2. exanpl e. com
2.2.0.0.4.3.2.1.8.b.d.0.1.0.0.2.ip6.arpa. NS node-2.exanpl e.com

Internally, the node nay interpret the TLVs as it chooses to, as |long
as externally defined behavior follows semantics of what's given in
t he above.

A.5. Interaction with hosts

So, what do the hosts receive fromthe nodes? Using e.g. DHCPv6 DNS
options defined in [ RFC3646], DNS server address should be one (or
multiple) that point at DNS server that has the zone information
described in Appendix A.4. Domain |list provided to hosts should
contain both "exanpl e.con' (the hybrid-enabled donain), as well as
the externally | earned domain "isp.exanple.cont.

When hosts start using DNS-SD, they should check both b._dns-

sd. _udp. exanpl e.com as well as b._dns-sd._udp.isp. exanpl e.com for
list of concrete donmains to browse, and as a result services fromtwo
different domains will seemto be avail abl e.

Appendi x B. | nplenentation
There is an prototype inplenentation of this draft at hnetd github
repository [1] which contains variety of other honenet WGrel ated
things’ inplenentation too.

Appendi x C.  Why not just proxy Milticast DNS?
Over the tinme number of people have asked me about how, why, and if

we should proxy (originally) link-local Milticast DNS over multiple
I'i nks.
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At some point | neant to wite a draft about this, but | think I'm
too lazy; so some notes left here for general anusement of people
(and to be renmoved if this ever noves beyond di scussion piece).

C.1. Ceneral problens

There are two main reasons why Milticast DNS is not proxyable in the
general case

First reason is the conflict resolution depends on the RRsets staying
constant. That is not possible across nultiple links (due to e.g.
link-1ocal addresses having to be filtered). Therefore, conflict
resol ution breaks, or at |east requires ugly hacks to work around.

A simple, but not really working workaround for this is to make sure
that in conflict resolution, propagated resources always | oses.

G ven that the proxy function only renoves records, the result SHOULD
be consistently original set of records winning. Even with that, the
conflict resolution will effectively cease working, allowing for two

i nstances of sane nane to exist (as both think they 'own’ the nane
due to locally seen higher precedence).

G ven sonme nore extra logic, it is possible to nmake this work by
havi ng proxies be aware of both the original record sets, and
effectively enforcing the correct conflict resolution results by (for
exanpl e) passing the unfiltered packets to the losing party just to
make sure they renunber, or by altering the RR sets so that they wll
consistently win (by inserting sone |ower rrclass/rrtype records).

As the conflicts happen only in rrclass=1/rrtype=28, it is easy
enough to add e.g. extra TXT record (rrtype 16) to force precedence
even when renoving the later rrtype 28 record. Ooviously, this new
RRset must never wind up near the host with the higher precedence, or
it wll cause spurious renam ng | oops

Second reason is timng, which is relatively tight in the conflict
resol uti on phase, especially given |ossy and/or high |atency
net wor ks.

C. 2. Statel ess proxying problens

In general, typical stateless proxy has to involve flooding, as
Mul ticast DNS assunes that npbst nessages are received by every host.
And it won't scale very well, as a result.

The conflict resolution is also harder without state. It may result
in Miulticast DNS responder being in constant probe-announce | oop

when it receives altered records, notes that it’s the one that should
own the record. Gven stateful proxying, this would be just a
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transi ent probl em but designing statel ess proxy that won't cause this
is non-trivial exercise.

C. 3. Stateful proxying problens

One optionis to wite proxy that learns state fromone |ink, and
propagates it in some way to other links in the network.

A big problemw th this case lies in the fact that due to conflict

resol ution concerns above, it is easy to accidentally send packets

that will (possibly due to host nobility) wind up at the originator
of the service, who will then performrenan ng. That can be

al | evi ated, though, given clever hacks with conflict resolution

or der.

The stateful proxying may be also too slow to occur within the
tinmefrane all ocated for announcing, |eading to excessive |ater
renam ngs based on del ayed finding of duplicate services with sane
name

A wor k-around exists for this though; if the gane doesn’t work for
you, don’t play it. One option would be sinply not to propagate ANY
records for which conflict has seen even once. This would work, but
result in rather fragile, |ossy service discovery infrastructure.
There are some other small nits too; for exanple, Passive Observation
O Failure (POOF) will not work given stateful proxying. Therefore,
it leads to requiring sonewhat shorter TTLs, perhaps.

Appendi x D. Acknow edgenent s
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stateful Milticast DNS proxying is a bad idea.
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Appendi x E. Changel og [RFC Editor: please renove]
draft-ietf-honenet-hybrid-proxy-zeroconf-02

0 Added subsection on sinple zone stitching for host naming
pur poses.

draft-ietf-honenet-hybrid-proxy-zeroconf-01
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hybri d.
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