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Abst ract

The nmore demands for the |ossless and | ow | atency network in the
nmoder n dat acenter appear because the proliferation of demanding
applications. Some congestion control schenmes such as CN, PFC, ETS
which is introduced by | EEE 802.1 focus on the L2 network donain.
Wil e current TCP/IP stacks can’t neet these requirenent on L3 or
above networks. This draft introduces the L3QCN(Layer 3 Quantized
Congestion Notification), an end to end congestion control schemne
whi ch adopt QCN and DCQCN on L2 network. It specifies protocols,
procedures, and managed objects to support congestion control on the
dat acent er net wor k.

Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1 Introduction

Currently, there are 3 classes of streanms in the DC network:

1)Storage Traffic (Lossless)

2) H gh Conpute Traffic(Low | atency)

3)Ethernet Traffic (Certain packet |oss& | atency tol erance)

Tradi tional DC network treat different traffic with different network
bearer which exist in the small scale DC. Wiile with the expand of the
DC scale, there is an avail abl e met hod which use the Ethernet to bear
the streans by applying the congestion control nethod. |EEE has

i ntroduced the foll ow ng specifications:

1. Enhanced Transmi ssion Selection (ETS) [1] Wen the offered load in a
traffic class doesn’'t use its all ocated bandw dth, enhanced transm ssion
selection will allow other traffic classes to use the avail abl e

bandwi dth. This avoid the burst of one class traffic to influence other
cl asses which provide the mini num guaranteed bandwidth to all traffic
classes. This also facilitate the multiple classes exist in one network

2.Priority-based Flow Control (PFC) [2] Data Center Bridgi ng networks
(bridges and end nodes) are characterized by |limted bandw dt h-del ay
product and limted hop-count. Traffic class is identified by the VLAN
tag priority values. Priority-based flow control is intended to
elimnate frame | oss due to congestion. This realized the |ossl ess of
storage stream and no inpact to other 2 traffic classes when all the 3
traffic classes coexist in the Ethernet.

3. Quanti zed Congestion Notification (QCN) [3] This nechani sm enabl e
bridges to signal congestion information to end stations capabl e of
transmission rate linmting to avoid frame | oss. Resolve the |atency

i ncrease caused by flow control or packet retransnission to achieve the
hi gher network throughput.

This draft introduce a L3QCN nethod to resolve the congestion problem
under the converged network in the datacenter. Different classes of
traffic will be configured with corresponding priorities. Bridge wll
apply the policies of congestion control according to the traffic of
congested traffic which is defined by the priority.

1.1 Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Yol anda Yu Expires May 4, 2017 [ Page 3]



| NTERNET DRAFT L3 Quantized Congestion Notification Cctober 31, 2016

2 Current Congestion Control nethod
2.1 QCN I ntroduction
2.1.1 QCN Techni cal Sol ution

CN is defined in | EEE 802. 1Qau, there are 2 types of Ethernet frane:
One data frame with CN-TAG as Figure 1 shown. The Converged Network
Adapters (CNA) which support QCN function will send out the CN TAG frane
when connecting network domain. The difference fromthe normal frane is
the CN-TAG field in the head of Ethernet frame which includes RPID (al so
known as FLOMID). RPID will uniquely identifies every stream sent by
the adaptor. \When the congestion appeared, bridge will send out CNM
frame(introduced in second clause) to notify the source node to stop
sending this stream The FLOMID of source frane will be encapsulated in
the CNM frane. Wien the adaptor receives the CNMfrane, it will reduce
the transmssion rate of the identified flowin order to control the
specific traffic precisely.

Data Frane CWN
oo + e oo +
| DA (6 bytes) | | DA = Sanpl edFrane. SA |
S + o m e e e e e e e e e aa oo +
| SA (6 bytes) | | SA = Switch. QCN. MACSA [
S + o e oo +
| S-TAG (4 bytes)| | S- TAG |
oo + e e +
| CGTAG (4 bytes)| | C TAG |
S + o m e e e e e e e e e aa oo +
| CN-TAG (4 bytes)----- [ | CN- TAG = Sanpl edFrane. CN- TAG
e + | o e e e e ee e aeeaaaaaas +
| VsDU | | | CNM Payl oad |
Fommmmm e e + | e +

I

|

I
e R R +
| Et her Type (2 bytes) | RPID (2 bytes) |
e oo +

Figure 1. QCN data frame and CWN
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CNM Payl oad
B +
| Version (4 bits) |
e +
| Reserved (6 bits) |
oo e e e e e e e e e e e eaaa o +
[ Mt zFb (6 bits) [
B +
[ CPID (64 bits) [
e +
| Qoffeset (16 bits) |
oo e e e e e e e e e e e eaaa o +
[ Qdelta (16 bits) [
B +
| Encapsul ated Priority (16 bits) |
e +
| Encapsul ated MAC-DA (48 bits) |
oo e e e e e e e e e e e eaaa o +
[ Encapsul ated Frane Length = 64 [
B +
| First 64 bytes of the Sanpled Data |
[ Frame MSDU [
oo e e e e e e e e e e eaaa o +

Fi gure 2. CWN payl oad
The CNM frane is shown as Figure 2:

Field 1: Version of CNM nessage (4 bhits)

Field 2: Reserved (6 bits)

Field 3: OntzFB, Quantized feedback of CNM nessage (6 bits)

Field 4: Congestion Point Identifier (CPID, 8 bytes). In order to assure
the uni queness of the identifier, use the MAC address as the upper 6
bytes. Lower 2 bytes identify the different ports or different priority
classes in the sanme device.

Field 5: QO fset (2 bytes). Current nunber of available bytes in the
sendi ng queue of the congested point (CP)

Field 6: Qelta (2 bytes), the difference of available bytes of CP at 2
time point.

Field 7: Encapsul ated priority (2 bytes). Use upper 3 bits of the 1st
byte to fill the priority of the CNMfranme. Else is 0.

Field 8: Encapsul ated destinati on MAC address (6 bytes). Fill the
destinati on MAC address which trigger the CNM frane.

Field 9: Encapsul ated MSDU |l ength (2 bytes). The length of the

Encapsul at ed NMSDU.

Field 10: Encapsul ated MSDU (64 bytes). Fill in the payl oad of the CNM

2.1.2 The limtation of QCN
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During the congestion, bridge need to encapsulate the FLOMID(in the
head of Ethernet frane) in the CNM Then replace the destination MAC
address of CNMwith the source MAC address of the congested frane in
order to ensure CNM coul d be send back the sending server. Sending
server reduce the flow according to the FLOMID carried in the CNM This
characteristic limt QCNonly in Ethernet(Level 2 in ISO. Since the
head of Ethernet frame will be changed during every packet routing in
the I P network, the FLOW¥ID and MAC address of sending server will be

|l ost. So the downstream bridge could not create the CNM and send back to
the sending server. QCN couldn’t support the Layer 3 networking.

2.2 Introduction of DCQCN
2.2.1 DCQCN technical solution

DCQCN[ 4] is a kind of congestion control solution proposed by M crosoft
for the DC network domain. DCQCN is nminly deployed in the RoOCEv2 scene.
CP (Congestion Point, bridge) set the CN(congestion notification) for
the datagramwith probability according to the degree of the congestion.
After the datagram sent to NP(Notification Point, receiving server) , NP
construct CNP (Congestion Notification Packet) to RP(Reaction Point,
sendi ng server). RP reduce or increase the transm ssion rate according
to the dedicated algorithmwhich is simlar to QCN

2.2.2 The limtation of DCQCN

DCN construct ECN(explicit congestion notification)[5] tag during the
congestion and forward to NP. NP construct CNP to notify RP. The
reaction is not quite tinely( Control Loop Delay is big). If the
congesti on appeared on the upper junp, for exanple on the TOR, there is
nmore delay of 9 junps than the direct response.

3. Layer3 QCN
3.1 L3QCN Introduction

L3QCN is a technical solution to resolve the congestion probl em under
the converged network in the datacenter. Different class of traffic will
be configured with corresponding priorities. Bridge will deploy the
policies of congestion control according to the class of congested
traffic which is defined by the priority.

3.2 Use case of L3QCN

3.2.1 A hybrid nmethod with QCN

Deploy priority 5 to the traffic sent out by QCN server. Wen the queue
buffer for the priority 5 exceed the defined threshold, the bridge wll
back-haul the congestion information to the accessing TOR TOR and HOST
can reach to each other on the Ethernet which is sinilar to a L2 domain.
In this situation, standard QCN is perfornmed. Accessing TOR transform
the congestion information to standard CNM franme and send to QCN server
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whi ch realize the congestion control

Deploy priority 7 to the traffic sent out by RoCEv2 server. \Wen the
queue buffer for the priority 7 exceed the defined threshold, CP judges
the key fl ow causing the congestion. Then CP construct the standard CNP.
The RoCEv2 server reduce the transformrate according to the probability
of CNP reception.

3.2.2 L3QCN in CLCS fat-tree

L3QCN control steps are as follows:

1) Dat agram sent out from QCN server enters the accessing TOR Firstly,
accessing TOR will save the source MAC address, FLOWMID, VLAN TAG and IP

5-tuple to the I ocal table, shown in Table 1. Then TOR performthe
normal routing.

Src IP Dst IP Src Dst Proto MAC SA Fl ow VLAN
Port Port -col I D TAG
192.168. 2.100 192. 168.3.30 5678 21 6 0x0la4f 5aefe 0xa878 100
10.1.10.2 10.2.20.1 8957 21 6 Oxf d16783acd 0xc9a0 1024
192.168.2.100 10.3.50.1 2345 80 6 0x0a25364101 0x0ac9 3
200.1.2.3 100.2.3.4 2567 47 17 Oxedl16d8eala 0x37a0 90

Table 1. FLOWNID Mapping Tabl e
2) Shown in Figure 3. Congestion caused by Incast flow, T4 detect the

congestion in a certain queue and exceed the threshold. Distinguish the
fl ow nodel according to the priority of the queue.
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Pl ease view in a fixed-width font such as Courier.
S + S +
| SPINE#1 | | SPINE#2 |
| * * * * * * * * * * * * * * |
+-* oo -+ * oo F oo +

* * * *
* * * *
* * * *
+----- [ +  4----- [ L R E S S +
[ AGGH#1 | | AGGH#2 | ] AGGH#3 | | AGG#4 [
I * | * || R * I
+--- - - oo + - oo + o Fommmm - - o S S oo+
* * * *
* * * *
* * * *
* * *
+--- - - * oo -- + - * oo -- + oFomm e + Koo o Fo 4
| TOR#L | | TOR#2 | ] TOR#3 | ] *TOR#4 * |
I * | * || N A N
+----- Hmmm o - +  4----- Hmmm o - E S S, + +* CP |*-+
N A I\ * Y
| * | * * | *
| * | * * | *
| * | * * \l/ *
+----- oo B S T o T T ey, + - Fooa--- L
| SERVER#1 | | SERVER#2 | | SERVER#3 | | SERVER#4 |
I I I I I
R +  Feemm oo F R S +  Feemm oo +
Fi gure 3. Incast flow nodel
3)If it is the flow from QCN server, conduct self-defined CNM which

i nclude the 5-tuple, congestion indications (defined in QCN
specification, such as ntzFb, CPID, Qffset,Qelta), encapsulate IP
+UDP. UDP need to use a specific port No. which is used to recognize the
CN frame in TOR O use a bit in the IP head(reserved bit) to indicate
the type of the frane. The dedicate IPis set to the source |IP which
assure the CNM could be routed to the accessing TOR It’s better to
construct the self-defined CNM based on the standard CNM to reduce the
witing times which nmight increase the perfornance.

4)As shown in the Figure 4& , T2 recognize the sel f-defined CNM
according to the destination UDP port. T2 map the self-defined CNMto
the standard CNM and send to H2. The QCN is perforned in L2 domain
because the adaptor of H2 support the standard QCN.

Yol anda Yu Expires May 4, 2017 [ Page 8]



I NTERNET DRAFT

Yol anda Yu
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*
*
*
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/
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I o
| Standard| CNP
I *
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| SERVER#1 | | | SERVER#2
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S + | -
I
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S R +
|  SPINE#2 |
I I
R +
*
*
B SR S +
| AGGH3 | | AGGH4 |
I R I
S ik S SRR +
*
*
*
Private CNP
[ S + - *_o__-- +
| TOR#3 | | TORH4 |
\ [ A T
| +---------- + + | CP | -+
| \---/
I I
I I
I \|/
| +--------- + memmmmeaaaa +
| | SERVER#3 | | SERVER#4
| | (I I
| +---------- + - m oo oo +
I
/

Figure 4. Construct the self-defined CNM

Pl ease viewin a fixed-width font such as Courier.
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to Standard CNM

\[/

CNM
o e e e e e e e e e e e e e e e e e ==
| DA = Sanpl edFrane. SA
e
| SA = Switch. QCN. MACSA
e e e e e e e e e e e e e e e a =
[ S- TAG
o e e e e e e e e e e e e e e e e e ==
[ C TAG
e
| CN-TAG = Sanpl edFr ane.
| CN- TAG
e e e e e e e e e e e e e — .-
| CNM Payl oad
e

Fi gure 5. Transf

5)As shown in the Figure 6 ,

congestion. CP construct the standar
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T +
+--- - Version (4 bits) |

| o +

[ [ Reserved (6 bits) [

| o e e e e e e aaaas +

| | MtzFb (6 bits) [

| S +

+ | | CPID (64 bits) |
| | o +
+ [ [ Qof fset (16 bits) [
| | e +
+ | | Qelta (16 bits) [
| | o e e e e e e e oo +
+ | | Encapsulated Priority |
| | | (16 bits) |
+ [ o m e e e e e oo oo +
| | | Encapsul ated MAC- DA |
| | | (48 bits) [
+ | S +
+--- | Encapsul at ed Franme Lengt h|
+ | = 64 |
[ o m e e e e e oo oo +
+----+ First 64 bytes of the |

| Sanpl ed Data Frame MSDU |
T +

er Private CNMto Standard CNM

T4 recogni ze which fl ow causes the

d CNP. The adaptor of RoCEv2 server

support CNP and reduce the transm ssion rate according to the

probability of CNP reception.
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* St andard CNP
B +  4----- * oo - E R o +  4----- * oo - +
|  TOR#1 | | TOR:2 | TOR#3 | | TOR#4 |
I | * | [ /---\
L +  +----- *- B e + + | CP | -+

* [\ \---/

* I

Figure 6. CP construct the standard CNP based on RoCEv2

4. Concl usi on

L3QCN resolve the problemthat QCN could not support L3 network. L3QCN
realize the QCN nechani sm across the L3 network. There is no

nodi fication on the QCN servers

For the RoCEv2 traffic, since the CP send the CNP when reach the
congestion threshold, it reduce the Control Loop Delay dramatically

whi ch coul d reduce the depth of the queue buffer and the datagram del ay.
The performance of the network is inproved.

5 Security Considerations

N A

6 | ANA Consi derations

W1l apply the specific UDP port No. if required.
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