Transport Area Working G oup J. Holl and
I nternet-Draft Akamai Technol ogi es, Inc.
I ntended status: Experinental April 21, 2017
Expi res: Cctober 23, 2017

Circuit Breaker Assisted Congestion Control (CBACC): Protocol
Speci fication
draft-j hol | and-cbh-assi sted-cc-01

Abst ract

Thi s docunent specifies Circuit Breaker Assisted Congestion Contro
(CBACC), which provides bandwi dth information from senders to

i nternmedi ate network nodes to enabl e good decisions for fast-trip

Net work Transport Circuit Breaker activity
([I-D.ietf-tsvwg-circuit-breaker]) when necessary for network health.
CBACC is specifically designed to support protocols using IP

mul ticast, particularly as a supplement to receiver-driven congestion
control protocols to help affected networks rapidly detect and
mtigate the inpact of scenarios in which a network i s oversubscribed
to fl ows which are not responsive to congestion
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This docunment specifies Circuit Breaker Assisted Congestion Control

( CBACC) .

CBACC is a congestion control building block designed for use with IP

traffic that has a known maxi nrum bandw dth, which does not
CBACC is specifically

sending rate in response to congestion.

reduce its

designed to suppl ement protocols using receiver-driven multicast
congestion control systens that rely on well-behaved receivers to
achi eve congestion control in a very highly scalable system (up to

mllions of receivers) without a feedback path that
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rates by senders. Exanples of congestion control systens fitting
this description include PLM RLM RLC, FLID- DL, SMCC, ESMCC, Q RLM
and WEBRC [ RFC3738] .

CBACC addresses a vulnerability to "overjoining", a condition in

whi ch receivers (particularly malicious receivers) subscribe to
traffic which, fromthe sending side, is non-responsive to
congestion. Overjoining attacks and the challenges they present are
di scussed in nore detail in Appendix A

A careful reading of the congestion control requirenents of UDP Best
Practices [I-D.ietf-tsvwg-rfc5405bis] suggests that a network that
forwards multicast traffic is required to operate a circuit breaker
to maintain network health under a persistent overjoining condition
at a cost of cutting off sone or all nmulticast traffic across the
net wor k during hi gh congestion

CBACC provi des a nechanismfor networks to mtigate the inpact of
overjoining within a network by introducing a nechani smfor

communi cati ng the bandw dt h of non-responsive flows fromthe sender
of the flowto the transit nodes forwarding the flow The bandw dth
information is sufficient to inplement a fast-trip circuit breaker
[I-Dietf-tsvwg-circuit-breaker] within a single network node which
can specifically block or police flows when receivers have overj oi ned
the network’s capacity.

In conjunction with receiver counts (e.g. via [RFC6807]) such nodes
can al so provide nuch inproved network fairness for circuit breaking
deci sions during an overjoining condition.

In addition to streams using nulticast receiver-driven congestion
control, CBACC may al so be suitable for use with other traffic, both
uni cast and nulticast, that does not respond to congestion by
reduci ng sending rates, including certain profiles of RTP [ RFC3550]
over either unicast or nulticast, as well as several tunneling
protocols (e.g. AMI [RFC7450] and GRE [ RFC2784]) when they are known
to carry traffic that would be suitable for CBACC. A conplete
specification for use of CBACC with unicast protocols and with
tunneling protocols is out of scope for this docunent, though the
security issues section does nention a few special considerations for
potential unicast usage.

CBACC- conpl i ant senders transnmit Bandw dth Advertisenents through the
same transport path as the data traffic, so that circuit breakers can
make i nfornmed deci si ons about how flows should be prioritized for
circuit breaking. Additionally, CBACC-conpliant circuit breakers
transmt information to receivers about flows which have been or

nmi ght soon be circuit-broken, to encourage CBACC-aware applications
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to use alternate nethods to retrieve equival ent (though probably
| ower-quality and possibly less efficient) data when possi bl e.

Thi s docunent describes a building block as defined in [ RFC3048].
Thi s docunent describes a congestion control building block that
conforns to [RFC2357]. This docunment follows the general guidelines
provided in [ RFC3269], in addition to the requirenents on RFCs from
[ RFC5226] and [ RFC3552].

2. Term nol ogy

circuit

br eaker
controll ed
envi r onment

See [I-D.ietf-tsvwg-circuit-breaker]

See [I-D.ietf-tsvwg-rfc5405bis] Section 3.6

gener al See [I-D.ietf-tsvwg-rfc5405bis] Section 3.6
i nt ernet

flow traffic for a single (source,destination) IP pair,
upstream al ong a network topology path in the direction of

a flow s sender
al ong a network topology path in the direction of
a flow s receiver

I I
I I
I I
I I
I I
I I
I I
| including destinations that are group addresses [
I I
I I
downstream | |
I I
I I
I I
I I
I I

i ngress the (single) upstreaminterface for a flowin a
interface circuit breaker
egress a downstreaminterface for a flowin a circuit
interface br eaker
oo o o e e e e e e e e e e e e e e e e e e e e e e e e e e me——o - +
Table 1
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. Rati onal e

CBACC i s defined as an independent congestion control building block
because it would be a useful supplenent a wide variety of receiver-
driven multicast congestion control schenes, such as [PLM or other
met hods based on receiver-driven conformance to a nmeasurenent of
avai |l abl e network bandwi dt h or congestion

CBACC is also potentially valuable, even wi thout other congestion
control systems, in controlled environnents where congestion contro
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5.

5.

may not be required (e.g. for certain profiles of RTP [ RFC3550]),
since CBACC can provide protection for such a network agai nst
congestion due to sender or network ms-configuration

CBACC provides a new form of conmuni cati on between senders and
network transit nodes to facilitate fast-trip circuit breakers as
described in section 5.1 of [I-D.ietf-tsvwg-circuit-breaker] which
are not available via previously existing methods. Wen used in
conjunction with conpatible circuit breakers, CBACC can greatly

i nprove the safety of a network that accepts and delivers interdonmain
massi vely scal able nmulticast traffic to potentially untrusted
receivers

Applicability

CBACC relies on the presence of CBACC-aware circuit breakers on a
flow s transit path in order to provide congestion control in a
network. In the absence of any CBACC-aware circuit breakers on a
net work path, CBACC constitutes a snall extra overhead to a flow
wi t hout providing any additional val ue.

CBACC provides a form of congestion control for nassively scal able
protocols using the IP nulticast service. CBACC is best used in
conjunction with another receiver-driven multicast congestion
control, but it is also suitable for use even wi thout another
congestion control nechani sm or when presence of another congestion
control mechanismis unproven, such as when accepting nulticast joins
fromuntrusted receivers

Pr ot ocol Specification
1. Overview

CBACC senders send Bandwi dth Adverti senent packets to advertise the
maxi mum sendi ng bandwi dth al ong the data path for a flow through a
net wor k.

CBACC bandwi dth information is nonitored by CBACC circuit breakers

al ong the network path, which may bl ock the forwarding of traffic for
sone flows in order to maintain network health. Wen a flowis

bl ocked, a CBACC circuit breaker sets a bit in Bandw dth

Adverti senent packets before they' re forwarded downstreamt hat

i ndicates to subscribed receivers of that flow that traffic has been
bl ocked.

The protocol also defines a way to notify downstreamreceivers when a
flowis in danger of being circuit broken in the near future. A
CBACC- capabl e transport node SHOULD send this information when it is
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known, as described in section [TBD]. This gives applications an
opportunity to gracefully shift to a | ower-bandw dth version of the
same content, when possible, providing an early warning system for
avoi di ng congestion nore snoot hly.

A Bandwi dt h Advertisenent packet constitutes an "ingress neter" as
described in section 3.1 of [I-D.ietf-tsvwg-circuit-breaker]. The
configured bandwi dth caps of egress interfaces |likew se constitute
"egress neters". However, the diagramin the referenced docunent is
sinmplified by running the ingress and egress on the sanme network
node. At the CBACC-aware circuit breaker, the CBACC node has both
pi eces of information as soon as a Bandwi dth Advertisenent is
received, and can trip the circuit breaker if the aggregate
adverti sed CBACC bandw dt h exceeds the actual bandw dth avail able on
any egress interfaces.

5.2. Packet Header Fields

5.2.1. Bandwi dth Adverti senent

5.2.1.1. As an | P header option
Bandwi dt h advertisenments can appear as either an | Pv4 header option
(as in Section 3.1 of [RFC0791]) or as an | Pv6 extension header
option (as in section 4.2 of [RFC2460]). They have the sane | ayout:
0 1 2 3

01234567890123456789012345678901
T I I S i T i T S S e It L i T S A s

[ Type [ Length | B| D P| Res [ Priority
I i i i S i i S S i ik Sk N e
| Bandwi dt h |

B i S S T s i S T st i S S S S S S S S i
Figure 1

Bandwi dt h advertisements sent as | Pv4 header options use option val ue
[TBD], with the "copied" bit set and the option class "control", as
specified in [RFC0791] section 3.1. Until and unless |IANA assigns a
value, this will be option nunber 158 as described in section 8 of

[ RFCAT727] for experinents using |Pv4d Option types. The length field
is 8.

Bandwi dt h advertisements sent as | Pv6 header options use option val ue
[TBD], with the "action" bits set to "skip" and the "change" bit set
to 1, as specified in [ RFC2460] section 4.2. Until and unless | ANA
assigns a value, this will be option nunber 0x3e as described in
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section 8 of [RFC4727] for experiments using | Pv6 Option Types. The
length field is 6.

Using an | P header option has the benefit of exposing the bandwi dth
to all CBACC-conpatible routers, in nmuch the sane way the | P Router
Al ert option would, but without being processed or causing undue | oad
i n non- CBACC routers.

The |1 P Header encapsul ations DO work with I PSEC. As described in
Appendi x A of [RFC4302], the I P header fields are properly treated as
nmut abl e and zeroed for the I PSEC | CV cal cul ations. CBACC circuit
breakers MAY change bits in transit. The Bandw dth Adverti senent
header itself IS NOT protected by | PSEC security services, but
protection of other parts of the packet remain unchanged.

5.2.1.2. Field definitions
5.2.1.2.1. Bandwi dth
As in several other protocols sendi ng bandw dth val ues such as OSPF-
TE [ RFC3630], the bandwidth is expressed in bytes per second (not
bits), in IEEE floating point format. For quick reference, this
format is as follows:
0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| S| Exponent [ Fraction [
B i i S S i I e i S S R L e e e e
Fi gure 2
S is the sign, Exponent is the exponent base 2 in "excess 127"
notation, and Fraction is the mantissa - 1, with an inplied binary
point in front of it. Thus, the above represents the val ue:
(-1)**(S) * 2**(Exponent-127) * (1 + Fraction)
For nore details, refer to [IEEE. 754. 1985].
Figure 3
5.2.1.2.2. B (Blocked) bit

Indicates that the flow has been circuit-broken
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5.2.1.2.3. D (Danger) bit
Indicates that the flowis in danger of being circuit-broken
5.2.1.2.4. P (Police) bit

I ndicates that the flow should be policed instead of blocked. Flows
mar ked for policing by the sender should have traffic proportionally
dropped when bandwi dth i s needed, according to their priority. [TBD
Fl esh this concept out, and decide whether it's actually viable.
This was nmy attenpt at addressing a suggestion from Bob Briscoe at

| ETF 97 in ICCRG at the mic, IIRC. It probably requires nore state,
such as total desired policable bandwi dth, total current policed
bandwi dt h, and current policing bandwi dth per-flow, plus sone
definition of how to decide between cutting off sone fl ows and
policing others. This nay not be worth the hassle, but there are
some use cases such as FEC repair traffic which mght actually be
nicer this way. However, it might also be possible to get the same
effect by assigning priority to those repair flows. Things like

vi deo enhancenent |ayers of course are probably better done as a
compl ete cutoff.

5.2.1.2.5. Res (Reserved bits)

The sender MJST set all reserved bits to 0 when sending a CBACC
control packet. Receivers and CBACC-capable transit nodes MJST
accept any value in the reserved bits.

5.2.1.2.6. Priority

The sender MAY indicate relative priorities of different streams from
the sane sender with this field. This is an 8-bit unsigned integer,
and hi gher values are kept preferentially over other traffic fromthe
same sender with lower priority values, so all flows with a | ower
priority value are circuit-broken before any flows with a higher
priority value. Among nultiple flows fromthe same sender with the
same priority, the highest bandwi dth flows are circuit- broken first.

5. 3. St at es
5.3.1. Interface State

A CBACC circuit breaker holds the following state for each interface,
for both the inbound and out bound directions on that interface:

0 aggregate bandwi dth: The sum of the bandw dths of all non-

circuit-broken CBACC fl ows which transit this interface in this
di rection.
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5.3.

(o]

(0]

2

bandwidth Iimt: The maxi mum aggregate CBACC adverti sed bandwi dth
al l owed, not including circuit-broken flows. This nmay depend on
adm ni strative configuration and congesti on measurenents for the
net work, whether fromthis node or other nodes. |It’'s out of
scope for this docunent to define such congestion neasurenents.
Net wor k operators should carefully consider that this bandw dth
limt applies to flows that are unresponsive to congestion

When reducing the bandwidth limt due to congestion, the circuit
breaker MJST NOT reduce the limt by nore than half its value in
10 seconds, and SHOULD use a snoot hing function to reduce the
limt gradually over tine.

It is RECOWENDED that no nore than half the capacity for a link
be allocated to CBACC flows if the link mght be shared with TCP
or other traffic that is responsive to congestion

Dependi ng on admi ni strative configuration and the physica
characteristics of the interface, the bandwidth linmt may be

ei ther shared between upstream and downstreamtraffic, or it may
be separate. Either a single shared val ue should be used, or two
separ at e i ndependent val ues should be used for the inbound and
out bound directions for an interface.

CBACC bandwi dt h warning threshold: A soft bandw dth threshol d.
When t he aggregate CBACC advertised bandw dt h exceeds this
threshold, flows that woul d have been circuit-broken with a
bandwidth Iimt at this threshold MJST have the Danger bit set in
t he Bandwi dt h Advertisenment packets that are forwarded by this
circuit breaker. This threshold SHOULD be configurable as a
proportion of the bandwidth limit, and MJST renain at or bel ow
the bandwidth Iimt when the bandwidth limt changes. The
recomended proportion value is .75, but specific networks may
use a different value if deened useful by the network operators.

Fl ow State

The following state is kept for flows that are joined fromat |east

one downstreaminterface and for which at | east one CBACC Bandw dt h

(0]

(0]

Advertisenent packet has been received:

bandwi dth: The bandwi dth fromthe nost receintly received
Bandwi dt h Adverti sement.

i ngress status: One of the foll owi ng val ues:

* " subscri bed’
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Indicates that the circuit breaker is subscribed upstreamto
the flow and forwardi ng data and control packets through zero
or nore egress interfaces.

* 7 pruned’

I ndicates that the flow has been circuit-broken. A request to
unsubscribe fromthe fl ow has been sent upstream e.g. a PIM
prune (section 3.5 of [RFC7761]) or a "l eave" operation via

| GW, M.D, or another appropriate group menbership protocol.

* ' probi ng’

Indicates that the flow was circuit-broken previously, and is
currently joined upstreamto refresh the nost recent Bandw dth
Advertisenment in order to evaluate reinstating the flow

o0 probe tinmer: Used to periodically probe a flowin the 'pruned
state, to evaluate returning to 'forwarding .

Fl ows additionally have a per-interface state for egress interfaces:
0 egress status: One of the foll owi ng val ues:

* ' forwardi ng’
Indicates that the flowis a non-circuit-broken flow in steady
state, forwarding data and control packets downstream

* ' bl ocked’

I ndi cates that data packets for this flow are NOT forwarded
downstreamvia this interface. Bandw dth Adverti senments are
still forwarded, each with the 'Blocked bit set to 1. All

other flow traffic MJST be dropped.

5.4. Functionality

The CBACC buil ding bl ock on a sender MJUST have access to the maxi num
bandwi dth that nay be sent at any tine in the following 3 seconds. A
CBACC sender MJST send this value in a Bandw dth Adverti senment packet
once per second. The end result of the traffic sent on the wire for
a particular flow MIST honor this maxi nrum bandwi dth commi tnent, such
that bandwi dth neasurenents taken over any sliding wi ndow one-second
peri od MUST NOT exceed any of prior 3 nmaxi num Bandw dth
Advertisenents (or any of them if fewer than 3 have been sent).

A CBACC circuit breaker MUST order its nmonitored fl ows based on per-
flow estimates of network fairness and preferentially circuit break
less fair flows when bandwidth linmts are exceeded. A normative
met hod to determine network fairness for a flowis out of scope for
this docunent, but CBACC circuit breaker inplementations SHOULD
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provide a capability for network operators to configure

adm nistrative biases for specific sets of flows, and network
operators SHOULD consi der fairness concerns as expressed in [ RFC2914]
section 3.2 and other rel evant docunents descri bing best practices.

In particular, fairness netrics SHOULD favor multicast flows with
many receivers over nulticast flows with few receivers and flows with
| ow bandwi dth over flows with high bandwi dth. Wen receiver counts
are known (for exanple via the experinental PIM extension specified
in [RFC6807]) a RECOVMENDED netric is (bandw dth/receiver count),

t hough other netrics MAY be used where deened appropriate by network
operators followi ng internet best practices, or when receiver counts
can't be determ ned.

A CBACC sender MJST send Bandwi dt h Advertisenments once per second
(I'npl enentation-specific jitter in tiner inplenentations not
exceeding .1s is acceptable.)

If a circuit breaker receives nore than 5 Bandw dt h Adverti senent
packets for a flowin tw seconds, the circuit breaker SHOULD set the
flow to "pruned" and | eave the upstream channel, and MJST drop
Bandwi dt h Adverti senment packets in excess of one per second.

Fl ows which are currently circuit-broken on an egress interface are
set to "blocked". Wen a flow on an egress interface is in bl ocked
state, Bandwi dth Advertisenment packets MJST be forwarded except as

described in the precedi ng paragraph, the "Bl ocked" bit MJST be set
to 1 before forwarding, and other traffic for that flow MJUST NOT be
forwarded al ong that interface.

When a flow is blocked or pruned, the circuit breaker MAY truncate
the Bandwi dth Advertisenment packet, keeping only the headers of the
packet containing the Bandw dth Adverti senent before forwarding.

When a flow is pruned, the circuit-breaker MJST generate and forward
a Bandwi dt h Advertisenent packet once per second with the "Bl ocked"
bit set when there are still downstream receivers connected

In flows which are not circuit-broken but which would be circuit-
broken if the bandw dth warning threshold were the bandwidth lint,
the Danger bit MJUST be set to 1 before forwarding. Both data and
control packets are forwarded for flows in this situation. The
"Danger" bit MAY be used by receivers to take early action to avoid
getting circuit-broken by shifting to a | ower-bandwi dth
representation, if available.
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When a flowis in the "bl ocked" state on every egress interface, the
circuit breaker MAY set the flow to "pruned" on the ingress interface
and | eave the channel upstream

In addition to nonitoring the adverti sed bandwi dth, a CBACC circuit
breaker or other assisting nodes in the network SHOULD nonitor the
observed bandw dth per flow, and SHOULD circuit break "overactive"
flows, defined as those which exceed their CBACC maxi num bandw dt h
commitnent. A circuit breaker MAY perform constant nonitoring on all
flows, or MAY use |oad sharing techni ques such as random sel ection or
round robin to nonitor only a certain subset of flows at a tine.

When detecting overactive flows, circuit breakers MJST use techni ques
to avoid false positives due to transient upstream network conditions
such as packet conpression or occasional packet duplication. For
exanpl e, using an average of bandw dth neasurenents over the prior 3
seconds would qualify, where a hal f-second wi ndow would not. (A ful
listing of reasonable fal se-positive avoi dance techni ques is out of
scope for this document.)

[ TBD: exanples with network di agranms and bandw dths?] [TBD: some
internal structure on this section. "wall of text" was sone feedback]

6. Requirenents from other building bl ocks

The sender needs to know the bandw dth, including any upconing
changes, at | east 3 seconds in advance. There is no requirenment on
how bui | di ng bl ocks define this functionality except on the packets
on the wire--the advance know edge m ght, for exanple, be inplenented
by buffering and pacing on the sending nmachine. Specifics of the
sendi ng bandw dth inpl ementati ons are out of scope for this docunent,
as it'’s intended to provide requirenents that will be applicable to a
broad range of possible inplementations, including RTP and WEBRC

7. | ANA Consi derations

This draft requests IANA to all ocate an | Pv6 packet header option
nunber with the "action" bits set to "skip" and the "change" bit set
to 1, as specified in [ RFC2460] section 4.2. [TO BE REMOVED: This
regi stration should take place at the follow ng | ocation

http://ww. i ana. or g/ assi gnnent s/ i pv6- par anet ers/ i pv6-

par anet er s. xht nml #ext ensi on- header . ]

This draft also requests 1ANA to allocate an | Pv4 packet header
option nunber with the "copied" bit set and the option class
"control", as specified in [ RFC0791] section 3.1. [TO BE REMOVED:
This registration should take place at the foll owi ng | ocation
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8.

8.

http://ww. i ana. or g/ assi gnnment s/ i p- par anet er s/ i p- par anet ers. xht m #i p-
par anet ers-1.]

If those are deenmed unacceptable, as an alternative with sone
conprom ses described in Section 5.2.1, this draft instead requests
IANA to allocate a UDP destination port nunber. [TO BE REMOVED: This
regi stration should take place at the follow ng | ocation

http://ww. i ana. or g/ assi gnnment s/ servi ce- nanmes- port - nunber s/ servi ce-
nanes- port-nunbers. xhtm . ]

Security Considerations
1. Forged Packets

Forged Bandwi dth Adverti senent packets that get accepted by CBACC
circuit breakers which dranmatically over-report or under-report the
correct bandwi dth woul d present a potential DoS agai nst a CBACC fl ow,
by making the circuit breaker believe the fl ow exceeds the node’'s
capacity when over-reporting, or by letting the node notice an
apparent violation of the commtnent to remain under the advertised
bandw dt h when under-reporting.

Simlarly, it is possible to forge a CBACC Bandw dth Adverti senent
for a non-CBACC fl ow, which |likewi se nmay constitute a DoS agai nst
that flow.

For multicast, attacker would have to be on-path in order to deliver
a forged packet to a CBACC circuit breaker, because the join's
reverse path propagation will only reach the sender on a legitinate
network path to its source address.

For unicast, it’s a bigger problem because ANY sender al ong path
that doesn’t have RPF check BCP 38 [ RFC2827] pernits attack on the
flow via forged packet that substantially under-reports or over-
reports bandwi dt h.

For AMI tunnels, when RPF checks along a path to the gateway are not
present, nothing stops forged packets from being forwarded by the
gateway. |If these packets contain CBACC control packets, it’s
possible to inject a forged packet into the network downstream from
t he gat eway, conbining the unicast hole with the nmulticast hole.
This is a vulnerability that should probably be addressed by a new
AMI version with sone defense against forgery of data.

For |1 PSEC, since the Bandw dth Advertisement |P header option is
mutable, it’'s not protected by the | PSEC security services, so the
Bandwi dt h Advertisenment can be forged for consunption by the circuit
breakers, even though the packet will be rejected by the end host
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with the security association. This could nount a DoS via the
intermedi ate circuit-breakers by over-reporting or under-reporting
fl ow bandw dt h, when processing CBACC traffic through untrusted
net wor k pat hs.

The unicast vulnerabilities would be nuch mtigated by RPF checks as
recomended by BCP 38 [ RFC2827] at every hop, or otherw se naintained
by the network. Absent such checks, cheap DoS vulnerabilities may be
present from any perm ssive network | ocations.

8.2. Overloading of Slow Paths

CBACC control packets are sent as part of the data stream so that
they traverse the same internedi ate network nodes as the rest of the
data, but they also carry control information that nust be processed
by certain nodes al ong that path.

This creates potential problens very simlar to the problens with the
Router Alert IP option discussed in Section 3 of [RFC6398], where a
circuit-breaker mght have a "fast path" for forwarding that can
handl e a much higher traffic volune than the "sl ow path" necessary to
process CBACC control packets, which is potentially vulnerable to
over | oadi ng.

If a CBACC-conpatible circuit breaker receives a high rate of CBACC
control packets, the circuit breaker MJST maintain network health for
other flows. A circuit-breaker MAY drop all packets, including all
CBACC control packets, for a flowin which nore than 5 CBACC contro
packets were received in |l ess than a second. (This nunber is
intended to allow for noderate | P packet duplication and packet
conmpression by upstreamrouters, while still being slow enough for
handl i ng of packets on the slow path.)

8.3. Overloading of State

Since CBACC flows require state, it nay be possible for a set of

recei vers and/or senders, possibly acting in concert, to generate
many flows in an attenpt to overflow the circuit breakers’ state

tabl es.

It is pernmissible for a network node to behave as a CBACC circuit
breaker for some CBACC flows while treating other CBACC fl ows as non-
CBACC, as part of a l|oad balancing strategy for the network as a
whol e, or sinmply as defense against this concern when the number of
moni tored fl ows exceeds some threshol d.

The sane techni ques described in section 3.1 of [RFC4609] can be used
to help mtigate this attack, for nuch the sane reasons. It is
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RECOMVENDED t hat network operators inplenment neasures to mitigate
such attacks.
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Appendi x A.  Overj oining

[I-D.ietf-tsvwg-rfc5405bis] describes several renedies for unicast
congestion control under UDP, even though UDP does not itself provide
congestion control. |In general, any network node under congestion
could in theory collect evidence that a unicast flow s sending rate
is not responding to congestion, and would then be justified in
circuit-breaking it.

Wth nmulticast IP, the situation is different, especially in the
presence of nmalicious receivers. A well-behaved sender using a

recei ver-controll ed congestion schene such as WEBRC does not reduce
its send rate in response to congestion, instead relying on receivers
to | eave the appropriate multicast groups.

This leads to a situation where, when a network accepts inter-domain
mul ticast traffic, as long as there are senders sonewhere in the
world with aggregate bandwi dth that exceeds a network’s capacity,
receivers in that network can join the flows and overfl ow t he network
capacity. A receiver controlled by an attacker could do this at the
| GW/ MLD | evel without running the application |ayer protocol that
participates in the receiver-controlled congestion control

A network night be able to detect and defend agai nst the nost naive
versi on of such an attack by bl ocking end users that try to join too
many flows at once. However, an attacker can achieve the same effect
by joining a few high-bandwidth flows, if those exist anywhere, and
an attacker that controls a few machines in a network can coordinate
the receivers so they join disjoint sets of non-responsive sending
flows.

This scenario will produce congestion in a mddle node in the network
that can’t be easily detected at the edge where the IGW/ M.D join is
accepted. Thus, an attacker with a small set of machines in a target
network can always trip a circuit breaker if present, or can induce
excessi ve congestion anong the bandwi dth allocated to nulticast.

This problemgets worse as nore nulticast flows beconme avail abl e.

This is a significant barrier to nmulticast adoption because there is
no present defense which does not itself constitute a denial of
service attack.

Al t hough the sanme can apply to non-responsive unicast traffic,

net wor k operators can assune that non-responsive sending flows are in
viol ati on of congestion control best practices, and can therefore cut
of f such flows. However, non-responsive nulticast senders are likely
to be well-behaved participants in receiver-controlled congestion
control schenes.

Hol | and Expi res Cctober 23, 2017 [ Page 18]



Internet-Draft

Hol | and

CBACC: Protoco

Speci fication

However, receiver controlled congestion contro
nmost promi se for efficient massive scale content distribution via

mul ticast, provided network health can be ensured.
mechani sns to mitigate overjoining attacks while stil
recei ver-controll ed congestion contro
whol e section should be expanded and noved to a separate

i nformational draft]

TBD: network di agram

Figure 4

Aut hor’ s Addr ess

Jacob Hol I and

Akamai Technol ogi es, Inc.

150 Broadway

Canbri dge, Massachusetts 02142
USA

Phone: +1 617 444 3000
Enai | : j hol | and@kanai . com
URI : https://ww. akamai . cont

Expi res Cctober 23, 2017

are necessary.

April 2017

schenes al so show t he

Ther ef or e,
permtting
[TBD: this

[ Page 19]



