| CN Research G oup Y. Zhang
I nternet-Draft D. Raychadhuri
I ntended status: |nformational W NLAB, Rutgers University
Expi res: Cctober 24, 2016 L. Gieco
Politecnico di Bari (DEl)

E. Baccel li

I NRI' A

J. Burke

UCLA RENMAP

R Ravi ndran

G Wang

Huawei Technol ogi es

A. Lindren

B. Ahl gren

SI CS Swedi sh | CT

O Schel en

Lul ea University of Technol ogy

April 22, 2016

Requi rements and Chal | enges for 10T over ICN
draft-zhang-icnrg-icniot-requirenents-01

Abst ract

The Internet of Things (10T) pronises to connect billions of objects
to the Internet. After deploying many stand-al one 10T systens in
different domains, the current trend is to develop a common, "thin
wai st" of protocols formng a horizontal unified, defragnmented |oT
platform Such a platformw Il make objects accessible to
applications across organi zati ons and domains. Towards this goal
quite a few proposal s have been made to build a unified host-centric
| oT platformas an overlay on top of today’'s host-centric Internet.
However, there is a fundanmental m smatch between the host-centric
nature of todays Internet and the information-centric nature of the
| oT system To address this nismatch, we propose to build a conmon
set of protocols and services, which forman |oT platform based on
the Information Centric Network (1 CN) architecture, which we cal
ICN-10T. ICN-10T |l everages the salient features of ICN, and thus
provi des seam ess nobility support, security, scalability, and
efficient content and service delivery.

This draft describes representative |oT requirenents and | CN

chall enges to realize a unified ICN-10T franework. Towards this, we
first identify a list of inportant requirenents which a unified IoT
architecture should have to support tens of billions of objects, then
we di scuss how the current IP-10T overlay fails to neet these

requi renents, followed by discussion on suitability of ICN for |oT.
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Though we see nobst of the |oT requirenents can be net by ICN, we

di scuss specific challenges ICN has to address to satisfy them Then
we provide discussion of popular 10T scenarios including the "smart”
hone, canpus, grid, transportation infrastructure, healthcare,
Educati on, and Entertai nment for conpl eteness, as specific scenarios
requi res appropriate design choices and architectural considerations
towar ds devel oping an I CN-10T sol ution

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
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1. 10T Mtivation

During the past decade, many standal one Internet of Things (10T)
systens have been devel oped and deployed in different domains. The
recent trend, however, is to evolve towards a globally unified |IoT
platform in which billions of objects connect to the I|nternet,

avail abl e for interactions anong thenselves, as well as interactions
with many different applications across boundaries of adninistration
and domains. Building a unified IoT platform however, poses great
chal I enges on the underlying network and systens. To nane a few, it
needs to support 50-100 Billion networked objects [1], many of which
are nobile. The objects will have extrenely heterogeneous neans of
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connecting to the Internet, often with severe resource constraints.
Interactions between the applications and objects are often real-tine
and dynamic, requiring strong security and privacy protections. In
addition, 10T applications are inherently information centric (e.g.
data consuners usually need data sensed fromthe environnent wthout
any reference to the sub-set of notes that will provide the asked
information). Taking a general 10T perspective, we first discuss the
| oT requirenments generally applicable to many well known scenari os.
We then discuss how the current I P overlay nodels fail to neet these
requirenents. W followthis by key ICN features that nakes it a
better candidate to realize an unified |oT framework. W then

di scuss | oT challenges froman | CN perspective and requirenents posed
towards its design. Final discussion focuses on |oT scenarios and
thei r uni que chal |l enges.

2. 10T Architectural Requirenents

A unified | oT platformhas to support interactions anong a |arge
number of nobil e devices across the boundaries of organizations and
domains. As aresult, it naturally poses stringent requirenments in
every aspect of the systemdesign. Below, we outline a few inportant
requirenents that a unified |IoT platformhas to address.

2.1. Namng

The first step towards realizing a unified 10T platformis the
ability to assign names that are unique within the scope and lifetinme
of each device, data itens generated by these devices, or a group of
devi ces towards a common objective. Nanming has the foll ow ng
requirenents: first, nanes need to be persistent (within one or nore
contexts) against dynanmic features that are conmon in |oT systens,
such as lifetine, nmobility or migration; second, nanes need to be
secure based on application requirenents; third, names shoul d provide
advantages to application authors in conparison with traditional host
address based schenes.

2.2. Scalability

Cisco predicts there will be around 50 Billion |IoT devices such as
sensors, RFID tags, and actuators, on the Internet by 2020 [1]. As
menti oned above, a unified |oT platformneeds to nane every entity
such as data, device, service etc. Scalability has to be addressed
at multiple levels of the IoT architecture including nan ng,
security, nane resolution, routing and forwarding level. In
addition, mobility adds further challenge in terns of scalability.
Particularly with respect to nane resolution the system should be
abl e to register/update/resolve a nane within a short | atency.
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2. 3. Resource Constraints

| oT devices can be broadly classified into two groups: resource-
sufficient and resource-constrained. 1In general, there are the
foll owi ng types of resources: power, conputing, storage, bandw dth,
and user interface.

Power constraints of 10T devices linmt how nmuch data these devices
can communi cate, as it has been shown that comruni cati ons consumne
nore power than other activities for enbedded devices. Flexible
techniques to collect the relevant information are required, and

upl oadi ng every single produced data to a central server is
undesirable. Conputing constraints limt the type and anount of
processi ng these devices can perform As a result, nore conplex
processi ng needs to be conducted in cloud servers or at opportunistic
poi nts, exanple at the network edge, hence it is inportant to bal ance
| ocal conputation versus comunication cost.

Storage constraints of the |oT devices linmt the anmount of data that
can be stored on the devices. This constraint nmeans that unused
sensor data may need to be discarded or stored in aggregated conpact
formtinme to time. Bandwidth constraints of the |oT devices linmt

t he anount of communication. Such devices will have the sane
implication on the systemarchitecture as with the power constraints;
nanely, we cannot afford to collect single sensor data generated by
the devi ce and/or use conpl ex signaling protocols.

User interface constraints refer to whether the device is itself
capabl e of directly interacting with a user should the need arise
(e.g., via a display and keypad or LED indicators) or requires the
network connectivity, either global or local, to interact with
humans.

The above di scussed device constraints also affect application
performance with respect to latency and jitter. This in particular
applies to satellite or other space based devices.

2.4. Traffic Characteristics

loT traffic can be broadly classified into local area traffic and
wide area traffic. Local area traffic is between nearby devices.

For exanpl e, neighboring cars may work together to detect potential
hazards on the hi ghway, sensors deployed in the sanme room ray

col l aborate to determ ne how to adjust the heating level in the room
These | ocal area conmunications often involve data aggregati on and
filtering, have real time constraints, and require fast device/data/
service discovery and association. At the sane tine, the |oT

pl atform has to al so support w de area conmuni cations. For exanple,
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in Intelligent Transportation Systenms, re-routing operations may
require a broad know edge of the status of the system traffic |oad,
availability of freights, whether forecasts and so on. Wde area
communi cations require efficient datal/service discovery and

resol ution services

While traffic characteristics for different 10T systens are expected
to be different, certain |IoT systens have been anal yzed and shown to
have conparabl e uplink and dowmnlink traffic volunme in sone
applications such as [2], which neans that we have to optim ze the
bandwi dt h/ energy consunption in both directions. Further, |oT
traffic denonstrates certain periodicity and burstiness [2]. As a
result, when provisioning the system the shape of the traffic vol une
has to be properly accounted for.

2.5. Contextual Conmunication

Many | oT applications shall rely on dynam c contexts in the |oT
systemto initiate comunication between 10T devices. Here, we refer
to a context as attributes applicable to a group of devices that
share sonme common features, such as their owners may have a certain
social relationship or belong to the sane adninistrative group, or
the devices nmay be present in the sanme |ocation. For exanple, cars
traveling on the highway may forma "cluster" based upon their
tenporal physical proximty as well as the detection of the sane
event. These tenporary groups are referred to as contexts. |oT
applications need to support interactions anong the menbers of a
context, as well as interactions across contexts.

Tenporal context can be broadly categorized into two classes, |ong-
term contexts such as those that are based upon social contacts as
wel|l as stationary physical locations (e.g., sensors in a car/

buil ding), and short-termcontexts such as those that are based upon
tenporary proximty (e.g., all taxicabs within half a mle of the
Time Square at noon on Cct 1, 2013). Between these two cl asses,
short-term contexts are nore challenging to support, requiring fast
formation, update, |ookup and associ ation

2.6. Handling Mbility

There are several degrees of nobility in a unified |oT platform
ranging fromstatic as in fixed assets to highly dynamic in vehicle-
t o-vehi cl e envi ronnments.

Mobility in the 10T platformcan nmean 1) the data producer nobility
(i.e., location change), 2) the data consuner nobility, 3) loT
Network nobility (e.g., a body-area network in notion as a person is
wal ki ng); and 4) disconnection between the data source and
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destination pair (e.g., due to unreliable wireless Iinks). The
requirenent on nobility support is to be able to deliver 10T data
bel ow an application’s acceptable delay constraint in all of the
above cases, and and if necessary to negotiate different connectivity
or security constraints specific to each nobile context.

2.7. Storage and Caching

St orage and caching plays a very significant role depending on the
type of 10T ecosystem also a function subjected to privacy and

security guidelines. In aunified |IoT platform dependi ng on
application requirenents, content caching nmay or nmay not be policy
driven. |If caching is pervasive, intermediate nodes don't need to

al ways forward a content request to its original creator; rather,
| ocating and receiving a cached copy is sufficient for 1oT
applications. This optim zation can greatly reduce the content
access | atencies.

Furt hermore consi dering hierarchical nature of |0oT systens, |ICN
architectures enable a nore flexible, heterogeneous and potentially
fault-tol erant approach to storage providing persistence at multiple
| evel s.

In network storage and cachi ng, however, has the follow ng
requirenents on the IoT platform The platformneeds to support the
efficient resolution of cached copies. Further the platformshould
strive for the bal ance between caching, content security/privacy, and
regul ati ons.

2.8. Security and Privacy

In addition to the fundanmental challenge of trust managenent, a
variety of security and privacy concerns al so exist in ICNs.

The unified 10T platform nmakes physical objects accessible to
appl i cations across organi zations and domains. Further, it often
integrates with critical infrastructure and industrial systenms with
life safety inplications, bringing with it significant security
chal | enges and regul atory requirenments [11].

Security and privacy thus becone a serious concern, as does the
flexibility and usability of the design approaches. Beyond the
overarching trust nmanagenment chall enge, security includes data
integrity, authentication, and access control at different |ayers of
the 1oT platform Privacy neans that both the content and the
context around |oT data need to be protected. These requirenents
will be driven by various stake hol ders such as industry, governnent,
consuners etc.
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2.9. Communication Reliability

| oT applications can be broadly categorized into mssion critical and
non-mssion critical. For mission critical applications, reliable
communi cation is one of the nost inportant features as these
applications have strong QS requirenments. Reliable comunication
requires the following capabilities for the underlying system (1)
seam ess nobility support in the face of extrene disruptions (DTN)
(2) efficient routing in the presence of intermttent disconnection
(3) QoS aware routing, (4) support for redundancy at all levels of a
system (devi ce, service, network, storage etc.), and (5) support for
ri ch communication patterns (unlike the tree-like routing structure
supported by RPL devel oped by ROLL W5 .

2.10. Self-Organization

The unified 10T platformshould be able to self-organize to neet
various application requirenents, especially the capability to

qui ckly di scover heterogeneous and rel evant (local or global)

devi ces/ dat a/ servi ces based on the context. This discovery can be
achi eved through an efficient platformw de publish-subscribe
service, or through private conmunity grouping/clustering based upon
trust and other security requirenents. In the forner case, the
publ i sh-subscri be service nust be efficiently inplenmented, able to
support seam ess nobility, in- network caching, nane-based routing,
etc. In the latter case, the 10T platformneeds to discover the
private conmunity groups/clusters efficiently.

Anot her aspect of self-organization is decoupling the sensing

Infrastructure fromapplications. In a unified |IoT platform various
applications run on top of a vast nunber of |oT devices. Upgrading
the firmvare of the 10T devices is a difficult work. It is also not

practical to reprogramthe |oT devices to acconmopdate every change of
the applications. The infrastructure and the application specific

| ogi cs need to be decoupled. A common interface is required to
dynamically configure the interactions between the 10T devices and
easily nodify the application |ogics on top of the sensing
infrastructure [23] [24].

2.11. Ad hoc and Infrastructure Mde

Dependi ng upon whether there is conmunication infrastructure, an |oT
system can operate either in ad-hoc or infrastructure node.

For exanple, a vehicle may determne to report its |ocation and
status information to a server periodically through cellul ar
connection, or, a group of vehicles may form an ad-hoc network that
collectively detect road conditions around them In the cases where
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infrastructure is unavail able, one of the participating nodes nmay
choose to becone the tenporary gateway.

The unified 10T platformneeds to design a conmon protocol that
serves both nodes. Such a protocol should be able to provide: (1)
energy-efficient topol ogy discovery and data forwarding in the ad-hoc
nmode, and (2) scal abl e nane resolution in the infrastructure node.

2.12. Open AP

General 10T applications involve sensing, processing, and secure
content distribution occurring at various tinmescales and at multiple
| evel s of hierarchy depending on the application requirenments. This
requires open APIs to be generic enough to support comonly used

i nteracti ons between consuners, content producer, and |oT services,
as opposed to proprietary APls that are common in today' s systens.
Exanpl es include pull, push, and publish/subscribe nmechani sms using
common nam ng, payl oad, encryption and signature schenes.

2.13. 1oT Pl atform Managenent

An | oT platforns’ service, control, and data plane will be governed
by its own nmanagenent infrastructure which includes distributed and
centralized niddl eware, discovery, nanming, self-configuring, analytic
functions, and information dissenination to achieve specific IoT
system obj ectives [18][19][20]. Towards this new | oT managenent
mechani sms and service netrics need to be devel oped to neasure the
success of an | oTdeploynment. Considering an |oT systens’ defining
characteristics such as, its potential |arge nunber of |oT devices,
epheneral nature to save power, mobility, and ad hoc comunication
aut onom ¢ sel f-managenment nechani sns becone very critical. Further
considering its hierarchical information processing depl oynent nodel
the platform needs to orchestrate conputational tasks according to
the invol ved sensors and the avail able conputation resources which
may change over time. An efficient conputation resource discovery
and nanagenment protocol is required to facilitate this process. The
trade-of f between information transni ssion and processing i s another
chal | enge

3. State of the Art

Over the years, many stand-al one 10T systens have been depl oyed in
various domai ns. These systens usually adopt a vertical silo
architecture and support a small set of pre-designated applications.
A recent trend, however, is to nove away fromthis approach, towards
a unified IoT platformin which the existing silo |oT systens, as
well as new systens that are rapidly deployed. This will nake their
data and services accessible to general Internet applications (as in
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ETSI - M2M and oneM2M standards). In such a unified platform
resources can be accessed over Internet and shared across the

physi cal boundaries of the enterprise. However, current approaches
to achieve this objective are based upon Internet overlays, whose

i nherent inefficiencies due to IP protocol [8] hinders the platform
fromsatisfying the IoT requirenments outlined earlier (particularly
interms of scalability, security, mobility, and self-organization)

3.1. Silo |oT Architecture

[1oT Server]

_______ { }
{ } { } o
{10T Dev}\ { | nt er net }---[10T Application]
(i } [loTGN---{ }

{ }

{ }

Figure 1:Silo architecture of standal one |10T systens

A typical standal one I0oT systemis illustrated in Figure 1, which

i ncl udes devices, a gateway, a server and applications. Many |oT
devices have limted power and conputing resources, unable to
directly run normal | P access network (Ethernet, WFI, 3GLTE etc.)
protocols. Therefore they use the |oT gateway to the server

Through the 10T server, applications can subscribe to data collected
by devices, or interact with devices.

There have been quite a few popular protocols for standal one |oT
systens, such as DF-1, MelsecNet, Honeywell SDS, BACnet, etc.
However, these protocols are operating at the device-I|eve
abstraction, instead of information driven, leading to a highly
fragmented protocol space with limted interoperability.

3.2. Overlay Based Unified |IoT Sol utions

The current approach to a unified IoT platformis to nake |0T

gat eways and servers adopt standard APlIs. 10T devices connect to the
Internet through the standard APIs and | oT applications subscribe and
recei ve data through standard control and data APls. Building on top
of today's Internet as an overlay, this is the nost practica

approach towards a unified |IoT platform There are ongoing
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standardi zation efforts including ETSI[3], oneMM 4]. Network
operators can use frameworks to build common | Ol gat eways and servers
for their custonmers. |In addition, IETF s CORE working group [5] is
devel oping a set of protocols |ike CoAP (Constrained Application
Protocol) [49], that is a |ightweight protocol nodeled after HTTP
[50] and adapted specifically for the Internet of Things (l10oT). CoAP
adopts the Representational State Transfer (REST) architecture with
Client-Server interactions. |t uses UDP as the underlying transport
protocol with reliability and nulticast support. Both CoAP and HTTP
are considered as the suitable application |evel protocols for

Machi ne-t o- Machi ne conmuni cations, as well as |oT. For exanple,
oneM2M (whi ch is one of |eading standards for unified MM platform
has both the protocol bindings to HTTP and CoAP for its primtives.
Figure 2 shows the architecture adopted in this approach

Publ i shing----[10T Server]----Subscri bing--
\

I / I I
| / | \ |
| / | v |
___________ [ /{ } publishing |
{ A } o
{Smart Hones}\ | | { I nt er net | [1oT Application]
| } [1oTGA---{ 3 I
| { Py { }
| { } [1oTGN-{Smart Heal t hcare}
| { }
Publ i shing [| oTGA
I S
(I }
---{Smart Gid}
(— }

Figure 2: Inplenenting an open |oT platformthrough standarized APIs
on the 10T gateways and the server

3.2.1. Waknesses of the Overl ay-based Approach

The above overl ay-based approach can work with many different
protocols, but the systemis built upon today' s |IP network, which has
i nherent weaknesses towards supporting a unified |oT system As a
result, it cannot satisfy sone of the requirements we outlined in

Section 2:
0 Nanming. 1In current overlays for |0oT systens the nam ng schene is
host centric, i.e., the name of a given resource/service is |linked
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Zhang,

to the one of device that can provide it. |In turn, device nanes
are coupled to I P addresses, which are not persistent in nobile
scenarios. On the other side, in |oT systens the sanme service/
resource could be provided by many different devices thus
requiring a different design rationale.

Trust. Trust managenment schenes are still relatively weak,
focusi ng on securing comuni cation channels rather than managi ng
the data that needs to be secured directly.

Mobility. The overl ay-based approach uses | P addresses as nanes
at the network | ayer, which hinders the support for device/service
mobility or flexible nane resolution. Further the Layer 2/3
managenent, and application-layer addressing and forwarding
required to deploy current 1oT solutions Iimt the scalability and
managenent of these systens.

Resource constraints. The overl ay-based approach requires every
device to send data to an aggregator or to the |oT server

Resource constraints of the |oT devices, especially in power and
bandwi dth, could seriously limt the performance of this approach

Traffic Characteristics. |In this approach, applications are
witten in a host-centric manner suitable for point-to-point
conmuni cation. 10T requires multicast support that is challenging

in overlay systens today.

Cont extual Conmuni cations. This overlay-based approach cannot
react to dynam c contextual changes in a tinely fashion. The main
reason is that context lists are kept at the 10T server in this
approach, and they cannot help efficiently route requests
informati on at the network |ayer.

Storage and Caching. The overl ay-based approach supports
application-centric storage and cachi ng but not what |ICN envisions
at the network | ayer, or flexible storage enabl ed via nane-based
routing or namne-based | ookup

Sel f - Organi zation. The overl ay-based approach is topol ogy-based
as it is bound to I P semantics, and thus does not sufficiently
satisfy the self-organization requirenent. 1In addition to

t opol ogi cal self-organi zation, |oT also requires data- and
service-level self-organization [59], which is not supported by
the overl ay approach

Ad-hoc and infrastructure node. As nentioned above, the overl ay-

based approach | acks sel f-organi zation, and thus does not provide
efficient support for the ad-hoc node.
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4.

Advant ages of using ICN for |oT

A key concept of ICNis the ability to name data i ndependently from
the current location at which it is stored, which sinplifies caching
and enabl es decoupling of sender and receiver. Using ICN to design
an architecture for 10T data potentially provides such advant ages
compared to using traditional host-centric networks. This section
hi ghli ghts general benefits that ICN could provide to |IoT networKks.

o0 Naming of Devices, Data and Services. The heterogeneity of both
net wor k equi pnment depl oyed and services offered by |oT networks
leads to a large variety of data, services and devices. Wile
using a traditional host-centric architecture, only devices or
their network interfaces are named at the network |evel, |eaving
to the application layer the task to nane data and services. In
many common applications of 10T networks, data and services are
the main goal, and specific comrmunicati on between two devices is
secondary. The network distributes content and provides a
service, instead of establishing a comunication |ink between two
devices. In this context, data content and services can be
provi ded by several devices, or group of devices, hence nani ng
data and services is often nore inportant than nami ng the devices
Thi s nanmi ng nmechani sm al so enabl es sel f-configuration of the IoT
system

o Distributed Caching and Processing. While caching nechanisns are
al ready used by other types of overlay networks, 10T networks can
potentially benefit even nore from caching and i n-network
processi ng systens, because of their resource constraints.

Wrel ess bandwi dth and power supply can be limted for multiple
devi ces sharing a conmuni cati on channel, and for small nobile

devi ces powered by batteries. |In this case, avoiding unnecessary
transm ssions with |1oT devices to retrieve and distribute |oT data
to multiple places is inportant, hence processing and storing such
content in the network can save wirel ess bandwi dth and battery
power. Moreover, as for other types of networks, applications for
I oT networks requiring shorter delays can benefit fromloca

caches and services to reduce del ays between content request and
delivery.

0 Decoupling between Sender and Receiver. |0T devices nay be nobile
and face intermttent network connectivity. Wen specific data is
requested, such data can often be delivered by ICN without any
consi stent direct connectivity between devices. Apart from using
structured caching systens as described previously, information
can al so be spread by forwardi ng data opportunistically.
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I CN Chal | enges for |oT

This section outlines sone of the ICN specific challenges [71] that
nmust be consi dered when defining an |1oT framework over |ICN, and
descri bes sonme of the trade offs that will be invol ved.

ICN integrates content/service/host abstraction, name-based routing,
comput e, caching/storage as part of the network infrastructure
connecting consunmers and services which neets nost of the

requi renents di scussed above; however |0oT requires special

consi derations given heterogeneity of devices and interfaces such as
for constrained networking [38][70], data processing, and content
distribution nodels to neet specific application requirenents which
we identify as challenges in this section

1. Nam ng Devices, Data, and Services

The | CN approach of nanmed data and services (i.e., device independent
namng) is typically desirable when retrieving 10T data. However,
data centric nam ng may al so pose chal |l enges.

o0 Naming of devices: Naming devices is often inportant in an |oT
network. The presence of actuators requires clients to act
specifically on a device, e.g. to switch it on or off. Also,
managi ng and nonitoring the devices for administration purposes
requires devices to have a specific name allowing to identify them
uni quely. There are multiple ways to achi eve devi ce nam ng, even
in systens that are data centric by nature. For exanple, in
systens that are addressable or searchabl e based on netadata or
sensor content, the device identifier can be included as a speci al
ki nd of metadata or sensor reading.

0 Size of datal/service name: In information centric applications,
the size of the data is typically larger than its nane. For the
| oT, sensors and actuators are very conmmon, and they can generate
or use data as small as a short integer containing a tenperature
val ue, or a one-byte instruction to switch off an actuator. The
nane of the content for each of these pieces of data has to
uniquely identify the content. For this reason, nmany existing
nam ng schenes have |l ong nanes that are likely to be |longer than
the actual data content for nmany types of |oT applications.
Furt hernore, nam ng schenmes that have self certifying properties
(e.g., by creating the name based on a hash of the content),
suffer fromthe problemthat the object can only be requested when
the object has been created and the content is already known, thus
requiring sone formof indexing service. Wile this is an
acceptabl e overhead for larger data objects, it is infeasible for
use when the object size is on the order of a few bytes
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Hash-based content name: Hash al gorithnms are comonly used to nane
content in order to verify that the content is the one requested.
This is only possible in contexts where the requested object is

al ready existing, and where there is a directory service to | ook
up nanmes. This approach is suitable for systens with [arge data
objects where it is inportant to verify the content.

Met adat a- based content nanme: Relying on netadata allows to
generate a nanme for an object before it is created. However this
mechani smrequires netadata natching semantics

Nam ng of services: Sinmilarly to nanming of devices or data,
services can be referred to with a unique identifier, provided by
a specific device or by sonmeone assigned by a central authority as
the service provider. It can however also be a service provided
by anyone neeting sone certain netadata conditions. Exanple of
services include content retrieval, that takes a content nane/
description as input and returns the value of that content, and
actuation, that takes an actuation comuand as input and possibly
returns a status code afterwards.

Trust: We need to ensure the name of a network elenent is issued
by a trustworthy issuer in the context of the application, such as
a trusted organi zation in [44]. Further the validity of each

pi ece of data published by an authorized entity in the nanespace
shoul d be verifiable - e.g., by followi ng a hierarchical chain-of-
trust to a root that is acceptable for the application. See [54]s
for an exanple.

Flexibility: Further challenges arise for hierarchical nam ng
schema: referring to requirements on "constructible nanes" and
"on-demand publishing" [28][29]. The former entails that each
user is able to construct the name of a desired data itemthrough
specific algorithns and that it is possible to retrieve
information al so using partially specified nanes. The latter
refers the possibility to request a content that has not yet been
published in the past, thus triggering its creation

Control /scoping : Sone information could be accessible only within
a given scope. This challenge is very relevant for smart hone and
health nonitoring applications, where privacy issues play a key
role and the | ocal scope of a honme or heal thcare environment may
be wel |l -defined. However, perineter- and channel -based access
control is often violated in current networks to enabl e over-the-
Wi re updates and cl oud-based services, so scoping is unlikely to
replace a need for data-centric security in ICN
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0 Confidentiality: As names can reveal information about the nature
of the communi cation, nechanisns for name confidentiality should
be available in the ICN-10T architecture.

Nanme Resol ution

I nter-connecting numerous |oT entities, as well as establishing
reachability to them requires a scal abl e nane resol uti on system
consi dering several dynamic factors like nmobility of end points,
service replication, in-network caching, failure or migration [37]
[40] [41] [57]. The objective is to achieve scal able nane resol ution
handl ing static and dynanmic ICN entities with | ow conplexity and
control overhead. |In particular, the main requirenents/challenges of
a nane space (and the correspondi ng Nane Resol uti on System where
necessary) are [31] [33]:

0 Scalability: The first challenge faced by ICN-10T nanme resol ution
systemis its scalability. Firstly, the approach has to support
billions of objects and devices that are connected to the
Internet, many of which are crossing adnministrative domain
boundaries. Second of all, in addition to objects/devices, the
nane resol ution systemis also responsible for mapping |oT
services to their network addresses. Many of these services are
based upon contexts, hence dynamically changi ng, as pointed out in
[37]. As aresult, the name resolution should be able to scale
gracefully to cover a |arge nunber of nanes/services with w de
variations (e.g., hierarchical names, flat nanes, names wth
limted scope, etc.). Notice that, if hierarchical nanes are
used, scalability can be al so supported by |everaging the inherent
aggregation capabilities of the hierarchy. Advanced techni ques
such as hyperbolic routing [53] may offer further scalability and
efficiency.

0 Deployability and interoperability: Gaceful deployability and
interoperability with existing platforns is a nust to ensure a
nam ng schema to gain success on the market [7]. As a matter of
fact, besides the need to ensure coexistence between |IP-centric
and I CN-10T systens, it is required to make different 1CN-10T
real ns, each one based on a different ICN architecture, to
i nt eroperate.

0 Latency: For real-time or delay sensitive M2M application, the
nane resol ution should not affect the overall QS. Wth reference
to this issue it becones inportant to circumvent too centralized

resol uti on schema (whatever the namng style, i.e, hierarchical or
flat) by enforcing in-network cooperation anong the different
entities of the ICN-10T system when possible [58]. In addition

fast nanme | ookup are necessary to ensure soft/hard real tine
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services [60][61][62]. This challenge is especially inportant for
applications with stringent |atency requirenents, such as health
nmoni tori ng, emergency handling and smart transportation [63].

0 Locality and network efficiency: During nane resolution the naned
entities closer to the consunmer shoul d be easily accessible
(subject to the application requirenments). This requirenment is
true in general because, whatever the network, if the edges are
able to satisfy the requests of their consuners, the |oad of the
core and content seek tinme decrease, and the overall system
scalability is inmproved. This facet gains further relevance in
t hose domai ns where an actuation on the environnment has to be
executed, based on the feedbacks of the ICN-10T system such as in
robotics applications, smart grids, and industrial plants [59].

0o Agility: Sone data itens could di sappear while sone other ones are
created so that the nane resol ution system should be able to
effectively take care of these dynami c conditions. |n particular
this chall enge applies to very dynanic scenarios (e.g., VANETS) in
whi ch data itens can be tightly coupled to nodes that can appear
and di sappear very frequently.

Cachi ng/ St or age

I n-network caching hel ps bring data closer to consuners, but its
usage differs in constrained and infrastructure part of the IoT
network. Caching in constrained networks is limted to small ampunts
in the order of 10KB, while caching in infrastructure part of the
network can all ow nuch | arger chunks.

Caching in ICN- 10T faces several challenges

o The main challenge is to determ ne which nodes on the routing path
shoul d cache the data. According to [33], caching the data on a
subset of nodes can achi eve a better gain than caching on every
en-route routers. In particular, the authors propose a "selective
cachi ng" schenme to locate those routers with better hit
probabilities to cache data. According to [34], selecting a
randomrouter to cache data is as good as caching the content
everywhere. |n [55], the authors suggest that edge caching
provi des nost of the benefits of in-network caching typically
di scussed in NDN, with sinpler deploynent. However, it and other
papers consi der workl oads that are anal ogous to today’ s CDNs, not
the 10T applications considered here. Further work is likely
required to understand the appropriate caching approach for 10T
appl i cations.
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0 Another challenge in ICN-10T caching is what to cache for |oT

applications. In many |oT applications, custonmers often access a
stream of sensor data, and as a result, caching a particul ar
sensor data item nmay not be beneficial. 1In [36], the authors

suggest to cache 10T services on internediate routers, and in
[37], the authors suggest to cache control information such as
pub/sub lists on internmediate nodes. In addition, it is yet

uncl ear what caching nmeans in the context of actuation in an |oT
system For exanple, it could nmean caching the result of a

previ ous actuation request (using other |ICN nmechanisns to suppress
repeated actuation requests within a given tine period), or have
little neaning at all if actuation uses authenticated requests as
in [56].

0 Another challenge is that the efficiency of Distributed Caching
may be application dependent. Wen content popularity is
het er ogeneous, sone content is often requested repeatedly. In
that case, the network can benefit from caching. Another case
wher e caching woul d be beneficial is when devices with | ow duty
cycle are present in the network and when access to the cloud
infrastructure is Iimted. However, using distributed caching
mechani snms in the network is not useful when each object is only
requested at nost once, as a cache hit can only occur for the
second request and later. It nay also be |less beneficial to have
caches distributed throughout |ICN nodes in cases when there are
overlays of distributed repositories, e.g., a cloud or a Content
Distribution Network (CDN), fromwhich all clients can retrieve
the data. Using ICNto retrieve data from such services may add
sonme efficiency, but in case of dense occurrence of overlay CDN
servers the additional benefit of caching in ICN nodes woul d be
| ower. Another exanple is when the nane refers to an object with
vari abl e content/state. For exanple, when the |ast value for a
sensor reading is requested or desired, the returned data shoul d
change every tinme the sensor reading is updated. In that case,
I CN caching may increase the risk that cache inconsistencies
result in old data being returned.

Rout i ng and Forwar di ng

Routing in ICN-1oT differs fromrouting in traditional |IP networks in
that ICN routing is based upon nanes instead of locators. Broadly
speaking, ICN routing can be categorized into the follow ng two
categories: direct name-based routing and indirect routing using a
nane resol ution service (NRS)

0 In direct name-based routing, packets are forwarded by the nane of
the data [57][38][42] or the nane of the destination node [43].
Here, the main challenge is to keep the ICN router state required
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to route/forward data low. This chall enge becones nore serious
when a flat naming schenme is used due to the | ack of aggregation
capabilities.

0o Inindirect routing, packets are forwarded based upon the |ocator
of the destination node, and the locator is obtained through the
name resolution service. |In particular, the nane-|ocator binding
can be done either before routing (i.e., static binding) or during
routing (i.e., dynamc binding). For static binding, the router
state is the same as that in traditional routers, and the nmain
chall enge is the need to have fast nane resolution, especially
when the 10T nodes are nobile. For dynanic binding, ICN routers
need to main a name-based routing table, hence the chall enge of
keeping the state information low. At the sane tinme, the need of
fast name resolution is also critical. Finally, another challenge
is to quantify the cost associated with nobility nanagenent,
especially static binding vs. dynanic binding.

During a network transaction, either the data producer or the
consunmer nmay nove away and thus we need to handle the mobility to
avoid information loss. ICN may differentiate nobility of a data
consuner fromthat of a producer

o When a consuner noves to a new | ocation after sending out the
request for Data, the Data may get lost, which requires the
consunmer to sinply resend the request, a technique used by direct
routi ng approach. Indirect routing approach doesn't differentiate
bet ween consuner and producer mobility [57], al so network caching
can inprove data recovery for this approach

o |If the data producer itself has noved, the challenge is to contro
the control overhead while searching for a new data producer (or
for the same data producer in its new position). To this end,
fl oodi ng techni ques could be used, but an intra-domain |evel only,
otherw se the network stability would be seriously inpaired. For
handling nmobility across different domains, nore sophisticated
approaches coul d be used, including the adoption of a SDN based
control plane.

Cont ext ual Conmuni cati on

Cont extual i zation through metadata in ICN control or application
payl oad allows | 0T applications to adapt to different environnments.
This enables intelligent networks which are self-configurable and
enabl e intelligent networking among consuners and producers [ 36].

For exanple, let us look at the following snmart transportation
scenario: "Janes wal ks on NYC streets and wants to find an enpty cab
closest to his location." In this exanple, the context is the
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relative locations of James and taxi drivers. A context service, as
an | oT m ddl eware, processes the contextual information and bridges
the gap between raw sensor information and application requirements.
Al ternatively, nam ng conventions could be used to allow applications
to request content in nanespaces related to their |ocal context
without requiring a specific service, such as /1| ocal/geo/

nmgrs/ 4QFJ/ 123/ 678 to retrieve objects published in the 100mgrid area
4QFJ 123 678 of the military grid reference system (M3RS). In both
cases, trust providers may energe that can vouch for an application’s
| ocal know edge.

However, extracting contextual information on a real-tinme basis is
very chal | engi ng:

0 We need to have a fast context resolution service through which
the involved |oT devices can continuously update its contextua
information to the application (e.g., each taxi’'s |location and
Jane’s information in the above exanple). O, in the nanespace
driven approach, mechani snms for continuous nearest nei ghbor
queries in the nanespace need to be devel oped.

o The difficulty of this challenge grows rapidly when the nunber of
devices involved in a context as well as the nunber of contexts
i ncreases.

I n- net wor k Conputing

I n-network conputing enables ICN routers to host heterogeneous
services catering to various network functions and applications
needs. Contextual services for 10T networks require in-network
computing, in which each sensor node or ICN router inplenents context
reasoning [36]. Another nmjor purpose of in-network conmputing is to
filter and cl eanse sensed data in |oT applications, that is critica
as the data is noisy as is [44].

Nanmed Function Networking [64] describes an extension of the ICN
concept to named functions processed in the network, which could be
used to generate data flow processing applications well-suited to,
for exanple, time series data processing in |oT sensing applications.
Related to this, is the need to support efficient function nan ng.
Functions, input paraneters, and the output result could be

encapsul ated in the packet header, the packet body, or mxture of the
two (e.g. [24]). |If functions are encapsul ated in packet headers,
the nanmi ng schene affects how a conputation task is routed in the

net wor k, which IoT devices are involved in the conputation task (e.qg.
[35]), and how a nane is deconposed into snmaller conputation tasks
and deployed in the network for a better perfornance.
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Another is challenge is related to support conputing-aware routing.
Normal routing is for forwarding requests to the nearest source or
cache and return the data to the requester, whereas the routing for
in-network conputation has a different purpose. If the conputation
task is for aggregating sensed data, the routing strategy is to route
the data to achieve a better aggregation performance [32].

I n-networ k conputing also includes synchronization chall enges. Some
comput ation tasks may need synchronizations between sub-tasks or |oT
devices, e.g. a device may not send data as soon as it is available
because waiting for data fromthe neighbours nmay |lead to a better
aggregation result; sone devices may choose to sleep to save energy
while waiting for the results fromthe nei ghbours; while aggregating
the conputation results along the path, the intermediate |oT devices
may need to choose the results generated within a certain time

Wi ndow.

5.7. Security and Privacy

Security and privacy is crucial to all the 10T applications
applications including the use cases discussed in Section 5. 1n one
recent denonstration,it was shown that passive tire pressure sensors
in cars could be hacked and used as a gateway into the autonotive
system [38]. The ICN paradigmis information-centric as opposed to
state-of-the-art host-centric internet. Besides aspects |ike nanming,
content retrieval and caching this also has security inplications.

I CN advocates the nodel of trust in content rather than trust in
network hosts. This brings in the concept of Object Security which
is contrary to session-based security nechanisns such as TLS/ DTLS
prevalent in the current host-centric internet. Object Security is
based on the idea of securing information objects unlike session-
based security nechani sns which secure the comunication channe
between a pair of nodes. This reinforces an inherent characteristic
of ICN networks i.e. to decouple senders and receivers. |n the
context of 10T, the Object Security nodel has several concrete
advantages. Many |oT applications have data and services are the
mai n goal and specific conmmunicati on between two devices is
secondary. Therefore, it nmakes nore sense to secure |oT objects

i nstead of securing the session between communi cati ng endpoints.
Though I CN includes data-centric security features the nechanisns
have to be generic enough to satisfy multiplicity of policy
requirenents for different applications. Furthernore security and
privacy concerns have to be dealt in a scenario-specific manner with
respect to network function perspective spanni hg nam ng, nane-

resol ution, routing, caching, and ICNNAPIs. 1In general, we feel that
security and privacy protection in |IoT systens should mainly focus on
the follow ng aspects: confidentiality, integrity, authentication and
non-repudi ati on, and availability.
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I mpl ementing security and privacy nmethods faces different challenges
in the constrained and infrastructure part of the network.

0 In the resource-constrai ned nodes, energy limtation is the
bi ggest challenge. As an exanple, let us | ook at a typical sensor
tag. Suppose the tag has a single 16-bit processor, often running
at 6 MHz to save energy, with 512Bytes of RAM and 16KB of fl ash
for program storage. Mdyreover, it has to deliver its data over a
wireless link for at |east 10,000 hours on a coin cell battery.
As a result, traditional security/privacy neasures are inpossible
to be inplenented in the constrained part. |In this case, one
possi bl e solution might be utilizing the physical wireless signals
as security neasures [46] [36].

o In the infrastructure part, we have several new threats introduced
by ICN-10T [52]:

1. W need to ensure the nane of a network elenent is issued by a
trustworthy organi zation entity such as in [48], or by its
trusted del egate. As nane securely binds to data in I CN
security constraints of content that has not yet been
publ i shed yet should al so be taken into consideration

2. An intruder may gain access or gather information froma
resource it is not entitled to. As a consequence, an
adversary may exani ne, renove or even nodify confidenti al
i nformation.

3. An intruder may nmimc an authorized user or network process.
As a result, the intruder may forge signatures, or inpersonate
a source address.

4. An adversary may mani pul ate the nessage exchange process
bet ween network entities. Such nmanipul ation nmay invol ve
replay, rerouting, ms-routing and del eti on of nessages.

5. An intruder may insert fake/false sensor data into the
networ k. The consequence m ght be an increase in delay and
performance degradation for network services and applications.

5.8. Self-Orgnization

General 10T deploynments involves heterogeneous |oT systens or
subsystens within a particul ar scenario. Here scope-based self-
organi zation is required to ensure |logical isolation between the |IoT
subsyst ens, which should be enabled at different |evels -- device/
service discovery, naming, topol ogy construction, routing over

| ogi cal 1 CN topol ogies, and caching [69]. These challenges are
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extended to constrai ned devices as well and they should be energy and
device capability aware. |In the infrastructure part, intelligent
nane- based routing, caching, in-network conmputing techni ques should
be studied to neet the scope-based self-configuration needs of |CN

| oT.

5.9. Comunications Reliability

ICN offers many ingredients for reliable comunication such as nulti-
hone interest anycast over heterogeneous interfaces, caching, and
forwarding intelligence for multi-path routing | everagi ng state-
based forwarding in protocols |ike CCNNDN. However these features
have not been anal yzed fromthe QoS perspective when het erogeneous
traffic patterns are mxed in a router, in general QS for ICNis an
open area of research [71]. In-network reliability comes at the cost
of a conplex network layer; hence the research challenges here is to
build redundancy and reliability in the network layer to handle a

wi de range of disruption scenarios such as congestion, short or |ong
term di sconnection, or last mile wireless inpairments. Al so an |CN
net wor k shoul d all ow features such as opportunistic store and forward
mechanismto be enabled only at certain points in the network, as

t hese nechani sns al so entail overheads in the control and forwarding
pl ane overhead which will adversely affect application throughput.

5.10. Energy Efficiency

Al'l the optimzations for other conponents of the ICN-10T system
(described in earlier subsections) can lead to optim zed energy
efficiency. As aresult, we refer the readers to read sections
5.1-5.9 for challenges associated with energy efficiency for ICN-1Io0T.

6. Appendi x

Several types of |oT applications exists, where the goal is efficient
and secure managenent and conmuni cati on anobng objects in the system
and with the physical world through sensors, RFIDs and other devices.
Bel ow we list a few popular |0oT applications. W onit the often used
term"smart", though it applies to each 10T scenario bel ow, and posit
that IoT-style interconnection of devices to nake these environnents
"smart" in today’'s terns will sinply be the future norm

6. 1. Hones

The hone [10] is a conplex ecosystem of 10T devices and applications
including climate control, home security nonitoring, snoke detection
el ectrical netering, health/wellness, and entertai nnent systens. In
a unified IoT platform we would inter-connect these systens through
the Internet, such that they can interact with each other and nake
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deci sions at an aggregated level. Also, the systens can be accessed
and mani pul ated renmotely. Challenges in the home include topol ogy

i ndependent service di scovery, conmon protocol for heterogeneous

devi ce/ application/service interaction, policy based routing/
forwarding, service nobility as well as privacy protection. Notably,
t he ease-of-use expectations and training of both users and
installers also presents challenges in user interface and user
experience design that are inpacted by the conplexity of network
configuration, brittleness to change, configuration of trust
managenent, etc. Finally, it is unlikely that there will be a single
"home systent, but rather a collection of noderately inter-operable
col l aborating devices. |In addition, several |oT-enabled homes could
forma smart district where it beconmes possible to bargain resources
and trade with utility suppliers.

Hones [12][13] faces the follow ng challenges that are hard to
address with | P-based overlay solutions: (1) context-aware control
hone systens nust nake decisions (e.g., on howto control, when to
collect data, where to carry out conputation, when to interact with
end-users, etc.) based upon the contextual information [14]; (2)
inter-operability: home systems nust operate with devices that adopt
het er ogeneous naning, trust, conmunication, and control systens; (3)
mobi lity: hone systens nust deal with nobility caused by the novenent
of sensors or data receivers; (4) security: a hone systens nust be
able to deal with foreign devices, handle a variety of user

per m ssions (occupants of various types, guests, device

manuf acturers, installers and integrators, utility and infrastructure
provi ders) and involve users in inportant security decisions wthout
overwhel ming them (5) user interface / user experience: homes need
to provide reasonable interfaces to their highly heterogeneous |oT
networks for users with a variety of skill levels, backgrounds,
cultures, interests, etc.

Smart homes have the follow ng specific requirenment for the
underlying architecture:

o Smart honmes require nanes that can enable local and w de area
i nteractions; Al so, security, privacy, and access control is
particularly inmportant for smart hones.

0 Snart hones may use in-network caching at gateway to enable
efficient content access.

o In smart honmes, we need l|local, intra-domain and inter-donain
routing protocols.
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o In smart hones nmany control |oops and actions depend heavily on
the context, and the contexts evolve with tinme, e.g., tenperature,
weat her, nunber of occupants, etc.

o In smart hones, |ocal services can provide val ue-added
contributions to a standardi zed hone gat eway network, through
features such as reporting, context-based control, coordination
with nmobil e devices, etc.

o In smart hones, the access to networked information should be
shielded to protect the privacy of people, for exanple, cross-
correlation of device activity patterns to infer higher-1leve
activity infornmation.

6.2. Enterprise

Enterprise building deploynents, fromuniversity canpuses [15] [65]
[66] [67] to industrial facilities and retail conpl exes, drive an
addi tional set of scalability, security, and integration requirenents
beyond the home, while requiring nuch of its ease of use and
flexibility. Additionally, they bring requirements for integration
with business IT systens, though often with the additional support of
i n-house engi neeri ng support.

I ncreasi ng nunber of enterprises are equi pped with sensing and
communi cati on devices inside buildings, |aboratories, and plants, at
stadiuns, in parking lots, on school buses, etc. A unified |IoT
platform nust integrate nmany aspects of hunman interaction, H2M and
M2M conmuni cation, within the enterprise, and thus enable many |oT
applications that can benefit a |arge body of enterprise affiliates.
The challenges in smart enterprise include efficient and secure

devi ce/ dat a/resource discovery, inter-operability between different
control systens, throughput scaling with nunber of devices, and
unreliabl e conmuni cation due to nobility and tel epresence.

Enterprises face the followi ng challenges that are hard to address
with | P-based overlay solutions: (1) efficient device/datal/ resource
di scovery: enterprise devices nust be able to quickly and securely

di scover requested device, data, or resources; (2) scalability: a
enterprise systemnust be able to scale efficiently with the nunber
and type of sensors and devices across not only a single building but
mul ti-national corporations (for exanple); (3) mobility: a enterprise
system nust be able to deal with nobility caused by novenent of
devices; (4) security: security for 10T applications in the
enterprise should integrate with other enterprise-w de security
conponents.
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6.3. Smart Gid

Central to the so-called "smart grid"[16] is data flow and

i nformati on managenent, achi eved by using sensors and actuators,

whi ch enabl es inportant capabilities such as substation and
distribution automation. |In a unified |oT platform data collected
fromdifferent snmart grids can be integrated to achi eve nore
optimizations that include reliability, real-time control, secure
communi cati ons, and data privacy.

Depl oyment of the smart grid [17] [21] faces the follow ng issues
that are hard to address with | P-based overlay solutions: (1)
scalability: future electrical grids nust be able to scale gracefully
to nmanage a | arge nunber of heterogeneous devices; (2) real tine:
grids nust be able to performreal-tinme data collection, data
processing and control; (3) reliability: grids nust be resilient to
har dwar e/ sof t war e/ networ ki ng failures; (4) security: grids and

associ ated systens are often considered critical infrastructure --
they nmust be able to defend against malicious attacks, detect
intrusion, and route around disruption

Smart grids have the followi ng specific requirenents for the
underlying |IoT architecture:

o Smart grids require nanes and nane resol ution systemthat can
enabl e networked control |oops, real-tinme control, and security.

0 Snmart grids may use in-network caching to back up val uabl e data
improving reliability.

0 In smart grids, we often require very tinely data delivery.
Therefore, it is inmportant to be able to |l ocate the cl osest
information. |In addition, routing/forwarding robustness and
resilience is also critical

o In smart grids, contextual information such as location, tine,
vol tage fluctuations, depending on the specific segnment of the
grid, can be used to optinize several power distribution
obj ecti ves.

0 In smart grids, we often rely on in-network conputing to increase
the scalability and efficiency of the system putting conputation
closer to the data sources

o In smart grids, energy consunptions profiles should never be

disclosed at a fine granularity as it can be used to viol ate user
privacy.
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6.4. Transportation

We are currently witnessing the increasing integration of sensors
into cars, other vehicles transportation systens [22]. Current
production cars already carry many sensors ranging fromrain gauges
and accel eroneters over wheel rotation/traction sensors, to caneras.
These sensors can not only be used for internal vehicle functions,
but they could al so be networked and | everaged for applications such
as nmonitoring external traffic/road conditions. Further, we can
build vehicle-to- infrastructure (V21), Vehi cl e-t o- Roadsi de (V2R), and
vehicl e-to- vehicle (V2V) comunications that enabl e nany nore
applications for safety, convenience, entertainment, etc. The
chal l enges for transportation include fast data/device/service

di scovery and associ ation, efficient comunications with nmobility,
trustworthy data collection and exchange.

Transportation [22][25] faces the follow ng challenges that are hard
to address with | P-based overlay solutions: (1) nmobility: a
transportati on system nust deal with a |arge nunber of nobile nodes
i nteracting through a conbination of infrastructure and ad hoc
communi cati on nethods; ; also, during the journey the user night
cross several realns, each one inplenenting different stacks (whether
ICNor IP); (2) real-tine and reliability: transportation systens
must be able to operate in real-time and remain resilient in the
presence of failures; (3) in-network conputing/filtering:
transportation systens will benefit fromin-network conputing/
filtering as such operations can reduce the end-to-end | atency; (4)
inter-operatibility: transportation systens nust operate with

het er ogeneous devi ce and protocols; (5) security: transportation
systens nust be resilient to nalicious physical and cyber attacks.

Smart transportation applications have the foll ow ng specific
requirenents for the underlying |IoT architecture:

0 Snart transportation systens require nanes and nane resol ution
systemto be able to handle extreme nobility, short |atency and

security. In addition, the nobility patterns of transportation
systens increase the likelyhood that a user mgrates from one
network realmto another one during the journey. 1In this case,

nanes and NRS shoul d be designed in such a way to enabl e
interoperability between different heterogeneous |ICN real ns and/ or
ICN and IP realnms [68].

0 Smart transportation may inplenent in-network caching on vehicles
for efficient information dissem nation

o In smart transportation, vehicle-to-vehicle ad-hoc conmunication
is required for efficient information dissenination
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o In smart transportation, many different contexts exist,
intertwined to each other and highly changi ng, which include
| ocation - both geographical and jurisdictional, tine - absolute
and relative to a schedule, traffic, speed, etc.

0o In smart transportation, in-network conputing is very useful to
make vehi cl e becone an active el enent of the systemand to inprove
response tinme and scalability.

0o In smart transportation, the habits of users can be inferred by
| ooking at their novenent patterns -- privacy protection is
essenti al

Heal t hcare

As nore enbedded nedi cal devices, or devices that can nonitor hunman
heal th becone increasingly deployed, healthcare is beconing a viable
alternative to traditional healthcare solutions [26]. Further
consumer applications for nmanagi ng and interacting with health data
are a burgeoning area of research and commerci al applications. For
future health applications, a unified IoT platformis critical for

i nproved patient care and consuner health support by sharing data
across systens, enabling tinely actuations, and lowering the tine to
i nnovation by sinplifying interaction across devices from many

manuf acturers. Challenges in healthcare include real-tine
interactions, high reliability, short comunication |atencies,
trustworthy, security and privacy, and well as defining and neeting
the regul atory requirenments that should inpact new devices and their
interconnection. |In addition to this dinension, assistive robotics
applications are gaining nonentumto provide 24/24 7/7 assistance to
patients [59].

Heal thcare [26][27] faces the follow ng challenges that are hard to
address with | P-based overlay solutions: (1) real-tine and
reliability: healthcare systens nust be able to operate on real-tine
and remain resilient in the presence of failures; (2) inter-
operability: healthcare systenms nust operate with heterogeneous

devi ces and protocols; (3) security: healthcare systens nust be
resilient to malicious physical and cyber attacks and neet the

regul atory requirenment for data security and interoperability; (4)
privacy: user trust in healthcare systens is critical, and privacy
consi derati ons paranount to garner adoption and continued user; (5)
user interface / user experience: the highly heterogeneous nature of
real -worl d healthcare systenms, which will continue to increase
through the introduction of 10T devices, presents significant

chall enges in interface design that may have architectura

i mplications.
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Smart heal thcare applications have the follow ng specific
requirenents for the underlying |oT architecture

o0 Snart healthcare systemrequires nanmes and nane resol ution system
to enable real- tine interactions, dependability, and security.

0 Smart healthcare may use in-network caching for rapid information
di ssem nati on.

o In smart healthcare, tinely and dependabl e routing and information
forwarding is the key.

o In smart healthcare several contexts can be used to delineate
bet ween | evel s of care and urgency, for exanple delineating
bet ween chroni c, everyday, urgent, and enmergency situations. Such
contexts can evolve rapidly with significant inpact to individuals
health. Hence tinely and accurate detection of contexts is
critical

o In smart healthcare, in-network conmputing can hel p resol ve
contexts and ensure security and dependability, as well as provide
| ow| atency responses to urgent situations.

o |In smart heal thcare, personal nedical data about patients should
remain shielded to protect their privacy, inplenmenting both
regul atory requirenments and current industry best practices.

Educati on

| oT technol ogi es enable the instrunmentation of a variety of

envi ronnments (from greenhouses to industrial plants, homes and
vehi cl es) to support not only their everyday operation but an
under st andi ng of how they operate -- a fundanental contribution to
education. The diverse uses of hobbyist-oriented micro-controller
platforns (e.g., the Arduino) and enbedded systens (e.g., the
Raspberry PlI) point to a burgeoning community that should be
supported by the next generation |IoT platformbecause of its
fundamental inportance to fornmal and infornal education.

Educati onal uses of |oT deploynents include both | earning about the
operation of the systemitself as well as the systens bei ng observed
and controlled. Such deploynments face the foll owi ng chall enges that
are hard to address with | P-based overlay solutions: (1) relatively
si mpl e conmuni cations patterns are obscured by many | ayers of
translation fromthe host-based addressing of IP (and |ayer 2
configuration below) to the nane-oriented interfaces provided by
devel opers; (2) security considerations with overlay deploynents and
channel -based limit access to systens where read-only use of data is
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not a security risk; (3) real-time comunication hel ps nmake the

rel ati onshi p between physi cal phenonena and network nessages easier
to understand in many sinple cases; (4) integration of devices froma
variety of sources and manufacturers is currently quite difficult
because of varying standards for basic conmunication, and linits
experinentation; (5) programm ng interfaces nust be carefully

devel oped to expose inportant concepts clearly and in Iight of

current best practices in education

Smart canpus systens have the followi ng specific requirenents for the
underlying | oT architecture:

0 Smart canpus systems usually consist of heterogeneous |oT
services, thus requiring nanes and name resol ution systemto
enabl e resource/ service ownership, and be application-centric.

0 Snart canpus systens may use in-network caching to enable socia
interactions and efficient content access.

0o In smart canpus, inter-domain routing protocols are required which
of ten need short | atency.

0o |In smart canpus, due to the existence of nmany services, relevant
contextual inputs can be used to inprove the quality and
efficiency of different services.

o In smart canpus, in-network conputing services can be used to
provi de context for different applications.

0o In smart canpus, it is required to differentiate anong different
profiles and to allocate different rights and protection levels to
t hem

Entertai nnent, arts, and culture

| oT technol ogi es can contribute uniquely to both the worldw de
entertai nment nmarket and the fundanental human activity of creating
and sharing art and culture. By supporting new types of human-
computer interaction, IoT can enable new gam ng, filn video, and
other "content" experiences, integrating themwth, for exanple, the
lighting control of the smart hone, presentation systens of the snart
enterprise, or even the incentive nechanisns of smart heal thcare
systens (to, say, encourage and nmeasure physical activity).

Entertai nment, arts, and culture applications generate a variety of
chal l enges for 10T: (1) notably, the ability to securely "repurpose"
depl oyed smart systens (e.g., lighting) to create experiences; (2)

| ow | atency comuni cation to enabl e end-user responsiveness; (3)
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integration with infrastructure-based sensing (e.g., conputer vision)
to create conprehensive interactive environments or to provide user
identity information; (4) tinme synchronization wth audi o/video

pl ayback and rendering in 3D systens (5) sinplicity of devel opnent
and experinmentation, to enable the cost- and tine-efficient
integration of 10T into experiences being designed without expert
engi neers of |oT systens; (6) security, because of integration with

personal devices and smart environments, as well as billing systens.
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