CCAMP Wor ki ng Group

Ital o Busi

Internet Draft Huawei
I ntended status: |nfornational Sergi o Belotti
Expi res: January 2017 Noki a

Vi ctor Lopez
GCscar CGonzal ez de Dios
Tel ef oni ca
Anur ag Shar na
I nfinera
Yan Shi
Chi na Uni com
Ricard Vilalta

CTTC

Kart hi k Set hur anman
NEC

July 7, 2016

Pat h Comput ati on API

dr aft - busi bel - ccanp- pat h- conput ati on- api - 00. t xt

Status of this Meno

This Internet-Draft

is submtted in full conformance with the

provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering

Task Force (IETF),

its areas, and its working groups. Note that

other groups may al so distribute working docunents as Internet-

Drafts.

Internet-Drafts are draft docunments valid for a nmaxi num of six
mont hs and nmay be updated, replaced, or obsol eted by other docunents
at any tine. It is inappropriate to use Internet-Drafts as

reference materi al

The list of current

or to cite themother than as "work in progress.”

Internet-Drafts can be accessed at

http://ww.ietf.org/ietf/lid-abstracts.txt

Busi, Belotti, al.

Expi res January 7, 2017 [ Page 1]



Internet-Draft Pat h Conputation API July 2016

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm

This Internet-Draft will expire on January 7, 2016
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent. Code Conponents extracted fromthis
docunent nust include Sinplified BSD License text as described in
Section 4.e of the Trust Legal Provisions and are provided wi thout
warranty as described in the Sinplified BSD License.

Abstract

There are scenarios, typically in a hierarchical SDN context, in
whi ch an orchestrator may not have detailed information to be able
to performan end-to-end path conputation and would need to request
| ower |ayer/domain controllers to calculate sone (partial) feasible
pat hs.

Mul tiple protocol solutions can be used for comuni cation between
different controller hierarchical levels. This document assunes that
the controllers are communi cati ng usi ng YANG based Application
Programm ng Interface (APIS).

Thi s docunent describes sone use cases for an Application
Programming Interface for path conputation. A related yang node
will be proposed in a next version or in another docunent.
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1. Introduction

There are scenarios, typically in a hierarchical SDN context, in
whi ch an orchestrator may not have detailed information to be able
to performan end-to-end path conputation and would need to request
| ower |ayer/domain controllers to calculate sone (partial) feasible
pat hs.

Mul tiple protocol solutions can be used for conmmunicati on between
different controller hierarchical levels. This document assunes that
the controllers are communi cati ng usi ng YANG based Application
Programming Interface (APIS).

Pat h Conputation El enents, Controllers and Orchestrators perform
their operations based on Traffic Engineering Databases (TED). Such
TEDs can be described, in a technol ogy agnostic way, with the YANG
Data Mbdel for TE Topol ogies [TE-TOPQ . Furthernore, the technol ogy
specific details of the TED are nodel ed in the augnented TE topol ogy
nodel s (e.g. [L1-TOPQ for Layer-1 ODU technol ogies).

The availability of such topol ogy nodels allows providing the TED
via Netconf or Restconf API. Furthernore, it enables that a

PCE/ Control |l er perforns the necessary abstractions or nodifications
and offer this custom zed topol ogy to another PCE/ Controller or high
| evel orchestrator.

The tunnels that can be provided over the networks described with
the topol ogy nodel s can be al so set-up, deleted and nodified via
Net conf or Restconf APl using the TE-Tunnel Yang nodel [ TE- TUNNEL].

Thi s docunent describes sone use cases where a path conputation
function, also using Netconf or Restconf APlI, can be needed. A

rel ated yang nodel will be proposed in a next version or in another
docunent .
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2. Use Cases

Thi s docunment presents different use cases, where an APl for path
conputation is required. The presented uses cases have been grouped,
depending on the different underlying topologies: a) |P-Optica
integration; b) Milti-domain Optical Networks; and c) Data center

i nt erconnecti ons.

2. 1.

| P-Optical integration

In these use cases, there is an Optical donmain which is used to
provi de connectivity between |P routers which are connected with the
Optical domains using access links (see Figure 1).

It

| P+Opti cal Use Cases

(only in PDF version)

Figure 1 - I P+Optical Use Cases

is assuned that the Optical domain controller provides to the

orchestrator an abstracted view of the Optical network. A possible
abstraction shall be representing the optical donmain as one "virtua
node" with "virtual ports" connected to the access |inks.

The path conputation request hel ps the orchestrator to know which
are the real connections that can be provided at the optical donain.

Busi
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| P+Opti cal Topol ogy Abstraction

(only in PDF version)

Figure 2 - I P+Optical Topol ogy Abstraction
2.1.1. Inter-layer path conputation

In this use case the orchestrator needs to setup an optinal path
between two I P routers Rl and R2.

As depicted in Figure 2, the Orchestrator has only an "abstracted
view' of the physical network, and it does not know the feasibility
or the cost of the possible optical paths (e.g., VPl1-VP4 and VP2-
VP5), which depend fromthe current status of the physical resources
within the optical network and on vendor-specific optica

attributes

However, the orchestrator can ask the underlying Optical donain
controller to conmpute a set of potential optimal paths, taking into
account optical constraints Then, based on its own constraints,
policy and know edge (e.g. cost of the access links), it can choose
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whi ch one of these potential paths to use to setup the optimal e2e
pat h crossing optical network.

| P+Opti cal Path Conputation Exanple

(only in PDF version)

Figure 3 - I P+Optical Path Conputation Exanple

For exanple, in Figure 3, the Ochestrator can request the Optical
domai n controller to conmpute the paths between VP1-VP4 and VP2-VP5
and then decide to setup the optinmal end-to-end path which passes
through the VP2-VP5 Optical path even this is not the optinal path
fromthe Optical domain perspective.

An alternative approach could be to have the Optical donmain
controller making the information shown in Figure 3 available to the
O chestrator.

One possibility, under discussion within the TEAS W5, is to provide
a "detailed connectivity matrix" which extends the "connectivity
matri x" defined in [ RFC7446] and describes not only the valid

i nbound- out bound TE |ink switching conbinations, but also specifies
a vector of various costs (in terms of delay, OSNR, intra-node SRLGs
and summary TE metrics) a potential TE path associated with the
connectivity matrix entry.

The information provided by the "detail ed abstract connectivity
matri x" woul d be equivalent to the information that should be
provided by "virtual link nodel" as defined in [TE-1 NTERCONNECT] .

In this case, the Path Conmputation El ement (PCE) within the
Orchestrator could use this information to calculate by its own the
optinmal path between routers RL and R2, without requesting any
additional information to the Optical Domain Controller.
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However, there is a tradeoff between the accuracy (i.e., providing
"all" the information that m ght be needed by the Orchestrator’s
PCE) and scalability to be considered when designing the amount of
information to provide within the "detail ed abstract connectivity
matrix".

Fi gure 4 bel ow shows another exanple, similar to the one in Figure
3, but where there are two possible Optical paths between VP1 and
VP4 with different properties (e.g., available bandwi dth and cost).

| P+Opti cal Path Conputation Exanple
with multiple choices

(only in PDF version)

Figure 4 - I P+Optical Path Conputation Exanple with nultiple choices

Reporting all the information, as in Figure 4, using the "detailed
abstract connectivity matrix" is quite challenging froma

scal ability perspective since the anbunt of this information is not
just based on nunber of end points (which would scale as N-square),
but also on nmany other paraneters, including client rate, user
constraints / policies for the service, e.g. max latency < N ns, nmax
cost, etc., exclusion policies to route around busy links, nmin OSNR
margi n, max preFEC BER etc. All these constraints could be different
based on connectivity requiremnents.

It is also worth noting that the "connectivity matri x" has been
originally defined in WS0N, [RFC7446] to report the connectivity
constrains of a physical node within the WOM network: the
information it contains is pretty "static" and therefore, once taken
and stored in the TE data base, it can be al ways being consi dered
valid and up-to-date in path conputation request.

Using the "connectivity matrix" with an abstract node to abstract

the information regardi ng the connectivity constraints of an Optica
domai n, would nmake this information nore "dynanic" since the
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connectivity constraints of an Optical domain can change over tine
because sone optical paths that are feasible at a given tinme my
becone unfeasible at a later tinme when e.g., another optical path is
established. The information in the "detail ed abstract connectivity
matri x" is even nore dynam ¢ since the establishnent of another
optical path nmay change sone of the paraneters (e.g., delay or
avai |l abl e bandwi dth) in the "detail ed abstract connectivity matrix"
whil e not changing the feasibility of the path.

"Connectivity matrix" is sonetinmes confused with optical reach table
that contain nmultiple (e.g. k-shortest) regen-free reachabl e paths
for every A-Z node conbination in the network. Optical reach tables
can be calcul ated offline, utilizing vendor optical design and

pl anni ng tool s, and periodically uploaded to the Controller: these
optical path reach tables are fairly static. However, to get the
connectivity matrix, between any two sites, either a regen free path
can be used, if one is available, or multiple regen free paths are
concatenated to get fromsrc to dest, which can be a very large
conbi nation. Additionally, when the optical path within optica
domai n needs to be conputed, it can result in different paths based
on input objective, constraints, and network conditions. In summary,
even though "optical reachability table" is fairly static, which
regen free paths to build the connectivity matri x between any source
and destination is very dynamic, and is done using very

sophi sticated routing al gorithns.

There is therefore the need to keep the information in the
"connectivity matrix" updated which nmeans that there another
tradeof f between the accuracy (i.e., providing "all" the information
that m ght be needed by the Orchestrator’'s PCE) and havi ng up-to-
date information. The nore the information is provided and the
longer it takes to keep it up-to-date which increases the likelihood
that the O chestrator’s PCE conputes paths using not updated

i nformation.

It seens therefore quite challenging to have a "detail ed abstract
connectivity matrix" that provides accurate, scal able and updated
information to allow the Orchestrator’s PCE to take optinmal
decisions by its own.

If the information in the "detail ed abstract connectivity matrix" is

not conpl ete/accurate, we can have the foll ow ng drawbacks
considering for exanple the case in Figure 4:
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o If only the VP1-VP4 path with avail able bandwi dth of 2 Gb/s and
cost 50 is reported, the Ochestrator’s PCE will fail to conpute
a 5 G/s path between routers Rl and R2, although this would be
f easi bl e;

o If only the VP1-VP4 path with avail able bandwi dth of 10 Gb/s and
cost 60 is reported, the Ochestrator’s PCE will conpute, as
optimal, the 1 Go/s path between R1 and R2 goi ng through the VP2-
VP5 path within the Optical domain while the optimal path would
actually be the one going thought the VP1-VP4 sub-path (with cost
50) within the Optical donain.

I nst ead, using the approach proposed in this document, the
Orchestrator, when it needs to setup an end-to-end path, it can
request the Optical domain controller to conpute a set of optinal
paths (e.g., for VP1-VP4 and VP2-VP5) and take deci sions based on
the information received:

0 When setting up a 5 Gb/s path between routers Rl and R2, the
Optical domain controller may report only the VP1-VP4 path as the
only feasible path: the Orchestrator can successfully setup the
end-to-end path passing though this Optical path;

0 When setting up a 1 Gb/s path between routers RL and R2, the
Optical domain controller (knowing that the path requires only 1
Go/s) can report both the VP1-VP4 path, with cost 50, and the
VP2-VP5 path, with cost 65. The Orchestrator can then compute the
optimal path which is passing thought the VP1-VP4 sub-path (with
cost 50) within the Optical donain.

Consi dering the dynanmicity of the connectivity constraints of an

Optical domain, it is possible that a path conputed by the Optica
domai n controller when requested by the Orchestrator is no | onger
valid when the Orchestrator requests it to be setup up

It is worth noting that with the approach proposed in this docunent,
the likelihood for this issue to happen can be quite small since the
ti me wi ndow between the path conmputation request and the path setup
request should be quite short (especially if conmpared with the time
that woul d be needed to update the information of a very detailed
abstract connectivity matrix).

If this risk is still not acceptable, the Ochestrator nmay al so

optionally request the Optical domain controller not only to conpute
the path but also to keep track of its resources (e.g., these
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resources can be reserved to avoid being used by any other
connection). In this case, some mechanism(e.g., a timeout) needs to
be defined to avoid having stranded resources within the Optica
donai n.

These issues and solutions can be fine-tuned during the design of
the Pat h Conputati on AP

2.1.2. Route Diverse |IP Services
This is for further study.
2.2. Multi-domain Optical Networks

In this use case there are two optical domains which are
i nterconnected together by nmultiple inter-domains |inks.

Mul ti-domain nulti-link interconnection

(only in PDF version)

Figure 5 - Multi-domain nulti-link interconnection
In order to setup an end-to-end nulti-domain Optical path (e.g.

bet ween nodes A and H), the orchestrator needs to know the
feasibility or the cost of the possible optical paths within the two
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optical domains, which depend fromthe current status of the
physi cal resources within each optical network and on vendor -
specific optical attributes (which my be different in the two
domains if they are provided by different vendors).

There is a trade-off between having the Orchestrator’s PCE being
able to take path conputation decisions by its own versus having the
Orchestrator being able to ask the Domain Controllers to provide a
set of feasible optimal optical paths.

Orchestrator could want to sel ect/optinize end-to-end path based on
abstract topology information provided by the domain controllers.
For exanpl e:

0 Need to conpute a path between A and H

0 That path can go through inter-domain Iink CE or through inter-
domain link DF

0 Orchestrator’s PCE, based on its own information, can conpute the
optimal multi-domain path being A-B-CE-GH

0 But, during path setup, the donain controller may find out that
A-B-Cis not optically feasible, while only the path A-B-Dis
feasi bl e

o0 So what the hierarchical controller computed is not good and need
to re-start the path conputation from scratch

As discussed in section 3.1, providing nore extensive abstract
information fromthe Optical domain controllers to the nmulti-domain
Orchestator may lead to scalability problens.

Alternatively the Orchestrator can request the Optical donain
controllers to conpute a set of optimal paths and take deci sions
based on the information received. For exanple:

0 Need to conpute a path between A and H

0 The O chestrator asks Optical domain controllers to provide set
of paths between A-C, A-D, E-H and F-H

0 Optical domain controllers return a set of feasible paths with
the associated costs: the path A-C woul d not be part of this set
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0 The Orchestrator will select the path A-B-D-F-GH since it is the
only feasible path and then request the Optical domain
controllers to setup the A-B-D and F-G H pat hs

o |If there are multiple feasible paths, the Orchestrator can sel ect
the optinmal path knowi ng the cost of the intra-donain paths
(provided by the Optical domain controllers) and the cost of the
i nter-domain |inks (known by the Orchestrator)

In a sense this is sinlar to the problem of routing and wavel ength
assignnent within an Optical domain. It is possible to do first
routing (step 1) and then wavel ength assignment (step 2), but the
chances of ending up with a good path is low Alternatively, it is
possi ble to do conbined routing and wavel engt h assi gnment, which is
known to be a nore optimal and effective way for Optical path setup
Simlarly, it is possible to first conpute an abstract end-to-end
path within the nulti-donmain Ochestrator (step 1) and then conpute
an intra-domain path within each Optical donmain (step 2), but there
are nore chances not to find a path or to get a suboptimal path that
perform ng per-domain path computation and then stitch them

The approach to request each Optical domain controllers to conpute a
set of optimal paths and take decisions based on the information
received may still have some scalability issues when the nunber of
Optical domains is quite big (e.g. 20).

In this case, it would be worthwhile conbining the two approaches and
use the abstract topol ogy information provided by the domain
controllers to linit the nunber of potential optimal end-to-end paths
and then the Path Conputation to decide what is the optinmal path
within this limted set.
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Mul ti-domain with many domai ns
(Topol ogy i nformation)

(only in PDF version)

Figure 6 - Multi-domain with nmany donmai ns (Topol ogy infornation)

An exanpl e can be described considering multi-domain abstract

topol ogy shown in Figure 6. In this exanple an end-to-end Optica
pat h between domains A and F needs to be setup. The transit domain
shoul d be sel ected between domains B, C, D and E

The actual cost of each intra-domain path is not known a priori from
the abstract topol ogy informati on. The Orchestrator only knows the
feasibility of some intra-domain paths and sone upper-bound and/ or

| ower - bound cost information. Wth this information, together wth
the cost of inter-domain |inks, the Orchestrator can decide that:

o Donain B cannot be selected as the path connecting donains A and
E is not feasible;

0 Domain E cannot be selected as a transit domain since it is know
fromthe abstract topology information provided by donmain
controllers that the cost of the nulti-domain path A-E-F (which
is 100, in the best case) will be always be higher than the cost
of the multi-domain paths A-D-F (which is 90, in the worst case)
and A-E-F (which is 80, in the worst case)

Therefore, the Ochestrator can decide by its own that the optinal
mul ti-domain path could be either AAD-F or A-E-F.

The Orchestrator can therefore request only the Optical domain
controllers A, D, E and F to provide a set of optimal paths.
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Mul ti-domain with many domai ns
(Path Computation infornmation)

(only in PDF version)

Figure 7 - Multi-domain with many domains (Path Conputation
i nformation)

Based on these requests, the O chestrator can know the actual cost
of each intra-domain paths which belongs to potential optiml end-
to-end paths, as shown in Figure 7, and then conpute the opti nal
end-to-end path (e.g., A-D-F, having total cost of 50, instead of A-
C-F having a total cost of 70).

2.3. Data center interconnections
In these use case, there is an Optical domain which is used to

provi de connectivity between data centers which are connected with
the Optical domains using access |inks.
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Data Center |nterconnection Use Case

(only in PDF version)

Figure 8 - Data Center Interconnection Use Case

In this use case, a virtual machine within Data Center 1 (DCl) needs
to transfer data to another virtual machi ne that can reside either
in DC2 or in DC3.

The optinmal decision depends both on the cost of the optical path
(DC1-DC2 or DC1-DC3) and of the conmputing power (data center
resources) within DC2 or DC3.

The C oud Orchestrator may not be able to make this decision because
it has only an abstract view of the optical network (as in use case
in 3.1).

The cl oud orchestrator can request to the Optical domain controller
to compute the cost of the possible optical paths (e.g., DCl-DC2 and
DC1-DC3) and to the DC controller to conpute the cost of the
conputing power (DC resources) within DC2 and DC3 and then it can
take the deci sion about the optinal solution based on this
information and its policy.

Busi, Belotti, et al. Expires January 7, 2017 [ Page 15]



Internet-Draft Pat h Conputation API July 2016

3.

5.

Security Considerations

This is for further study

| ANA Consi derati ons

Thi s docunent requires no | ANA actions.

Ref er ences

5.1. Nornmative References

[ RFC7446] Lee, Y. et al., "Routing and Wavel ength Assi gnnent
I nformation Model for Wavel ength Switched Optica
Net wor ks", RFC 7446, February 2015.

5.2. Informative References

[TE-TOPQ Liu, X et al., "YANG Data Model for TE Topol ogi es"
draft-ietf-teas-yang-te-topo, work in progress.

[L1-TOPQ Zhang, X. et al., "A YANG Data Mdel for Layer 1 (ODU)
Net wor k Topol ogy"”, draft-zhang-ccanp-I1-topo-yang, work in
progress.

[ TE- TUNNEL] Xhang, X. et al., "A YANG Data Mddel for Traffic

Engi neering Tunnels and Interfaces", draft-ietf-teas-yang-
te, work in progress.

[ TE- | NTERCONNECT] Farrel, A et al., "Problem Statement and
Architecture for Informati on Exchange Between
I nterconnected Traffic Engi neered Networks", draft-ietf-
t eas-i nterconnect ed-te-info-exchange, work in progress.
Acknowl edgnent s

The authors would like to thank Igor Bryskin and Xi an Zhang for
participating in discussions and providi ng val uabl e insights.

Thi s docunent was prepared using 2-Wrd-v2.0.tenplate. dot.

Busi, Belotti, et al. Expires January 7, 2017 [ Page 16]



Internet-Draft

Contributors

D eter

Noki a

Emai | :

Aut hor s’

Ital o Busi
Huawei

Emai |l :

Bel | er

Addr esses

Sergi o Belotti
Noki a

Emai | :

Vi ctor

Tel ef oni ca

Emai | :

GCscar

Tel ef oni ca

Emai |l :

Lopez

Anur ag Shar ma
I nfinera

Emai |l :

Yan Shi
Chi na Uni com

Emmi |l :

Ricard Vilalta
CTTC

Emai |l :

Busi ,

Belotti,

et al.

Pat h Conputation API

di eter. bel | er @oki a. com

i tal 0. busi @Guawei . com

sergi 0. bel otti @oki a. com

vi ctor. | opezal varez@ el ef oni ca. com

Gonzal ez de Di os

oscar . gonzal ezdedi os@ el ef oni ca. com

AnShar na@ nf i ner a. com

shi yan49@hi nauni com cn

ricard.vilalta@ttc. es

Expi res January 7, 2017

July 2016

[ Page 17]



Internet-Draft Pat h Conputation API July 2016

Kart hi k Set hur anan
NEC
Emai | : karthi k. set huraman@ecam com

Busi, Belotti, et al. Expires January 7, 2017 [ Page 18]






