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Abstract

There are scenarios, typically in a hierarchical SDN context, in
whi ch an orchestrator may not have detailed information to be able
to performan end-to-end path conputation and woul d need to request
| ower |ayer/domain controllers to calculate sone (partial) feasible
pat hs.

Mul tiple protocol solutions can be used for comuni cation between
different controller hierarchical levels. This document assunes that
the controllers are conmuni cati ng usi ng YANG based protocols (e.g.
NETCONF or RESTCONF).

Thi s docunment describes sonme use cases for a YANG nodel to request
pat h conput ati on.
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1. Introduction

There are scenarios, typically in a hierarchical SDN context, in
whi ch an orchestrator may not have detailed information to be able
to performan end-to-end path conputation and would need to request
| ower |ayer/domain controllers to calculate sone (partial) feasible
pat hs.

When we are thinking to this type of scenarios we have in nind
specific level of interfaces on which this request can be appli ed.

We can reference ABNO Control Interface [ RFC7491] in which an
Application Service Coordinator can request ABNO controller to take
in charge path calculation (see Figure 1 in the RFC) and/or ACTN

[ ACTN-franme],where controller hierarchy is defined, the need for
pat h conputation arises on both interfaces CM (interface between
Customer Network Controller(CNC) and Multi Donmin Service

Coordi nator (MDSC)) and/or MPI (interface between MSDC PNC). [ ACTN-
Info] describes an information nodel for the Path Conputation
request.

Mul tiple protocol solutions can be used for comuni cati on between
different controller hierarchical levels. This document assunes that
the controllers are conmmuni cati ng usi ng YANG based protocols (e.qg.
NETCONF or RESTCONF) .
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Pat h Conmputation Elenents, Controllers and Orchestrators perform
their operations based on Traffic Engineering Databases (TED). Such
TEDs can be described, in a technol ogy agnostic way, with the YANG
Data Mbdel for TE Topol ogies [TE-TOPQ . Furthernore, the technol ogy
specific details of the TED are nodel ed in the augnented TE topol ogy
nodel s (e.g. [L1-TOPQ for Layer-1 ODU technol ogies).

The availability of such topol ogy nodels allows providing the TED
usi ng YANG based protocols (e.g., NETCONF or RESTCONF). Furthernore,
it enables a PCE/ Controller perform ng the necessary abstractions or
nodi fi cations and offering this custoni zed topol ogy to anot her

PCE/ Control Il er or high | evel orchestrator

The tunnels that can be provided over the networks described with
the topol ogy nodel s can be al so set-up, deleted and nodified via
YANG based protocols (e.g., NETCONF or RESTCONF)using the TE-Tunne
Yang nodel [ TE- TUNNEL].

Thi s docunment describes sone use cases where a path conputation
request, via YANG based protocols (e.g., NETCONF or RESTCONF), can
be needed.

2. Use Cases

This section presents different use cases, where an orchestrator
needs to request underlying SDN controllers for path conputation

The presented uses cases have been grouped, depending on the

di fferent underlying topologies: a) IP-Optical integration; b)
Mul ti-domain Traffic Engi neered (TE) Networks; and c) Data center
i nt erconnecti ons.

2.1. IP-Optical integration
In these use cases, an Optical domain is used to provide

connectivity between | P routers which are connected with the Optica
domai ns using access links (see Figure 1).
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| P+Opti cal Use Cases

(only in PDF version)

Figure 1 - IP+Optical Use Cases

It is assuned that the Optical domain controller provides to the
orchestrator an abstracted view of the Optical network. A possible
abstraction shall be representing the optical domain as one "virtual
node" with "virtual ports" connected to the access |inks.

The path conputation request hel ps the orchestrator to know which
are the real connections that can be provided at the optical domain.
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| P+Opti cal Topol ogy Abstraction

(only in PDF version)

Figure 2 - 1 P+Optical Topol ogy Abstraction
2.1.1. Inter-layer path conputation

In this use case, the orchestrator needs to setup an optimal path
between two I P routers Rl and R2.

As depicted in Figure 2, the Orchestrator has only an "abstracted
view' of the physical network, and it does not know the feasibility
or the cost of the possible optical paths (e.g., VPl-VP4 and VP2-
VP5), which depend fromthe current status of the physical resources
within the optical network and on vendor-specific optica

attributes.

The orchestrator can request the underlying Optical donain
controller to conpute a set of potential optimal paths, taking into
account optical constraints. Then, based on its own constraints,
policy and know edge (e.g. cost of the access links), it can choose
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whi ch one of these potential paths to use to setup the optinmal e2e
pat h crossing optical network.

| P+Opti cal Path Conputation Exanple

(only in PDF version)

Figure 3 - I P+Optical Path Conputation Exanple

For exanple, in Figure 3, the Ochestrator can request the Optical

domai n controller to conpute the paths between VP1-VP4 and VP2-VP5
and then decide to setup the optimal end-to-end path using the VP2-
VP5 Optical path even this is not the optimal path fromthe Optica
domai n perspective

Consi dering the dynam city of the connectivity constraints of an

Optical donmain, it is possible that a path conputed by the Optica
domai n controller when requested by the Orchestrator is no |onger
valid when the Orchestrator requests it to be setup up

It is worth noting that with the approach proposed in this docunent,
the likelihood for this issue to happen can be quite snmall since the
ti me wi ndow between the path conputation request and the path setup
request should be quite short (especially if conpared with the tine
that woul d be needed to update the information of a very detail ed
abstract connectivity matrix).

If this risk is still not acceptable, the Orchestrator nay al so
optionally request the Optical domain controller not only to conpute
the path but also to keep track of its resources (e.g., these
resources can be reserved to avoid being used by any other
connection). In this case, some mechanism(e.g., a timeout) needs to
be defined to avoid having stranded resources within the Optica
donai n.

These issues and solutions can be fine-tuned during the design of
the YANG nodel for requesting Path Conputation
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2.1.2. Route Diverse |IP Services
This is for further study.
2.2. Multi-domai n TE Networks

In this use case there are two TE donmmi ns which are interconnected
together by multiple inter-domains |inks.

A possi bl e exanple could be a nmulti-domain optical network.

Mul ti-domain nulti-link interconnection

(only in PDF version)

Figure 4 - Multi-domain nulti-link interconnection

In order to setup an end-to-end multi-domain TEpath (e.g., between
nodes A and H), the orchestrator needs to know the feasibility or
the cost of the possible TE paths within the two TE domai ns, which
depend fromthe current status of the physical resources wthin each
TE network. This is nore challenging in case of optical networks
because the optinmal paths depend al so on vendor-specific optica
attributes (which may be different in the two donains if they are
provided by different vendors).
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In order to setup a multi-domain TE path (e.g., between nodes A and
H), Orchestrator can request the TE domain controllers to conpute a
set of intra-domain optiml paths and take deci sions based on the

i nformati on received. For exanple:

0 The O chestrator asks TE donain controllers to provide set of
pat hs between A-C, A-D, E-H and F-H

o0 TE domain controllers return a set of feasible paths with the
associ ated costs: the path A-Cis not part of this set(in optica
networks, it is typical to have sonme paths not being feasible due
to optical constraints that are known only by the optical domain
controller)

0 The O chestrator will select the path A- DF- Hsince it is the
only feasible nulti-domain path and then request the TE domain
controllers to setup the A-D and F-H intra-domain paths

o If there are nultiple feasible paths, the Orchestrator can sel ect
the optimal path knowi ng the cost of the intra-donain paths
(provided by the TE domain controllers) and the cost of the
i nter-domain |inks (known by the O chestrator)

This approach nmay have sone scalability issues when the nunber of TE
domains is quite big (e.g. 20).

In this case, it would be worthwhile using the abstract TE topol ogy

i nformati on provided by the domain controllers to linmt the nunber of
potential optimal end-to-end paths and then request path conputation
to fewer donmain controllers in order to decide what the optimal path
within this linmted set is.

For nore details, see section 3.3.
2.3. Data center interconnections
In these use case, there is an TE domain which is used to provide

connectivity between data centers which are connected with the TE
domai n using access |inks.
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Dat a Center |nterconnection Use Case

(only in PDF version)

Figure 5 - Data Center Interconnection Use Case

In this use case, a virtual machine within Data Center 1 (DCl) needs
to transfer data to another virtual nachine that can reside either
in DC2 or in DC3.

The optimal decision depends both on the cost of the TE path (DCl-
DC2 or DC1-DC3) and of the conputing power (data center resources)
within DC2 or DC3.

The O oud Orchestrator may not be able to make this decision because
it has only an abstract view of the TE network (as in use case in
2.1).

The cl oud orchestrator can request to the TE donain controller to
comput e the cost of the possible TE paths (e.g., DCl-DC2 and DC1-
DC3) and to the DC controller to conpute the cost of the computing
power (DC resources) within DC2 and DC3 and then it can take the
deci si on about the optimal solution based on this infornmation and
its policy.
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3.

Interactions with TE Topol ogy

The use cases described in section 2 have been descri bed assuni ng
that the topol ogy view exported by each underlying SDN controller to
the orchestrator is aggregated using the "virtual node nodel "
defined in [ RFC7926] .

TE Topol ogy information, e.g., as provided by [TE-TOPQ, could in
theory be used by an underlying SDN controllers to provide TE
information to the orchestrator thus allowing the Path Conputation
El ement (PCE) within the Orchestrator to performnulti-domain path
conmputation by its own, wi thout requesting path conputations to the
underlying SDN controllers.

This section anal yzes the need for an orchestrator to request
underlying SDN controllers for path conputation even in these
scenarios as well as how the TE Topol ogy informati on and the path
conputation can be conpl enentary.

In nutshell, there is a scalability trade-off between providing all
the TE informati on needed by the Orchestrator’s PCE to take opti nmal
pat h conputation decisions by its own versus requesting the
Orchestrator to ask to too many underlying SDN Donmain Controllers a
set of feasible optinmal intra-domain TE pat hs.

3.1. TE Topol ogy Aggregation using the "virtual |ink nodel"

Usi ng the TE Topol ogy nodel, as defined in [TE-TOPQ, the underlying
SDN controller can export the whole TE donmain as a single abstract
TE node with a "detailed connectivity matrix", which extends the
"connectivity matrix", defined in [RFC7446], with specific TE
attributes (e.g., delay, SRLGs and summary TE netrics).

The information provided by the "detail ed abstract connectivity
mat ri x" woul d be equivalent to the information that should be
provided by "virtual link nodel" as defined in [ RFC 7926].

For exanple, in the IP-Optical integration use case, described in
section 2.1, the Optical domain controller can make the information
shown in Figure 3 available to the Ochestrator as part of the TE
Topol ogy information and the Orchestrator could use this information
to calculate by its own the optinal path between routers RL and R2,
wi t hout requesting any additional information to the Optical Donmain
Controller.
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However, there is a tradeoff between the accuracy (i.e., providing
"all" the information that m ght be needed by the Orchestrator’s
PCE) and scalability to be considered when designing the amount of
information to provide within the "detail ed abstract connectivity
matri x".

Fi gure 6 bel ow shows anot her exanple, simlar to Figure 3, where
there are two possible Optical paths between VP1 and VP4 with
different properties (e.g., avail able bandw dth and cost).

| P+Opti cal Path Conputation Exanple
with multiple choices

(only in PDF version)

Figure 6 - I P+Optical Path Conputation Exanple with nultiple choices

Reporting all the information, as in Figure 6, using the "detailed
abstract connectivity matrix", is quite challenging froma

scal ability perspective. The anount of this information is not just
based on nunber of end points (which would scal e as N-square), but

al so on many other paraneters, including client rate, user
constraints / policies for the service, e.g. max latency < N ns, nax
cost, etc., exclusion policies to route around busy I|inks, nmin OSNR
margi n, max preFEC BER etc. All these constraints could be different
based on connectivity requirements.

It is also worth noting that the "connectivity matri x" has been
originally defined in WS0ON, [RFC7446] to report the connectivity
constrains of a physical node within the WDM network: the
information it contains is pretty "static" and therefore, once taken
and stored in the TE data base, it can be al ways bei ng consi dered
valid and up-to-date in path conputation request.

Using the "connectivity matrix" with an abstract node to abstract

the information regardi ng the connectivity constraints of an Opti cal
domai n, would nake this information nore "dynanic" since the
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connectivity constraints of an Optical domain can change over tine
because sone optical paths that are feasible at a given tinme my
becone unfeasible at a later tinme when e.g., another optical path is
established. The information in the "detail ed abstract connectivity
matri x" is even nore dynam ¢ since the establishnent of another
optical path nmay change sone of the paraneters (e.g., delay or
avai |l abl e bandwi dth) in the "detail ed abstract connectivity matrix"
whi l e not changing the feasibility of the path.

"Connectivity matrix" is sonetimes confused with optical reach table
that contain nmultiple (e.g. k-shortest) regen-free reachabl e paths
for every A-Z node conbination in the network. Optical reach tables
can be calculated offline, utilizing vendor optical design and

pl anni ng tool s, and periodically uploaded to the Controller: these
optical path reach tables are fairly static. However, to get the
connectivity matrix, between any two sites, either a regen free path
can be used, if one is available, or nmultiple regen free paths are
concatenated to get fromsrc to dest, which can be a very |arge
conbi nation. Additionally, when the optical path within optica
domai n needs to be conmputed, it can result in different paths based
on input objective, constraints, and network conditions. |In summary,
even though "optical reachability table” is fairly static, which
regen free paths to build the connectivity matri x between any source
and destination is very dynamic, and is done using very

sophi sticated routing al gorithns.

There is therefore the need to keep the information in the
"connectivity matrix" updated which nmeans that there another
tradeof f between the accuracy (i.e., providing "all" the information
that m ght be needed by the Orchestrator’'s PCE) and havi ng up-to-
date information. The nore the information is provided and the
longer it takes to keep it up-to-date which increases the likelihood
that the O chestrator’s PCE conputes paths using not updated

i nformati on.

It seens therefore quite challenging to have a "detail ed abstract
connectivity matrix" that provides accurate, scal able and updated
information to allow the Orchestrator’s PCE to take optinal
decisions by its own.

If the information in the "detail ed abstract connectivity matrix" is

not conpl ete/accurate, we can have the foll ow ng drawbacks
considering for exanple the case in Figure 6
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o If only the VP1-VP4 path with avail able bandwi dth of 2 Gb/s and
cost 50 is reported, the Ochestrator’s PCE will fail to conpute
a 5 Gb/s path between routers Rl and R2, although this would be
f easi bl e;

o If only the VP1-VP4 path with avail abl e bandwi dth of 10 Go/s and
cost 60 is reported, the Orchestrator’s PCE will conpute, as
optimal, the 1 Gb/s path between RL and R2 goi ng through the VP2-
VP5 path within the Optical domain while the optimal path woul d
actually be the one going thought the VP1-VP4 sub-path (w th cost
50) within the Optical donain.

I nst ead, using the approach proposed in this docunment, the

O chestrator, when it needs to setup an end-to-end path, it can
request the Optical domain controller to conpute a set of optinal
paths (e.g., for VP1-VP4 and VP2-VP5) and take deci sions based on
the information received:

0 When setting up a 5 Gb/s path between routers RL and R2, the
Optical domain controller may report only the VP1-VP4 path as the
only feasible path: the Orchestrator can successfully setup the
end-to-end path passing though this Optical path;

0 When setting up a 1 Gb/s path between routers RL and R2, the
Optical domain controller (knowing that the path requires only 1
Go/s) can report both the VP1-VP4 path, with cost 50, and the
VP2-VP5 path, with cost 65. The Orchestrator can then compute the
optimal path which is passing thought the VP1-VP4 sub-path (wth
cost 50) within the Optical donain.

3.2. TE Topol ogy Abstraction

Usi ng the TE Topol ogy nodel, as defined in [TE-TOPQ, the underlying
SDN controll er can export an abstract TE Topol ogy, conposed by a set
of TE nodes and TE links, which are abstracting the topol ogy
controll ed by each donmain controller.

Consi dering the exanple in Figure 4, the TE donain controller 1 can
export a TE Topol ogy enconpassing the TE nodes A, B, C and D and the
TE Link interconnecting them In a simlar way, TE domain controller
2 can export a TE Topol ogy enconpassing the TE nodes E, F, G and H
and the TE Link interconnecting them

In this exanple, for sinplicity reasons, each abstract TE node naps
wi th each physical node, but this is not necessary.
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In order to setup a multi-domain TE path (e.g., between nodes A and
H), the Ochestrator can conpute by its own an optimal end-to-end
pat h based on the abstract TE topol ogy information provided by the
domai n controllers. For exanple:

0 Ochestrator’'s PCE, based on its own information, can conpute the
optinmal rmulti-domain path being A-B-C-E-G H, and then request the
TE domain controllers to setup the A-B-C and E-G H intra-donain
pat hs

0 But, during path setup, the donmain controller may find out that
A-B-C intra-donmain path is not feasible (as discussed in section
2.2, in optical networks it is typical to have sone paths not
bei ng feasible due to optical constraints that are known only by
the optical domain controller), while only the path A-B-Dis
feasi bl e

0 So what the hierarchical controller conmputed is not good and need
to re-start the path conputation from scratch

As discussed in section 3.1, providing nore extensive abstract
informati on fromthe TE domain controllers to the nmulti-domain
Orchestator nay lead to scalability problens.

In a sense this is sinlar to the problemof routing and wavel ength
assignnent within an Optical domain. It is possible to do first
routing (step 1) and then wavel ength assignment (step 2), but the
chances of ending up with a good path is low Alternatively, it is
possi ble to do conbined routing and wavel ength assi gnnment, which is
known to be a nore optinal and effective way for Optical path setup
Simlarly, it is possible to first conpute an abstract end-to-end
path within the multi-domain Ochestrator (step 1) and then conpute
an intra-domain path within each Optical domain (step 2), but there
are nore chances not to find a path or to get a suboptimal path that
perform ng per-domain path conputation and then stitch them

3.3. Conpl enentary use of TE topology and path conputation

As discussed in section 2.2, there are sone scalability issues with
pat h conputation requests in a nulti-domain TE network with many TE
domains, in terns of the nunber of requests to send to the TE donmain
controllers. It would therefore be worthwhile using the TE topol ogy
i nformation provided by the domain controllers to linit the number
of requests.
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An exanpl e can be described considering the multi-domain abstract
topol ogy shown in Figure 7. In this exanple, an end-to-end TE path
bet ween domai ns A and F needs to be setup. The transit domain shoul d
be sel ected between domains B, C, D and E

Mul ti-domain with nany domai ns
(Topol ogy i nfornation)

(only in PDF version)

Figure 7 - Multi-domain with many domai ns (Topol ogy infornmation)

The actual cost of each intra-donmain path is not known a priori from
the abstract topol ogy information. The Orchestrator only knows, from
the TE topol ogy provided by the underlying domain controllers, the
feasibility of some intra-domain paths and sone upper-bound and/ or

| ower - bound cost information. Wth this information, together wth
the cost of inter-domain |links, the Orchestrator can understand by
its own that:

o Domain B cannot be selected as the path connecting domains A and
E is not feasible;

o Domain E cannot be selected as a transit domain since it is know
fromthe abstract topology infornmation provided by donain
controllers that the cost of the multi-domain path A-E-F (which
is 100, in the best case) will be always be higher than the cost
of the nmulti-domain paths A-D-F (which is 90, in the worst case)
and A-E-F (which is 80, in the worst case)

Therefore, the Orchestrator can understand by its own that the
optimal rmulti-domain path could be either A-D-F or A-E-F but it
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4.

cannot known whi ch one of the two possible option actually provides
the optimal end-to-end path.

The Orchestrator can therefore request path computation only to the
TE domain controllers A, D, E and F (and not to all the possible TE
domai n controllers).

Mul ti-domain with many domai ns
(Path Computation infornmation)

(only in PDF version)

Figure 8 - Multi-domain with nmany domai ns (Path Conputation
i nformation)

Based on these requests, the O chestrator can know the actual cost
of each intra-domain paths which belongs to potential optiml end-
to-end paths, as shown in Figure 8, and then conpute the opti nal
end-to-end path (e.g., A-D-F, having total cost of 50, instead of A-
C-F having a total cost of 70).

Motivation for a YANG Model

4.1. Benefits of commobn data nodel s

Pat h conmputation requests should be closely aligned with the YANG

data nodel s that provide (abstract) TE topol ogy information, i.e.
[TE-TOPQ as well as that are used to configure and nanage TE
Tunnel s, i.e., [TE-TUNNEL]. Otherw se, an error-prone mappi ng or

correlation of information would be required. For instance, there is
benefit in using the sane endpoint identifiers in path conputation
requests and in the topology nodeling. Also, the attributes used in
pat h conputation constraints could use the same or sinilar data
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nodel s. As a result, there are nmany benefits in aligning path
conputation requests with YANG nodels for TE topol ogy information
and TE Tunnel s configuration and managenent.

4.2. Benefits of a single interface

A typical use case for path conputation requests is the interface
bet ween an orchestrator and a domain controller. The system
integration effort is typically lower if a single, consistent
interface is used between such systens, i.e., one data nodeling

| anguage (i.e., YANG and a common protocol (e.g., NETCONF or
RESTCONF) .

Practical benefits of using a single, consistent interface include:

1. Sinple authentication and authorization: The interface between
di fferent conponents has to be secured. If different protocols
have different security nechani sns, ensuring a conmpbn access
control nodel may result in overhead. For instance, there may
be a need to deal with different security nechanisns, e.g.
different credentials or keys. This can result in increased
integration effort.

2. Consistency: Keeping data consistent over nultiple different
interfaces or protocols is not trivial. For instance, the
sequence of actions can matter in certain use cases, or
transacti on semantics could be desired. While ensuring
consi stency within one protocol can already be challenging, it
is typically cunbersome to achieve that across different
pr ot ocol s.

3. Testing: Systemintegration requires conprehensive testing,

i ncluding corner cases. The nore different technol ogies are
i nvol ved, the nmore difficult it is to run conprehensive test
cases and ensure proper integration

4. M ddle-box friendliness: Provider and consumer of path
conputation requests may be | ocated in different networks, and
m ddl e- boxes such as firewalls, NATs, or |oad bal ancers may be
depl oyed. In such environments it is sinmpler to deploy a single
protocol. Also, it may be easier to debug connectivity
probl ens.

5. Tooling reuse: Inplementers may want to inplenent path
conputation requests with tools and libraries that already
exist in controllers and/or orchestrators, e.g., |everaging the
rapi dly growi ng eco-systemfor YANG tooling.
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4.3. Extensibility

Path conmputation is only a subset of the typical functionality of a
controller. In many use cases, issuing path conputation requests
comes along with the need to access other functionality on the sane
system |In addition to obtaining TE topol ogy, for instance al so
configuration of services (setup/nodification/deletion) nmay be
requi red, as well as:

1. Receiving notifications for topol ogy changes as well as
integration with fault nanagenent

2. Performance nanagenent such as retrieving nonitoring and
telenmetry data

3. Service assurance, e.g., by triggering OAM functionality

4. Other fulfilment and provisioning actions beyond tunnels and
services, such as changi ng QoS configurations

YANG is a very extensible and fl exi bl e data nodel i ng | anguage t hat
can be used for all these use cases.

Addi ng support for path conputation requests to YANG nodels woul d
seam essly conplenent with [ TE-TOPQl and [ TE- TUNNEL] in the use
cases where YANG based protocols (e.g., NETCONF or RESTCONF) are
used.

5. Path Optinization Request
This is for further study

6. YANG Model for requesting Path Conputation
Wirk on extendi ng the TE Tunnel YANG nodel to support the need to
request path conputation has recently started also in the context of
the [ TE- TUNNEL] draft.
It is possible to request path conmputation by configuring a
"conpute-only" TE tunnel and retrieving the conputed path(s) in the
LSP(s) Record-Route Object (RRO list as described in [ TE- TUNNEL].
This is a stateful solution since the state of each created
"conpute-only" TE tunnel needs to be mmintained and updated, when
under | yi ng network conditions change.
The need also for a statel ess solution, based on an RPC, has been

recogni zed
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The YANG nodel to support stateless RPC is for further study.
7. Security Considerations
This is for further study
8. | ANA Consi derations
Thi s docunment requires no | ANA actions.
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