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Abst ract

Thi s docunment anal yzes the problem of multi-provider nulti-domain
orchestration, by first scoping the problem then |ooking into
potential architectural approaches, and finally describing the

sol utions bei ng devel oped by the European 5GEx and 5G TRANSFORMER
proj ects.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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1. Introduction

The tel ecomuni cations sector is experiencing a major revolution that
wi Il shape the way networks and services are designed and depl oyed
for the next decade. W are witnessing an explosion in the nunber of
applications and services demanded by users, which are nowreally
capabl e of accessing themon the nove. In order to cope with such a
demand, some network operators are | ooking at the cloud conputing

par adi gm which enabl es a potential reduction of the overall costs by
out sourci ng comruni cation services fromspecific hardware in the
operator’s core to server farms scattered in datacenters. These
services have different characteristics if conpared with conventiona
IT services that have to be taken into account in this cloudification
process. Also the transport network is affected in that it is
evolving to a nore sophisticated formof |IP architecture with trends
|i ke separation of control and data plane traffic, and nore fine-

grai ned forwardi ng of packets (beyond | ooking at the destination IP
address) in the network to fulfill new business and service goals.

Virtualization of functions also provides operators with tools to
depl oy new services nmuch faster, as conpared to the traditional use
of monolithic and tightly integrated dedicated nachinery. As a
natural next step, nobile network operators need to re-think howto
evol ve their existing network infrastructures and how to depl oy new
ones to address the chall enges posed by the increasing customners’
demands, as well as by the huge conpetition anmong operators. Al
these changes are triggering the need for a nodification in the way
operators and infrastructure providers operate their networks, as
they need to significantly reduce the costs incurred in deploying a
new service and operating it. Sone of the nechanisns that are being
consi dered and al ready adopted by operators include: sharing of
network infrastructure to reduce costs, virtualization of core
servers running in data centers as a way of supporting their | oad-
aware el astic dinmensioning, and dynamic energy policies to reduce the
monthly electricity bill. However, this has proved to be tough to
put in practice, and not enough. Indeed, it is not easy to depl oy
new nechani sns in a running operational network due to the high
dependency on proprietary (and sonetime obscure) protocols and

i nterfaces, which are conplex to nanage and often require configuring
multiple devices in a decentralized way.

Furt hernmore, 5G networks are being designed to be capabl e of
fulfilling the needs of a plethora of vertical industries (e.g.

aut onotive, eHealth, nedia), which have a wide variety of

requi renents [ngmm_5g whitepaper]. The slicing concept tries to make
the network of the provider aware of the business needs of tenants
(e.g., vertical industries) by custonizing the share of the network
assigned to them The termnetwork slice was coined to refer to a
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compl ete | ogi cal network conposed of network functions and the
resources to run them[ngm_slicing]. These resources include

net wor k, storage, and conputing. The way in which services requested
by custonmers of the provider are assigned to slices depends on
custoner needs and provider policies. The systemnust be flexible to
acconmpdate a variety of options.

Anot her characteristic of current and future tel ecomunication
networks is conplexity. It cones fromthree main aspects. First,
het er ogeneous technol ogi es are often separated in nultiple domains
under the supervision of different network nmanagers, which exchange
provi sioning orders that are manually handl ed. This does not only
happen between different operators, but also inside the network of
the sane operator. Second, the different regional scope of each
operator requires peering with others to extend their reach. And
third, the increasing variety of interaction anong specialized
providers (e.g., nobile operator, cloud service provider, transport
net work provider) that conplenment each other to satisfy the service
requests fromcustoners. In conclusion, realizing the slicing vision
to adapt the network to needs of verticals will require handling
mul ti-provider and nulti-domain aspects.

Additionally, Network Function Virtualization (NFV) and Software

Defi ned Networking (SDN) are changing the way the tel ecommuni cations
sector will deploy, extend and operate its networks. Together, they
bring the required programmability and flexibility. Moreover, these

concepts and network slicing are tightly related. 1In fact, slices
may be inplenented as NFV network services. However, building a
conpl ete end-to-end logical network will likely require stitching

services offered by nultiple domains fromnultiple providers. This
is why nulti-domain network virtualization is crucial in 5G networks.

2. Term nol ogy

The following ternms used in this docunent are defined by the ETSI NVF
I SG and the ONF and the | ETF:

NFV I nfrastructure (NFVI): totality of all hardware and software
components which build up the environment in which VNFs are
depl oyed

NFV Managenent and Orchestration (NFV-MANO): functions
collectively provided by NFVO VNFM and VIM

NFV Orchestrator (NFVO: functional block that nanages the Network

Service (NS) lifecycle and coordi nates t he managenent of NS
lifecycle, VNF |ifecycle (supported by the VNFM and NFVI
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3.

resources (supported by the VIM to ensure an optinized allocation
of the necessary resources and connectivity.

Net work Service Orchestration (NSO : function responsible for the
Net work Service |ifecycle managenent, including operations such
as: On-board Network Service, Instantiate Network Service, Scale
Net wor k Service, Update Network Service, etc.

OpenFl ow protocol (OFP): allow ng vendor independent progranm ng
of control functions in network nodes.

Resource Orchestration (RO : subset of NFV Orchestrator functions
that are responsible for global resource nanagenent governance.

Servi ce Function Chain (SFC): for a given service, the abstracted
view of the required service functions and the order in which they
are to be applied. This is sonehow equival ent to the Network
Function Forwarding G aph (NF-FG at ETSI.

Service Function Path (SFP): the selection of specific service
function instances on specific network nodes to forma service
graph through which an SFC is instanti ated.

Virtualized Infrastructure Manager (VIM: functional block that is
responsi ble for controlling and managi ng the NFVI conpute, storage
and network resources, usually within one operator’s

I nfrastructure Domai n.

Virtualized Network Function (VNF): inplenentation of a Network
Function that can be depl oyed on a Network Function Virtualization
Infrastructure (NFVI).

Virtualized Network Function Manager (VNFM: functional bl ock that
is responsible for the |ifecycle managenent of VNF.

Background: the ETSI NFV architecture

The ETSI 1SG NFV is a working group which, since 2012, ainms to evol ve
quasi -standard I T virtualization technology to consolidate many

net wor k equi pnment types into industry standard hi gh vol une servers,
switches, and storage. It enables inplenenting network functions in
software that can run on a range of industry standard server hardware
and can be noved to, or |loaded in, various locations in the network
as required, without the need to install new equipnment. To date,

ETSI NFV is by far the nost accepted NFV reference franmework and
architectural footprint [etsi_nvf_whitepaper]. The ETSI NFV
framework architecture franework is conposed of three donmains

(Figure 1):
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o Virtualized Network Function, running over the NFVI.

0 NFV Infrastructure (NFVI), including the diversity of physica
resources and how these can be virtualized. NFVI supports the
execution of the VNFs.

o NFV Managenent and Orchestration, which covers the orchestration
and |life-cycle managenent of physical and/or software resources
that support the infrastructure virtualization, and the life-cycle
managenent of VNFs. NFV Managenent and Orchestration focuses on
all virtualization specific managenent tasks necessary in the NFV
f ramewor k.

I I
I I
I I
| | VNF | | VNF | | VNF | | VNF | | |
| (. (. (. I I I
| mmmmme e e e I I
T i + |
I I
e IS + |
[ NFV I nfrastructure (NFVI) [ | NFV [
R R T T T T | | Managemnent [
| | Virtual | | Virtual | | Virtual | | | and |
| | Compute | | Storage | | Network | | | Orchestration
L R LN SEEEEEEEE | |
| ] |
| ] Virtualization Layer | 1 | [
|t ] |
| ] |
I | |
| | | Conpute | | Storage | | Network | | | | [
I N EEEE R REEE |1 |
| | Har dwar e resources | | | |
| 1] |
) B S U +

Figure 1: ETSI NFV franmework

The NFV architectural franmework identifies functional blocks and the
mai n reference points between such bl ocks. Sone of these are already
present in current deploynents, whilst others m ght be necessary
additions in order to support the virtualization process and
consequent operation. The functional blocks are (Figure 2):

o Virtualized Network Function (VNF).
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o El enent Managenent (EM.

0 NFV Infrastructure, including: Hardware and virtualized resources,
and Virtualization Layer.

o Virtualized Infrastructure Manager(s) (VIM.
0 NFV Ochestrator.

0 VNF Manager(s).

0 Service, VNF and Infrastructure Description.

0 Operations and Busi ness Support Systens (OSS/BSS).
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Figure 2: ETSI NFV reference architecture
4. Muilti-domain problem statenent

Mar ket fragmentation results fromhaving a nmultitude of

t el econmuni cati ons network and cloud operators each with a footprint
focused to a specific region. This makes it difficult to depl oy cost
effective infrastructure services, such as virtual connectivity or
comput e resources, spanning nultiple countries as no single operator
has a big enough footprint. Even if operators largely aimto provide
the sane infrastructure services (VPN connectivity, conmpute resources
based on virtual machi nes and bl ock storage), inter-operator

col l aboration tools for providing a service spanni ng severa

adm ni strative boundaries are very limted and cunbersone. This
makes service devel opnent and provisioning very tine consumng. For
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exanpl e, having a VPN with end-points in several countries, in order
to connect nultiple sites of a business (such as a hotel chain),
requires contacting several network operators. Such an approach is
possible only with significant effort and integration work fromthe
side of the business. This is not only slow, but also inefficient
and expensive, since the business also needs to enpl oy networking
specialists to do the integration instead of focusing on its core
busi ness

Technol ogy fragnentation al so represents a nmmjor bottl eneck
internally for an operator. Different networks and different parts
of a network nmay be built as different domains using separate
technol ogi es, such as optical or packet switched (with different
packet swi tching paradi gns included); having equi pment fromdifferent
vendors; having different control paradigns, etc. Managing and

i ntegrating these separate technol ogy domai ns requires substanti al
anount of effort, expertise, and tine. The associated costs are paid
by both network operators and vendors alike, who need to design

equi prrent and devel op conplex integration features. |In addition to
technol ogy domai ns, there are other reasons for having multiple
domai ns within an operator, such as, different geographies, different
performance characteristics, scalability, policy or sinply historic
(e.g., result of a nerge or an acquisition). Miltiple donains in a
network are a necessary and pernanent feature however, these should
not be a roadbl ock towards service devel opment and provi si oni ng,

whi ch should be fast and efficient.

A solution is needed to deal with both the nulti-operator

col l aboration issue, and address the nulti-domain problemw thin a
single network operator. VWhile these two problens are quite
different, they also share a |ot of conmon aspects and can benefit
from having a nunber of common tools to solve them

5. Milti-domain architectural approaches

This section sumuari zes different architectural options that can be
considered to tackle the multi-domain orchestration problem

5.1. ETSI NFV approaches

Recently, the ETSI NFV I SG has started to | ook into viable
architectural options supporting the placenment of functions in
different adninistrative domains. In the docunent [etsi_nvf_ifa009],
di fferent approaches are considered, which we sunmarize next.

The first option (shown in Figure 3) is based on a split of the NFVO

into Network Service Orchestrator (NSO and Resource Orchestrator
(RO. A use case that this separation could enable is the foll ow ng:
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a network operator offering its infrastructure to different
departnents within the sane operator, as well as to a different
network operator like in cases of network sharing agreenments. In
this scenario, an administrative donmain can be defined as one or nore
data centers and VI Ms, providing an abstracted view of the resources
hosted in it.

A service is orchestrated out of VNFs that can run on infrastructure
provi ded and managed by anot her Service Provider. The NSO nanages
the lifecycle of network services, while the RO provides an overal

vi ew of the resources present in the admnistrative donmain to which
it provides access and hides the interfaces of the VIMs present bel ow

it.
| NSO |
[------- \
/ \
........ A | e oo
| VNFM | | | VWNFM | | | VNFM |
I I\ \ A\
rr / \_ Vo

I 1 VL
e N + EEEE T L R e +
A, | | e |
I | RO | I I | RO | I
T N |
I / I \ I I / I \ I
| / | \ | | / | \ I
I / I \ I I / I \ I
| [IMM1] |[MIM2] |[VIM3| | | (IMM1] |[MIM2] |[VIM3| |
| o e o | ] e e e |
| Administrative domain A | | Administrative domain B |
oo e e e e aao oo s + oo e e e e aao oo s +

Figure 3: Infrastructure provided using multiple administrative
domains (from ETSI GS NFV-1FA 009 V1.1.1)

The second option (shown in Figure 4) is based on having an unbrella
NFVO. A use case enabled by this is the followi ng: a Network
Operator offers Network Services to different departnments within the
same operator, as well as to a different network operator like in
cases of network sharing agreenents. In this scenario, an

adm ni strative donmain is conpose of one or nore Datacentres, VIMs,
VNFMs (together with their related VNFs) and NFVO all owi ng distinct
specific sets of network services to be hosted and offered on each
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A top Network Service can include another Network Service. A Network
Service containing other Network Services might also contain VNFs.
The NFVO in each adnmin domain provides visibility of the Network
Services specific to this admin domain. The unbrella NFVOis
providing the lifecycle managenent of unbrella network services
defined in this NFVO In each admin domain, the NFVO is providing
standard NFVO functionalities, with a scope linmted to the network
services, VNFs and resources that are part of its adm n domain.

[ NFVO |

Figure 4: Network services provided using nultiple adnmnistrative
domai ns (from ETSI GS NFV-1FA 009 V1.1.1)

More recently, ETSI NFV has rel eased a new whitepaper, titled

"Net wor k Operator Perspectives on NFV priorities for 5G

[ etsi _nvf_whitepaper_5g], which provides network operator
perspectives on NFV priorities for 5G and identifies common technica
features in terns of NFV. This whitepaper identifies nmulti-site/

nmul ti-tenant orchestration as one key priority. ETSI highlights the
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support of Infrastructure as a Service (laaS), NFV as a Service
(NFVaaS) and Network Service (NS) conposition in different

adm ni strative domains (for exanple roam ng scenarios in wreless
networks) as critical for the 5G work.

In January 2018 ETSI NFV rel eased a report about NFV MANO
architectural options to support nultiple adm nistrative donains
[etsi_nvf_ifa028]. This report presents two use cases: the NFVI as a
Servi ce (NFVI aaS) case, where a service provider runs VNFs inside an
NFVI operated by a different service provider, and the case of

Net work Services (NS) offered by multiple adm nistrative domains
where an organi zation uses NS(s) offered by another organization

In the NFVIaaS use case, the NFVIaaS consuner runs VNF instances
inside an NFVI provided by a different service provider, called

NFVI aaS provider, that offers conputing, storage, and networking
resources to the NFVIaaS consuner. Therefore, the NFVIaaS consumer
has the control on the applications that run on the virtua
resources, but has not the control of the underlying infrastructure,
whi ch is instead managed by the NFVIaaS provider. 1In this scenario,
the NFVI aaS provider’s domain is conposed of one or nore NFVI-PoPs
and VIMs, while the NFVIaaS consuner’s donmin includes one or nore
NSs and VNFs nanaged by its own NFVO and VNFMs, as depicted in

Fi gure 5.
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I I
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Figure 5: NFVI use case

The ETSI | FA 028 defines two main options to nodel the interfaces
bet ween NFVI aaS provider and consuner for NFVI aaS service requests,
as foll ows:

1. Access to Miultiple Logical Points of Contacts (M.PCC) in the
NFVI aaS provider’s adnministrative domain. |In this case the
NFVI aaS consuner has visibility of the NFVIaaS provider’s VIM
and it interacts with each of themto issue NFVIaaS service
requests, through Or-Vi (IFA 005) or Vi-Vnfm (IFA 006) reference
poi nt s.

2. Access to a Single Logical Point of Contact (SLPOC) in the
NFVI aaS provider’s adninistrative domain. |In this case the
NFVI aaS provider's VIMs are hidden fromthe NFVIaaS consuner and
a single unified interface is exposed by the SLPOC to the NFVIaaS
consunmer. The SLPCC rmanages the infornmation about the
organi zation, the availability and the utilization of the
infrastructure resources, forwarding the requests fromthe
NFVI aaS consuner to the VIMs. The interaction between SLPOC and
NFVI aaS consuner is based on | FA 005 or I FA 006 interfaces, while
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the interface between the SLPOC and the underlying VIMs is based
on the | FA 005.

The two options are shown in Figure 6 and Figure 7 respectively,
where we assune the direct node for the managenent of VNF resources
In addition, the ETSI | FA 028 includes the possibility of an indirect
managenment node of the VNF resources through the consumer NFVI aaS
NFVO and the | FA 007 interface. |In this latter case between the
consumer NFVI aaS NFVO and the provider NFVIaaS NFVO only the | FA 005
interface is utilized.

I I
I I
| S + S + |
| VNFM [---+ [ NFVO [ [
| L RIS + | ---+ S R + |
| + +-Femmmmaa + | + + |
| + o+ ettt + + [
| + + + + + + |
R ik ISR R tomm - - - R P +
+ + + + + +
I FA 006 --+---4---+------- +-- --+----+-- | FA 005
+ + + + + +
R e e R S e +
| + + + ++++++++++ + |
| L I I e e = + + |
[ [ VI M [-++ + + [
| +--me- - - + [ --++ + |
| R + ++++ |
I I VIM | I
| B T + |
| NFVI aaS provider’s administrative domain |
R +

Fi gure 6: NFVIaaS architecture: M.PCC option
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------- F----------4-- --+-- | FA 005
+ + +
--------- T T T ST RSy Uy Uy
+ + +
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Figure 7: NFVIaaS architecture: SLPCC option

In the use case related to Network Services provided using multiple

admi ni strative donai ns,

each dommin includes an NFVO and one or nore

NFVI PoPs, VIMs and VNFMs. The NFVO in each donain offers a
cat al ogue of Network Services that can be used to depl oy nested NSs,

which in turn can be conposed into conposite NSs,

Figure 8. Nested NSs can be al so shared anong different conposite

NSs.
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LR R R R R R R R R S R
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* I I *
* | +---- - LTI + *
* I I I *
* S T + Nested NS B +----- +---
* | | *
* o m oo - oo - + *
* Conposite NS C | *
* *
*

LR R R R R N R

I
Fi gure 8: Conposite and nested NSs

The managenent of the NS hierarchy is handl ed through a hierarchy of
NFVGOs, with one of themresponsible for the instantiation and
Iifecycle managenent of the conposite NS, coordinating the actions of
the other NFVOs that nmanage the nested NSs. These two different

ki nds of NFVGs interact through a new reference point, named Or-Or,
as shown in Figure 9, where NFVO 1 nanages conposite NSs and NFVO 2
manages nested NSs. To build the conposite NSs, the responsible NFVO
consult its own catal ogue and nay subscribe to the NSD notifications
sent by ot her NFVGCs.
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Figure 9: Architecture for managenent of conposite and nested NS
5.2. Hierarchical

Consi dering the potential split of the NFVOinto a Network Service
Orchestrator (NSO and a Resource Orchestrator (RO, nulti-provider
hi erarchical interfaces nmay exist at their northbound APIs.

Figure 10 illustrates the various interconnection options, nanely:

E/ NSO (External NSO : an evol ved NFVO northbound APl based on
Net wor k Service (NS).

E/ RO (External RO : VNF-FG oriented resource enbedding service. A
received VNF-FG that is nmapped to the northbound resource viewis
enmbedded into the distributed resources collected from sout hbound,
i.e., VNF-FG.in = VNF-FG out_1 + VNF-FG out_2 + ... + VNF-

FG out _N, where VNF-FG out _j corresponds to a spatial enbedding to
subordi nate domain "j". For exanple, Provider 3's MP-NFVQO RO
creates VNF-FG corresponding to its E/RO and E/ VI M sub-donai ns.
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E/VIM (External VIM: a generic VIMinterface offered to an
external consuner. 1In this case the NFVI-PoP may be shared for
mul ti pl e consunmers, each seeing a dedicated NFVI-PoP. This
corresponds to laaS interface.

/NSO (Internal NSO: if a Miulti-provider NSO (MP-NSO is
separated fromthe provider’s operational NSO e.g., due to
different operational policies, the MP-NSO nay need this interface
to realize its northbound E/ NSO requests. Provider 1 illustrates
a scenario the MP-NSO and the NSO are | ogically separated.

hserve that Provider 1's tenants connect to the NSO and MP- NSO
corresponds to "whol esal e" services.

I/RO (Internal RO: VNF-FG oriented resource enbeddi ng service. A
received VNF-FG that is mapped to the northbound resource viewis
enbedded into the distributed resources collected from sout hbound,

i.e., VNF-FG.in = VNF-FG out_1 + VNF-FGout_2 + ... + VNF-
FG out N, where VNF-FG out j corresponds to a spatial enbedding to
subordi nate domain "j". For exanple, Provider 1's MP-NFVQO RO

creates VNF-FG corresponding to its 1I/RO and I/VIM sub-domai ns.
I/VIM (Internal VIM: a generic VIMinterface at an NFVI - PoP.

Nfvo-Vim a generic VIMinterface between a (nmonolithic) NFVO and
a VIM

Sone questions arise fromthis. It would be good to explore use-
cases and potential benefits for the above nulti-provider interfaces
as well as to learn how nuch they nmay differ fromtheir existing
counterparts. For exanple, are (EFRO 1/RO, (E/NSO 1/NSO, (EVIM
I/VIM pairs different?
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Figure 10: NSO RO Split: possible nulti-provider APlIs - an
illustration
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Cascadi ng

Cascading is an alternative way of relationship anong providers, from
the network service point of view. In this case, service
deconposition is inplenented in a paired basis. This can be extended
in a recursive nanner, then allowi ng for a concatenation of cascaded
rel ati ons between providers.

As a conplenent to this, froma service perspective, the cascading of
two renote providers (i.e., providers not directly interconnected)
could require the participation of a third provider (or nore)
facilitating the necessary comruni cati on anong the other two. In
that sense, the final service involves two providers while the
connectivity inposes the participation of nore parties at resource

| evel

Virtualization and Control for Milti-Provider Milti-Domain

Orchestration operation in nulti-domain is somewhat different from
that in a single domain as the assunption in single domain single
provi der orchestration is that the orchestrator is aware of the
entire topology and resource availability within its domain as well
as has conplete control over those resources. This assunption of
techni cal control cannot be made in a multi domain scenari o,
furthernore the assunption of the know edge of the resources and
topol ogi es cannot be made across providers. In such a scenario
solutions are required that enable the exchange of rel evant

i nformati on across these orchestrators. This exchange needs to be
standardi zed as shown in Figure 11

+ IF1 +
_____ [ —
| Multi | I F2 | Multi |
| Provider |<-------- EEEEE T >| Provider |
| __ Och__ | | __ Och__ |
A A
I\ I\
/ \ IF3 / \
_______ /N I I
| Domain | | Domain | | Domain | | Domain |
|___ Och__ | |__Och__| |___ Och__ | |__Och__|

Figure 11: Multi Domain Multi Provider reference architecture
The figure shows the Multi Provider orchestrator exposing an

interface 1 (IF1l) to the tenant, interface 2 (I F2) to other Milti
Provi der Orchestrator (MPO and an interface 3 (I1F3) to individua
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domain orchestratrators. Each one of these interfaces could be a
possi bl e standardi zati on candidate. Interface 1 is exposed to the
tenant who coul d request his specific services and/or slices to be
deployed. Interface 2 is between the orchestrator and is a key
interface to enable nulti-provider operation. Interface 3 focuses on
abstracting the technol ogy or vendor dependent inplenentation details
to support orchestration

The proposed operation of the MPO follows three main technical steps.
First, over interface 2 various functions such as abstracted topol ogy
di scovery, pricing and service details are detected. Second, once a
request for deploying a service is received over interface 1 the
Mul ti Provider Orchestrator evaluates the best orchestrators to

i mpl ement parts of this request. The request to deploy these parts
are sent to the different domain orchestrators over |F2 and I F3 and
the acknow edgenent that these are deployed in different donmain are
recei ved back over those interfaces. Third, on receipt of the

acknow edgenent the slice specific assurance managenent is started
within the MPO. This assurance function collects the appropriate

i nformati on over IF2 and I F3 and reports the perfornmance back to the
tenant over |IFl. The assurance is also responsible for detecting any
failures in the service and violations in the SLA and recomending to
the orchestration engine the reconfiguration of the service or slice
whi ch again needs to be performed over |F2 and | F3.

Each of the three steps is assigned to a specific block in our high
| evel architecture shown in Figure 12

I I
+ I F1 +

S
| Multi Provider Orch | |  Milti |
[ | <------ +o--- - >| Provider |
|| Assur-| | | | Catal-]| | F2 | ___ Och___|
||-ance | | NFVO | | |ogue |
|| Mnt.| | IIT0|O0 |
| || || _Mnt. ||
I I

I\
I\ 1IR3

Figure 12: Detailed MPO reference architecture

The cat al ogue and topol ogy managenment systemis responsible for step
1. It discovers the service as well as the resources exposed by the
ot her domains both on IF2 and I F3. The conbi nati on of these services
with coverage over the detected topology is provided to the user over
IF1l. In turn the catal ogue and topol ogy managenent systemis al so
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responsi bl e for exposing the topol ogy and service depl oynent
capabilities to the other domain. The exposure over interface 2 to
ot her MPO maybe abstracted and the mapping of this abstracted viewto
the real view when requested by the NFVO

The NFVO (Network Function Virtualization Ochestrator) is
responsi ble for the second step. It deploys the service or slice as
is received fromthe tenant over IF2 and IF3. It then hands over the
depl oynent deci sions to the Assurance nanagenment subsystem whi ch use
this information to collect the periodic nonitoring tickets in step
3. Onthe other end it is responsible for receiving the request over
I F2 to deploy a part of the service, consult with the catal ogue and

t opol ogy managenent systemon the translation of the abstraction to
the received request and then for the actual depl oynment over the
domains using IF3. The result of this deploynent and the managenent
and control handles to access the deployed slice or service is then
returned to the requesting MPO

The assurance nmanagenent conponent periodically studies the collected
results to report the overall service performance to the tenant or
the requesting MPO as well as to ensure that the service is
functioning within the specified paraneters. |n case of failures or
viol ati ons the Assurance managenent system recomends
reconfigurations to the NFVO

6.1. Interworking interfaces

In this section we provide nore details on the interworking
interfaces of the MPO reference architecture. Each interface |F1,

IF2 and | F3 is broken down into several sub-interfaces. Each of them
has a clear scope and functionality.

For multi provider Network Service orchestration, the Milti-domain
Orchestrator (MIO offers Network Services by exposing an OSS/ BSS -
NFVO i nterface to other MPGs bel onging to other providers. For

mul ti-provider resource orchestration, the MPO presents a VIMIike

vi ew and exposes an extended NFVO - VIMinterface to other MPGs. The
MPO exposes a northbound sub-interface (IF1-S) through which an MPO
custonmer sends the initial request for services. It handles command
and control functions to instantiate network services. Such
functions include requesting the instantiation and interconnection of
Net wor k Functions (NFs). A sub-interface IF2-Sis defined to perform
simlar operations between MPGs of different administrative donmains.
A set of sub-interfaces -- IF3-R and IF2-R -- are used to keep an
updat ed gl obal view of the underlying infrastructure topol ogy exposed
by domain orchestrators. The service catal ogue exposes avail abl e
services to customers on a sub-interface |F1-C and to other MPO
service operators on sub-interface | F2-C. Resource orchestration
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related interfaces are broken up to IF2-RC, | F2-RT, |F2-RWon to
reflect resource control, resource topol ogy and resource nonitoring
respectively. Furthernore, the sub-interfaces introduced before are
generalised and al so used for interfaces IF3 and IF1

6.2. 5CGEx Multi Architecture

The 5G PPP H2020 5CGEx projects addresses the proposal and the
depl oynent of a conplete Milti-Provider O chestrator providing,
besi des network and service orchestration, service exposition to
other providers. The nain assunptions of the 5CGEx functiona
architecture are a) a nulti-operator whol esale relationship, b) a
full multi-vendor inter-operability and c) technol ogy-agnostic
approach for physical resources. The proposed functiona
architecture of the 5GEx MPO is depicted in Figure 13.

VAN VAN

11-S | |

I1-F | 11-C |

| 1-RM
o m e m e e e e e e e e e e e e e e e e e e e e e e e mmmmeea oo +
I Ho oo | - -+
I I I |11 12-S
| R + | |1 | 2-F
| +--+ | | +----- + +---+ | P- | | | | 2-RC
[ ] CSS|<----|-] | NSO| |RO| NFVO +<------nn----- [--H+[-------------- >
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Figure 13: 5CGEx MPO functional architecture

Provi ders expose MPCs service specification APl all owi ng 0SS/ BSS or
external business custoners to performand select their requirenents
for a service. Interface I1-x is exploited as a northbound APl for
busi ness client requests. Peer MPO MPO comuni cations inpl enenti ng
mul ti-operator orchestration operate with specific interfaces
referred to as 12-x interfaces. A nunber of |2-based interfaces are
provi ded for conmuni cation between specific MPO nodules: 12-S for
service orchestration, 12-RC for network resource control, 12-F for
managenent |ifecycle, 12-Mn for inter-operator nonitoring nessages,
| 2-RT for resource advertisenent, 12-C for service catal ogue
exchange, 12-RC network for the QoS connectivity resource control
Some 12 interfaces are bilateral, involving direct rel ationship

bet ween two operators, and utilized to exchange busi ness/ SLA
agreenents before entering the federation of inter-operator
orchestrators. Each MPO conmmuni cates through a set of southbound
interface, 13-x, with local orchestrators/controllers/VIM in order
to set/nodify/rel ease resources identified by the MPO or during

i nter-MPO orchestration phase. A nunber of 13 interfaces are
defined: 13-S for service orchestration towards |ocal NFVO, |3-RC for
resource orchestration towards local VIM [3-C towards |ocal service
catal ogue, |3-RT towards |ocal abstraction topol ogy nodul e, |3-RC
network towards |ocal PCE or network controller, |13-Mn towards |oca
Resource Monitoring agent. Al the considered interfaces are
provided to cover either flat orchestration or |ayered/hierarchica
orchestration. The possibility of hierarchical inter-provider MPO
interaction is enabled at a functional level, e.g., in the case of
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operators managi ng a hi gh nunber of |arge admi nistrative donains.
The main MPO nodul es are the foll ow ng:

The Inter-provider NFVO including the RO and the NSO,
i npl ementing the nulti-provider service deconposition

t he VNF/ El enent nmanager, managi ng VNF |ifecycle, scaling and
responsi ble for FCAPS (Fault, Configuration, Accounting,
Per f ormance and Security managenent)

the SLA Manager, in charge of reporting nonitoring and perfornance
alerts on the service graph

the Service Catal ogue, exposing avail able services to externa
client and operators

the Topol ogy and Resource Distribution nodul e and Repository,
exchangi ng operators topol ogies (both IT and network resources)
and providing abstracted view of the own operator topol ogy

the Multi-domain Path Conputation El enent (PCE inplenmenting inter-
operator path conputation to all ow QoS-based connectivity serving
VNF- VNF | i nk).

The Inter-provider NVFO selects providers to be involved in the

servi ce chai ned request, according to policy-based decisions and
resorting to Inter-Provider topol ogies and service catal ogues
advertised through interfaces |2-RT-advertise and |2-C adverti se,
respectively. Network/service requests are sent to other providers
using the 12-RC and 12-S interfaces, respectively. Policy
enforcenment for authorized providers running resource orchestration
and lifecycl e nmanagenent are exploited through interfaces |2-RC and

| 2-F, respectively. The VNF/ El enment Manager is in charge of managi ng
the lifecycle of the VNFs part of the services. More specifically,
it isin charge to perform the configuration of the VNFs, also in
terms of security aspects, the fault recovery and the scaling
according to their performance. The SLA Manager collects and
aggregates quality neasurenment reports from probes depl oyed by the
Inter-Provider NFVO as part of the service setup. Measurenents
results at the Manager represent aggregated results and are conputed
and stored utilizing the 12-Mn interface between Inter-Provider MPGCs
sharing the sane service. Faults and alarns are noreover correl ated
to raise SLA violation to renote inter-provider MPCs and, optionally,
to detect the source and the |ocation of the violation, triggering
service re-conputation/rerouting procedures. The Service Catal ogue
stores information on network services and avail abl e VNFs and uses
I2-Cinterfaces (either bilateral or advertised) to advertise and
updati ng such offered services to other operators. To enable inter-

Ber nardos, et al. Expires March 7, 2019 [ Page 25]



Internet-Draft Mul ti-domain Network Virtualization Sept enber 2018

provi der service deconposition, nulti-operator topol ogy and peering
rel ati onshi ps need to be advertised. Providers advertise basic

i nter-provider topologies using the |2-RT-advertse interface

i ncluding, optionally, abstracted network resources, overall IT
resource capabilities, MPO entry-point and MD-PCE | P address. Basic
adverti senent takes place between adjacent operators. These
information are collected, filtered by policy rules and propagated
hop- by-hop. In 5GEx, the |2-RT-advertise interfaces utilizes BGP-LS
protocol. Moreover, providers establish point-to-point bilatera
(i.e., direct and exclusive) conmunications to exchange additiona
topol ogy and business infornmation, using the |2-RT-bilatera
interface. Service deconposition may inply the instantiation of
traffic-engineered nulti-provider connectivity, subject to
constraints such as guaranteed bandwi dth, latency or m ni mum TE
metric. The multi-domain PCE (MD-PCE) receives the connectivity
request fromthe inter-provider NFVO and perforns inter-operator path
conputation to instantiate QoS-based connectivity between two VNFs
(e.g., Label Switched Paths). Two procedures are run sequentially:

oper at or s/ domai n sequence conputation, based on the topol ogy
dat abase, provided by Topol ogy Distribution nmodule, and on
specific policies (e.g., business, bilateral),

per - operator connectivity conputation and instantiation

In 5CGEx, MD-PCE is stateful (i.e., current connectivity information
is stored inside the PCE) and inter-operator detailed conputation is
perforned resorting to the stateful Backward Recursive PCE-based
conputation (BRPC) [draft-stateful-BRPC], deploying a chain of PCEP
sessions anong adj acent operators, each one responsible of conputing
and deploying its segment. Backward recursive procedure all ows

opti mal e2e constrained path conputation results.

6.3. 5G TRANSFORMER Architecture

5G TRANSFORMER proj ect proposes a flexible and adaptabl e SDN NFV-
based design of the next generation Mbile Transport NetworKks,
capabl e of simultaneously supporting the needs of various vertica
industries with diverse range of requirenents by offering custom zed
slices. In this design, nulti-domain orchestration and federation
are considered as the key concepts to enable end-to-end orchestration
of services and resources across nultiple adm nistrative donains.

The 5G TRANSFORMER sol ution consists of three novel building bl ocks,
nanel y:

1. Vertical Slicer (VS) as the conmmon entry point for all verticals
into the system The VS dynamically creates and naps the
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vertical services onto network slices according to their

requi renents, and manages their lifecycle. 1t also translates

the vertical and slicing requests into ETSI defined NFV network
services (NFV-NS) sent towards the SO Here a network slice is
depl oyed as a NFV-NS instance.

2. Service Ochestrator (SO. It offers service or resource
orchestration and federation, depending on the request comn ng
fromthe VS. This includes all tasks related with coordinating
and offering to the vertical an integrated view of services and
resources fromnultiple adm nistrative donmains. O chestration
entails managi ng end-to-end services or resources that were split
into nultiple adninistrative domains based on requirenments and
availability. Federation entails managi ng adm nistrative
relations at the interface between SCs belonging to different
domai ns and handl i ng abstracti on of services and resources.

3. Mobile Transport and Conputing Platform (MIP) as the underlying
unified transport stratum responsible for providing the
resources required by the NFV-NS orchestrated by the SO  This
includes their instantiation over the underlying physica
transport network, conputing and storage infrastructure. It also
may (de)abstract de MIP resources offered to the SO

The 5G TRANSFROMER architecture is quite in line with the genera
Multi Domain Multi Provider reference architecture depicted in
Figure 11. |Its mapping to the reference architecture is illustrated
in the figure bel ow

| Vs | | Vs |
[ I [ I
I I
+ 1F1 +
N |
I I I F2 I I
| SO [<o---e--- A 5| so |
[ I [ I
n n
I\ I\
/ \ 1F3 / \
______ I N N
I MP || MIP | I MP | MIP |

Fi gure 14: 5G TRANSFORMER architecture napped to the reference
architecture
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The MIP woul d be mapped to the individual domain orchestrators, which
only provides the resource orchestration for the |local administrative
domain. The role of the SOis the Miulti Provider orchestrator (MO
responsible for nulti-donmain service or resource orchestration and
federation. The operation of the SO follows three main technical
steps handl ed by the three function conponents of the MPO shown in
Figure 14, nanely (i) the catal ogue and topol ogy managenent system
(ii) the NFVO (Network Function Virtualization O chestrator); and the
assurance managenent conponent.

Correspondingly, the interface between the SO and the VS (So-Vs) is
the interface 1 (I F1), through which the VS requests the

instanti ati on and depl oynent of various network services to support

i ndi vidual vertical service slices. The interface between the SGs
(So-So) of different domains is the interface 2 (1 F2), enabling multi
domai n orchestration and federation operations. The interface

bet ween the SO and the MIP (So-Mp) is the interface 3 (IF3). It, on
the one hand, provides the SO the updated gl obal view of the
underlying infrastructure topol ogy abstracti on exposed by the MIP
domai n orchestrators, while on the other hand it al so handl es command
and control functions to allow the SO request each MIP domain for
virtual resource allocation.

In 5G TRANSFOVER, a set of sub-interfaces have been defined for the
So- M p, So-So and Vs-So interfaces.

6.3.1. So-Mp Interface (1F3)

This interface is based on ETSI GS-NFV | FA 005 and ETSI GS-NFV | FA
006 for the request of virtual resource allocation, managenent and
moni toring. Accordingly, the 5G TRANSFORMER identified the foll ow ng
sub-interfaces at the level of So-Mp interactions (i.e., IF3-x
interfaces regul ating MPO- DO interactions).

So-Mp(-RAM. It provides the Resource Advertisenent Managenent
(RAM functions to all ow updates or reporting about virtualized
resources and network topologies in the MIP that will accommopdate
the requested NFVO conponent network services.

So-Mp(-RM. It provides the Resource Managenent (RM operations
over the virtualized resources used for reserving, allocating,
updating (in ternms of scaling up or down) and termnating (i.e.,
rel ease) the virtualized resources handl ed by each MIP and
triggered by NFVO conponent (in Figure 14) to acconmpdate network
servi ces.

So-Mp(-RW. It provides the required primtives and paraneters
for supporting the SO resource nonitoring managenment (RVW)
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capability for the purpose of fault management and SLA assurance
handl ed by assurance managenent comnponent in Figure 14.

In the reference architecture (Fig. 6), the IF3-RC, | F3-RT, |F3-RMVbn
sub-interface are defined for resource control, resource topol ogy and
resource nonitoring respectively. The IF3-RT, |IF3-RC and | F3- Rvbn
sub-interfaces map to So-Mp(-RAM, So-Mp(-RM and So-M p(-RW sub-
interfaces from 5G TRANSFORMER.

6.3.2. So-So Interface (IF2)

This interface is based ETSI GS-NFV | FA 013 and ETSI GS-NFV | FA 005
for the service and resource federati on between the domains. The 5G
TRANSFORMER i dentified the followi ng sub-interfaces at the | evel of
So-So interactions (i.e., IF2-x interfaces regul ati ng MPO
interactions) to provide service and resource federation and enabl e
NSaaS and NFVI aaS provision, respectively, across different

adm ni strative donains.

So- So(-LCM, for the operation of NFV network services. The
reference point is used to instantiate, term nate, query, update
or re-configure network services or receive notifications for
federated NFV network services. The SO NFVO NSO uses this

ref erence point.

So- So(-MON), for the nmonitoring of network services through
queries or subscriptions/notifications about perfornmance netrics,
VNF indicators and network service failures. The SO NFVO NSO uses
this reference point.

So- So(- CAT), for the managenent of Network Service Descriptors
(NSDs) flavors together with VNF/ VA and MEC Application Packages,
including their Application Descriptors (AppDs). This reference
point offers prinmtives for on-boarding, renoval, updates, queries
and enabling/di sabling of descriptors and packages. The SO NFVO
NSO uses this reference point.

Furt hernmore, resource orchestration rel ated operations are broken up
to the follow ng sub-interfaces to reflect resource control, resource
topol ogy and resource nonitoring respectively.

So- So(-RM, for allocating, configuring, updating and rel easing
resources. The Resource Managenent reference point offers
operations such as configuration of the resources, configuration
of the network paths for connectivity of VNFs. These operations
mai nl y depend of the | evel of abstraction applied to the actual
resources. The SO NFVO RO uses this reference point.
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So-So(-RW), for nonitoring of different resources, conputing
power, network bandwi dth or |atency, storage capacity, VMs, MEC
hosts provided by the peering adm nistrative domain. The details
| evel depends on the agreed abstraction level. The SO NFVO RO
uses this reference point.

So- So(-RAM), for advertising avail able resource abstractions to/
fromother SCs. It broadcasts avail able resources or resource
abstractions upon capability cal culation and periodic updates for
near real-tinme availability of resources. The SO SO Resource
Advertisenent uses this reference point.

So-So(-RW), for nonitoring of different resources, conputing
power, network bandw dth or | atency, storage capacity, VMs, MEC
hosts provided by the peering adm nistrative domain. The details
| evel depends on the agreed abstraction level. The SO NFVO RO
uses this reference point.

In the reference architecture (Figure 11), the sub-interface |IF2-S
and | F2-C are defined to performnetwork service-rel ated operations
between MPGCs of different adm nistrative domains. The |IF2-RC

| F2- RT, |1 F2-RWbn sub-interfaces are defined to regulated interactions
bet ween Cat al ogue and Topol ogy Managenent conponents. Their mapping
to the sub-interfaces defined in 5G TRANSFORMER are sunmmari zed as

fol | ows:

The 1 F2-S sub-interface maps to So-So(-LCM and So- So(- M) .
The |1 F2-C sub-interface naps to So- So(- CAT).

The 1 F2-RC, | F2-RT, |F2-RMon sub-interfaces map to So- So-RM So-
So- RAM  So- So- RT respectively.

3. Vs-So Interface (IF1)

This interface is based on ETSI GS-NFV | FA 013 for the VS requesting
network services fromthe SO Accordingly, the 5G TRANSFORVER
identified the followi ng sub-interfaces at the |evel of Vs-So
interactions (i.e., IFl-x interfaces regul ating tenant-MO

i nteractions).

Vs-So(-LCM. It deals with the NFV network service lifecycle
managenent (LCM) and it is based on the | FA 013 NS Lifecycle
Management Interface. It offers primtives to instantiate,

term nate, query, update or re-configure network services or
receive notifications about their lifecycle.
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Vs-So(-MON). It deals with the nonitoring (MON) of network
services and VNFs through queries or subscriptions and
notifications about performance netrics, VNF indicators and
network services or VNFs failures. It maps to |IF1-S sub-interface
of the reference architecture.

Vs-So(-CAT). It deals with the catal ogue (CAT) nanagenent of
Net wor k Service Descriptors (NSDs), VNF packages, including their
VNF Descriptors (VNFDs), and Application Packages, including their

Application Descriptors (AppDs). It offers primtives for on-
boardi ng, renoval, updates, queries and enabling/disabling of
descriptors and packages. It naps to |IF1-C sub-interface of the

ref erence architecture.

In the reference architecture (Figure 11), the sub-interface |IF1-S
and | F1-C are defined to build request to performnetwork service-

rel ated operations including requesting the instantiation, update and
term nation of the requested network services. The |F1-S sub-
interface maps to Vs-So(-LCM and Vs-So(-MIN), while the |IF1-C sub-
interface maps to Vs-So(-CAT) defined in 5G TRANSFORMER architecture

7. Milti-domain orchestration and Qpen Source

Before reviewing current state of the open source projects it should
be explicitly mentioned that term "federation" is quite anbi guous and
used in multiple contexts across the industry. For exanple,
federation is the approach used at certain software projects to

achi eve high availability and enable reliable non-interrupted
operation and service delivery. One of the distinguishing features
of this federation type is that all federated instances are managi ng
the sane piece of the infrastructure or resources set. However, this
docunent is focused on another federation type, where nultiples

i ndependent instances of the orchestrati on/ managenent software
establish certain relationships and expose avail abl e resources and
capabilities in the particular donmain to consuners at another donain.
Besi des sharing resource details, nulti-domain federation requires
vari ous managenent information synchronization, such authentication/
aut hori zation data, run-time policies, connectivity details and so
on. This kind of functionality and appropriate inplenentation
approaches at the rel evant open source projects are in scope of
current section.

At this nonment several open source industry projects were forned to
develop integrated NFV orchestration platform The nmost known of
them are ONAP [onap], OSM[osn] and Cloudify [cloudify]. Wile all
these projects have different drivers, notivations, inplenentation
approach and technol ogy stack under the hood, all of themare
considering nmulti-VIMdeploynent scenario, i.e. all these software
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pl atforns are capable to deploy NFV service over different
virtualized infrastructures, like public or private providers.
Additionally OSM and d oudi fy orchestration platforms have
capabilities to manage interconnection anong managed VI Ms using
appropriate plugins or drivers. However, despite the fact that
typical Telco/Carrier infrastructure has nultiple donains (both
technol ogy and administrative), none of these orchestration projects
is focused on a service federation use case devel opnent.

In the neantine, as an acknow edgenent of the chall enges, energed
during exploitation of the federation use cases Miltisite project
emerged under OPNFV unbrella [opnfv]. Considering OpenStack-based
VI M depl oynents spanned across nultiple regions as a general use
case, this project initially was focusing on a gaps identification in
the key OpenStack projects which |lacks capabilities for nmulti-site
depl oynent. During several devel opnent phases of this OPNFV project,
nunber of gaps were identified and submtted as a blueprints for the
devel opnent into the appropriate OpenStack projects. Further severa
deno scenarios were delivered to trial OpenStack as the open source
VIM which is capable to support nultisite NFV clouds. Wile
Multisite OPNFV project was focusing on a resource and VI M| ayer
only, there are multiple viable outputs which night be considered
during inplenentation of the federation use cases on the upper

| ayers.

As a summary it can be stated that it is still early days for the
technol ogy inplenented in a referenced NFV orchestration projects and
federation use case in not on a radar for these projects for the
monent. However, it is expected that upon maturity of the federation
as a viable market use case appropriate feature set in the revi ewed
projects will be devel oped.

| ANA Consi derations
N A

Security Considerations
TBD.
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