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Abstract

Thi s docunent di scusses the notivation and requirenents for including
specific operational and telenetry information into data packets
whil e the data packet traverses a path between two points in the
network. This nethod is referred to as "in-situ" Operations,

Adm ni stration, and Mai ntenance (QAM, given that the QAM i nformation
is carried with the data packets as opposed to in "out-of-band"
packets dedicated to OAM I n situ OAM conpl enents ot her OAM
mechani snms whi ch use dedi cated probe packets to convey OAM

i nformation.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
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1. Introduction

Thi s docunent di scusses requirenents for "in-situ" Operations,

Adm ni stration, and Mai ntenance (QAM mnechanisnms. In this context,
"in-situ OAM' refers to the concept of directly encoding telenetry
information within the data packet as it traverses the network or
telemetry domain. Mechani sns which add tracing or other types of
telemetry information to the regular data traffic, sonetines also
referred to as "in-band" OAM can conpl enent active, probe-based
mechani sms such as ping or traceroute, which are sonetinmes considered
as "out-of -band", because the nessages are transported i ndependently
fromregular data traffic. |In terns of "active" or "passive" OAM
"in-situ" OAM can be considered a hybrid OAMtype. Wile no extra
packets are sent, in-situ OAM adds information to the packets

t heref ore cannot be considered passive. |In terms of the
classification given in [RFC7799] in-situ OAM coul d be portrayed as
"hybrid CAM type 1". "In-situ" nmechanisns do not require extra

packets to be sent and hence don't change the packet traffic mx
within the network. Traceroute and ping for exanple use | CW
messages: New packets are injected to get tracing information. Those
add to the nunber of nmessages in a network, which already m ght be

hi ghly | oaded or suffering perfornmance issues for a particular path
or traffic type.

A nunber of in-situ as well as in-band OAM nmechani snms have been

di scussed, such as the INT spec for the P4 progranmi ng | anguage [ P4]
or the SPUD prototype [I-D. hil debrand-spud-prototype]. The SPUD
prototype uses a simlar logic that allows network devices on the
pat h between endpoints to participate explicitly in the tube outside
the end-to-end context. Even the IPv4 route-record option defined in
[ RFCO791] can be considered an in-situ OAM nechanism Per what was
already stated, in-situ OAM conpl enents "out - of - band" nechani sns such
as ping or traceroute, or nore recent active probi ng nechani sns, as
described in [I-D.lapukhov-datapl ane-probe]. In-situ OAM nechani sns
can be | everaged where current out-of-band nechani sns do not apply or
do not offer the desired characteristics or requirenents, such as
proving that a certain set of traffic takes a pre-defined path,

strict congruency between overlay and underlay transports is in
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pl ace, checking service level agreenents for the live data traffic,
detailed statistics or verification of path selections within a
domai n, or scenarios where probe traffic is potentially handled
differently fromregular data traffic by the network devices.

[ RFC7276] presents an overvi ew of OAM t ool s.

Conpared to probably the nost basic exanple of "in-situ QAM' which is
| Pv4 route recording [ RFCO791], an in-situ QOAM approach has the
foll owi ng capabilities:

a. Aflexible data format to allow different types of information to
be captured as part of an in-situ OAM operation, including but
not limted to path tracing information, operational and
telemetry information such as tinestanps, sequence nunbers, or
even generic data such as queue size, geo-location of the node
that forwarded the packet, etc.

b. A data format to express node as well as link identifiers to
record the path a packet takes with a fixed anount of added data.

c. The ability to determ ne whether any nodes were skipped while
recording in-situ OAMinformation (i.e., in-situ OAMis not
supported or not enabled on those nodes).

d. The ability to actively process information in the packet, for
exanple to prove in a cryptographically secure way that a packet
really took a pre-defined path using sone traffic steering nethod
such as service chaining or traffic engineering.

e. The ability to include OAM data beyond sinple path information,
such as timestanps or even generic data of a particular use case.

f. The ability to carry in-situ OQAM data in various different
transport protocols.

2. Conventions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Abbrevi ations used in this docunent:

ECVP: Equal Cost Multi-Path
LI SP: Locator/1 D Separation Protocol
MTU: Maxi mum Transmt Unit
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NSH: Net wor k Servi ce Header

NFV: Net wor k Function Virtualization

OAM Qperations, Adm nistration, and Mi ntenance
PMIU: Path Mru

SFC: Servi ce Function Chain

SLA: Servi ce Level Agreenent

SR: Segnment Routi ng

Thi s docunment defines in-situ Operations, Administration, and

Mai nt enance (in-situ OAM, as the subset in which OAMinformation is
carried along with data packets. This is as opposed to "out-of -band
OAM', where specific packets are dedicated to carrying OAM

i nformati on.

3. Motivation for in-situ OAM

In several scenarios it is beneficial to make information about the
pat h a packet took through the network or through a network device as
wel | as associated telenetry information available to the operator
This includes not only tasks |ike debuggi ng, troubl eshooting, as well
as network planning and network optim zation but also policy or
service |l evel agreenent conpliance checks. This section discusses
the nmotivation to introduce new nmet hods for enhanced in-situ network
di agnosti cs.

3.1. Path Congruency Issues with Dedi cated OAM Packets

Packet scheduling al gorithns, especially for balancing traffic across
equal cost paths or links, often |everage infornation contained
within the packet, such as protocol nunber, |P-address or MAC
address. Probe packets would thus either need to be sent fromthe
exact sanme endpoints with the exact sane paraneters, or probe packets
woul d need to be artificially constructed as "fake" packets and
inserted along the path. Both approaches are often not feasible from
an operational perspective, be it that access to the end-systemis
not feasible, or that the diversity of parameters and associ ated
probe packets to be created is sinply too large. An in-situ
mechanismis an alternative in those cases.

In-situ nechani sns are not inpacted by differences in the handling of

probe traffic conpared to other data packets, where probe traffic is
handl ed differently (and potentially forwarded differently) by a
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router than regular data traffic. This obviously assumes that the
addition of in-situ informati on does not change the forwarding
behavi or of the packet. Note that in certain inplenentations, the
addition information to a transport protocol changes the forwarding
behavior. |Pv6 extension header processing is one exanple. Sone

i mpl ement ati ons process | Pv6 packets w th extension headers in the
"slow' path of a router, as opposed to the "fast" path.

3.2. Results Sent to a System Ot her Than the Sender

Tradi tional ping and traceroute tools return the QAMresults to the
sender of the probe. Even when the | CWP nessages that are used with
these tools are enhanced, and additional telenetry is collected
(e.g., ICWP Multi-Part [RFCA884] supporting MPLS information

[ RFC4950], Interface and Next-Hop ldentification [ RFC5837], etc.), it
woul d be advant ageous to separate the sending of an OAM probe from
the receiving of the telenmetry data. 1In this context, it is helpfu
to elinmnate the requirement that there be a working bidirectiona
pat h.

3.3. Overlay and Underlay Correl ation

Several network deploynents | everage tunneling nechanisns to create
overlay or service-layer networks. Exanples include VXLAN-GPE, GRE
or LISP. One often observed attribute of overlay networks is that
they do not offer the user of the overlay any insight into the
underlay network. This means that the path that a particul ar
tunnel ed packet takes, nor other operational details such as the per-
hop delay/jitter in the underlay are visible to the user of the
overlay network, giving rise to diagnosis and debuggi ng chall enges in
case of connectivity or perfornmance issues. The scope of OQAMtools
like ping or traceroute is limted to either the overlay or the
underl ay which neans that the user of the overlay has typically no
access to OAMin the underlay, unless specific operational procedures
are put in place. Wth in-situ OAM the operator of the underlay can
offer details of the connectivity in the underlay to the user of the
overlay. This could include the ability to find out which underlay
el ements are shared by overlays and ability to know whi ch overl ays
are mapped to the same underlay el enents. Deploynment dependent
underlay transit nodes can be configured to update OAM i nformation in
the overlay transport encapsul ation. The operator of the egress
tunnel router could choose to share the recorded information about
the path with the user of the overlay.

Coupl ed with mechani sms such as Segnent Routing (SR)
[I-D.ietf-spring-segnent-routing], overlay network and underl ay
network can be nore tightly coupled: The user of the overlay has
detail ed diagnostic infornation available in case of failure
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conditions. The user of the overlay can also use the path recording
information as input to traffic steering or traffic engineering
mechani sms, to for exanple achieve path symmetry for the traffic

bet ween two endpoints. [I-D. brockners-lisp-sr] is an exanple for how
these nethods can be applied to LISP

SLA Verification

In-situ OAM can hel p users of an overlay-service to verify that
negotiated SLAs for the real traffic are net by the underlay network
provider. Different fromsolutions which rely on active probes to
test an SLA, in-situ OAM based nmechani snms avoid wong interpretations
and "cheating", which can happen if the probe traffic that is used to
perform SLA-check is prioritized by the network provider of the
underlay. In active/standby deploynents in-situ OAM would only all ow
for SLA verification of the active path.

Anal ytics and Di agnostics

Net wor k pl anners and operators benefit from know edge of the actua
traffic distribution in the network. Wen deriving an overal
network connectivity traffic matrix one typically needs to correl ate
data gathered fromeach individual device in the network. If the
path of a packet is recorded while the packet is forwarded, the
entire path that a packet took through the network is available to
the egress system This obviates the need to retrieve individua
traffic statistics fromevery device in the network and correl ate
those statistics, or enploy other nechanisns such as | everaging
traffic engineering with null-bandwi dth tunnels just to retrieve the
appropriate statistics to generate the traffic matrix.

In addition, with individual path tracing, information is avail able
at packet level granularity, rather than only at aggregate level - as
is usually the case with I PFI X-styl e net hods which enpl oy fl ow
filters at the network el enments. Data-center networks which use
equal -cost nultipath (ECMP) forwarding are one exanple where detail ed
statistics on flow distribution in the network are highly desired.

If a network supports ECMP, one can create detailed statistics for
the different paths packets take through the network at the egress
system wi thout a need to correl ate/aggregate statistics fromevery
router in the system Transit devices are off-loaded fromthe task
of gathering packet statistics.

I n high-speed networks one can | everage and benefit from packet -
accurate neasurenments with for exanpl e hardware-accurate tinmestanping
(i.e., nanosecond-level verification) to support optim zed packet
schedul i ng and queui ng nechani sns.
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3.6. Franme Replication/Elinination Decision for Bi-casting/Active-
active Networks

Bandwi dt h- and power-constrai ned, tine-sensitive, or |oss-intolerant
networks (e.g., networks for industry automation/control, health
care) require efficient OAM nethods to decide when to replicate
packets to a secondary path in order to keep the loss/error-rate for
the receiver at a tolerable level - and al so when to stop replication
and elimnate the redundant flow. Many Internet of Things (1oT)
networks are tine sensitive and cannot |everage autonatic

retransm ssion requests (ARQ to cope with transm ssion errors or

| ost packets. Transmitting the data over nultiple disparate paths
(often called bi-casting or live-live) is a nethod used to reduce the
error rate observed by the receiver. Tine sensitive networks (TSN)
receive a lot of attention fromthe manufacturing i ndustry as shown
by a various standardi zation activities and industry foruns being
forned (see e.g., |ETF 6Ti SCH, | EEE P802. 1CB, Avnu).

3.7. Proof of Transit

Several deploynments use traffic engineering, policy routing, segnent
routing or Service Function Chaining (SFC) [RFC7665] to steer packets
through a specific set of nodes. |In certain cases regulatory
obligations or a conpliance policy require to prove that all packets
that are supposed to follow a specific path are indeed being
forwarded across the exact set of nodes specified. |If a packet flow
i s supposed to go through a series of service functions or network
nodes, it has to be proven that all packets of the flow actually went
through the service chain or collection of nodes specified by the
policy. |In case the packets of a flow weren't appropriately
processed, a verification device would be required to identify the
policy violation and take corresponding actions (e.g., drop or
redirect the packet, send an alert etc.) corresponding to the policy.
In today’s depl oynents, the proof that a packet traversed a
particular service chain is typically delivered in an indirect way:
Servi ce appliances and network forwarding are in different trust
domai ns. Physical hand-off-points are defined between these trust
domains (i.e., physical interfaces). O in other terns, in the
"network forwarding domain" things are wired up in a way that traffic
is delivered to the ingress interface of a service appliance and
recei ved back froman egress interface of a service appliance. This
"wiring" is verified and trusted. The evolution to Network Function
Virtualization (NFV) and nodern service chaining concepts (using
technol ogi es such as Locator/ID Separation Protocol (LISP), Network
Servi ce Header (NSH), Segnent Routing (SR), etc.) blurs the line
between the different trust domains, because the hand-off-points are
no longer clearly defined physical interfaces, but are virtua
interfaces. Because of that very reason, networks operators require
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that different trust layers not to be mxed in the sane device. For
an NFV scenario a different proof is required. Ofering a proof that
a packet traversed a specific set of service functions would all ow
network operators to nove away fromthe above described indirect

met hods of proving that a service chainis in place for a particul ar
appl i cation.

Depl oyed service chains w thout the presence of a "proof of transit”
mechani sm are typically operated as fail-open system The packets
that arrive at the end of a service chain are processed. Adding
"proof of transit" capabilities to a service chain allows an operator
to turn a fail-open systeminto a fail-close system i.e. packets
that did not properly traverse the service chain can be bl ocked.

A sol ution approach could be based on OAM data which is added to
every packet for achieving Proof O Transit (POT).The OAM data is
updated at every hop and is used to verify whether a packet traversed
all required nodes. When the verifier receives each packet, it can
val i dat e whet her the packet traversed the service chain correctly.
The detail ed nechani sns used for path verification along with the
procedures applied to the OAM data carried in the packet for path
verification are beyond the scope of this docunent. Details are
addressed in [I-D. brockners-proof-of-transit]. In this docunent the
term"proof" refers to a discrete set of bits that represents an
integer or string carried as OAM data. The OAM data is used to
verify whether a packet traversed the nodes it is supposed to
traverse.

Use Cases
In-situ OAM coul d be | everaged for several use cases, including:

o Traffic Matrix: Derive the network traffic matrix: Traffic for a
given tinme interval between any two edge nodes of a given donain.
Coul d be perforned for all traffic or on a per Quality of Service
(QS) class

o Fl ow Debuggi ng: Di scover which path(s) a particular set of traffic
(identified by an n-tuple) takes in the network. Such a procedure
is particularly useful in case traffic is balanced across nultiple
paths, like with link aggregation (LACP) or equal cost nulti-
pat hi ng (ECWVP).

0 Loss Statistics per Path: Retrieve |loss statistics per flow and
path in the network.

0 Path Heat Maps: Discover highly utilized links in the network.
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0 Trend Analysis on Traffic Patterns: Analyze if (and if so how) the
forwarding path for a specific set of traffic changes over tine
(can give hints to routing issues, unstable links etc.)

0 Network Delay Distribution: Show delay distribution across network

by node or links. |If enabled per application or for a specific
flow then display the path taken along with the delay incurred at
every hop.

0 SLA Verification: Verify that a negotiated service | evel agreenent
(SLA), e.g., for packet drop rates or delay/jitter is confornmed to
by the actual traffic.

0 Low power Networks: Include application | evel OAM i nformation
(e.g., battery charge level, cache or buffer fill level) into data
traffic to avoid sending extra OQAMtraffic which incur an extra
cost on the devices. Using the battery charge |evel as exanpl e,
one coul d avoid sending extra OAM packets just to conmmunicate
battery health, and as such would save battery on sensors

o Path Verification or Service Function Path Verification: Proof and
verification of packets traversing check points in the network,
where check points can be nodes in the network or service
functions.

0 Ceo-location Policy: Network policy inplemented based on which
pat h packets took. Exanple: Only if packets originated and stayed
within the trading-floor departnent, access to specific
applications or servers is granted.

0 Device-level Troubleshooting and Optim zation: In many cases,
networ k operators could benefit frominformation specific to a
singl e device. A non-exhaustive list of useful information
i ncl udes: queue-depths, buffer utilization (either shared or per-
port), packet latency neasured froma known starting point, packet
| atency introduced by a single device, and resource utilization
(CPU, menory, link bandwi dth) of a given device or link. |In sone
cases, this information changes over per-packet timescales (i.e.
nanoseconds) and as such it is extrenely challenging to collect
and report this info in an accurate and scal abl e manner. By
encoding the information fromthe forwarding el enent directly
within a data packet (i.e., within the "fast-path’) this
i nformati on can be added to sone or all data packets and then
coll ected and anal yzed by human or nachine tools. This type of
information is particularly valuable for troubl eshooting | ow1|eve
device errors as well as providing a know edge feedback | oop for
networ k and device optim zation
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4.

4.

1.

0 Custom Networ k Probing: Active network probing and in-situ OAM can
be conbi ned for custom zed and efficient network probing. This
could for exanple be a custoni zed traceroute.

Considerations for In-situ OAM

The inplenentation of an in-situ OAM nechani sm needs to take severa
consi derations into account, including adninistrative boundaries, how
information is recorded, Mxinmm Transfer Unit (MIU), Path MIu

Di scovery (PMIUD) and packet size, etc.

Type of Information to Be Recorded

The information gathered for in-situ OAM can be categorized into
three main categories: Information with a per-hop scope, such as path
tracing; information which applies to a specific set of hops, such as
path or service chain verification; information which only applies to
the edges of a dommin, such as sequence nunbers. Note that a single
net wor k device could conprise several in-situ OAM hops, for exanple
in case one wants to trace the path of a packet through that device.

0 "edge to edge": Information that needs to be shared between
networ k edges (the "edge" of a network could either be a host or a
domai n edge device): Edge to edge data e.g., packet and octet
count of data entering a well-defined domain and leaving it is
hel pful in building traffic matrix, sequence nunber (also called
"pat h packet counters”) is useful for the flow to detect packet

| oss.
0 "selected hops": Information that applies to a specific set of
nodes only. 1In case of path verification, only the nodes which

are "check points" are required to interpret and update the
information in the packet.

o "per hop": Information that is gathered at every hop al ong the
path a packet traverses within an adm nistrative domain:

* Hop by Hop information e.g., Nodes visited for path tracing,
Ti mestanps at each hop to find delays along the path

* Stats collection at each hop to optim ze conmunication in
resource constrai ned networks e.g., battery, CPU, nenory status
of each node piggy backed in a data packet is useful in |ow
power | ossy networks where network nodes are nostly asleep and
communi cati on i s expensive
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4.2. MIU and Packet Size

The recorded data at every hop might |ead to packet size exceeding
the Maxi mum Transmt Unit (MIU). A detailed discussion of the

i mplications of oversized |IPv6 header chains is found in [RFC7112].
The Path MIU restricts the amobunt of data that can be recorded for
purpose of QAMwithin a data packet.

If in-situ OAM data is inserted at the edge of the domain (e.g., by
internmedi ate routers) then the MU on all interfaces with the domain
(MTU_I NT) MJST be >= the nmaxi rum MIU on any "external" facing
interfaces (MIU_EXT) and the total size of in-situ OAMdata to be
recorded MUST be <= (MIU_INT - MIrU_EXT).

In-situ OAM conprises two approaches to insert OAM data-records in
t he packets:

o0 Pre-allocated: In this case, the encapsul ati ng node inserts enpty
data records into the packet to cover the entire domain. The data
records will be incrementally updated/filled as the packet
progresses through the network. Wth pre-allocation the packet
size is only changed at the encapsul ati ng node and is kept
constant throughout the donmain. The pre-allocated approach is
beneficial for software data-plane inplenentations where
al l ocating the required space only once and index into the array
to popul ate the data during transit avoi ds copy operations at
every hop.

0 Increnental: Every node that desires to include in-situ OAM
i nformati on extends the packet as needed. The increnental
approach is beneficial for hardware data-plane inplementations as
it elimnates the need for the transit nodes to read the ful
array and | ookup the pointer in the option prior to updating the
data record contents.

The "increnental" or the "pre-allocated" approaches could even be

conmbi ned in the same deploynent - in which case two in-situ QAM
headers woul d be present in the packet: One for the increnenta
approach and one for the pre-all ocated approach. |In such a case one

woul d expect that nodes with a hardware data-pl ane woul d update the
i ncrenmental header, whereas nodes with a software data-plane would
process the pre-allocated header

4.3. Adnministrative Boundaries
There are several challenges in enabling in-situ QAMin the public

Internet as well as in corporate/enterprise networks across
adm ni strative donmains, which include but are not linmted to:
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0 Depl oynent dependent, the data fields that in-situ OAMrequires as
part of a specific transport protocol nmay not be supported across
adm ni strative boundari es.

0 Current OAMinplenentations are often done in the slow path, i.e.
OAM packets are punted to router’s CPU for processing. This |eads
to performance and scaling issues and opens up routers for attacks
such as Denial of Service (DoS) attacks.

o Discovery of network topol ogy and details of the network devices
across administrative boundaries nmay open up attack vectors
conprom sing network security.

o Specifically on IPv6: At the adm nistrative boundaries |Pv6
packets with extension headers are dropped for several reasons
described in [ RFC7872].

The followi ng considerations will be discussed in a future version of
this docunent: |f the packet is dropped due to the presence of the
in-situ OAM If the policy failure is treated as feature disabl enent
and any further recording is stopped but the packet itself is not
dropped, it nay lead to every node in the path to nmake this policy
deci si on.

4.4. Sel ective Enabl enent

The ability to selectively enable in-situ OAMis valuable. While it
may be desirable to enable data collection on all traffic or devices,
this may not always be feasible. In-situ OAMcollection may al so
come with a performance inpact to forwarding rates or feature
capabilities, which may be acceptable in only sone |ocations. For
exanpl e, the SPUD prototype uses the notion of "pipes" to describe
the portion of the traffic that could be subject to in-path

i nspection. Mechanisns to decide which traffic would be subject to
in-situ OAM are outside the scope of this docunent.

4.5. Optimnzation of Node and Interface ldentifiers

Si nce packets have a finite maxi num size, the data recording or
carrying capacity of one packet in which the in-situ OAM netadata is
present is limted. In-situ OAM should use its own dedi cated
namespace (confined to the domain in-situ CAM operates in) to
represent node and interface IDs to save space in the header

Generic representations of node and interface identifiers which are
gl obal Il y uni que (such as a UU D) woul d consume significantly nore
bits of in-situ OAM dat a.
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4.

5.

6

1.

Loop Comuni cation Path (I Pv6-specifics)

When recorded data is required to be anal yzed on a source node that
i ssues a packet and inserts in-situ OAM data, the recorded data needs
to be carried back to the source node.

One way to carry the in-situ OAM data back to the source is to
utilize an | CMP Echo Request/Reply (ping) or |ICMPv6 Echo Request/
Reply (ping6) mechanism In order to run the in-situ OQAM nmechani sm
appropriately on the ping/ping6 nechanism the follow ng two
operations should be inplenented by the ping/ping6 target node:

1. Al of the in-situ CAMfields would be copied froman Echo
Request nessage to an Echo Reply nessage

2. The Hop Limt field of the IPv6 header of these nessages woul d be
copi ed as a continuous sequence. Further considerations are
addressed in a future version of this docunent.

Requirements for In-situ OAM Data Types

The above di scussed use cases require different types of in-situ OAM
data. This section details requirenents for in-situ OAM derived from
t he di scussi on above.

Generi c Requirenents

REQ GL: dassification: It should be possible to enable in-situ OAM
on a selected set of traffic (e.g., per interface, based on
an access control list specifying a specific set of traffic,
etc.) The selected set of traffic can also be all traffic.

REQ &2: Scope: If in-situ OAMis used only within a specific domain,
provisions need to be put in place to ensure that in-situ
OAM data stays within the specific domain only.

REQ G3: Transport independence: Data formats for in-situ OAM shall
be defined in a transport independent way. In-situ OAM
applies to a variety of transport protocols. Encapsul ations
shoul d be defined how the generic data formats are carried
by a specific protocol

REQ 4: Layering: It should be possible to have in-situ OAM
information for different transport protocol |ayers be
present in several fields within a single packet. This
could for exanple be the case when tunnels are enpl oyed and
in-situ OAMinformation is to be gathered for both the
underlay as well as the overlay network. Layering support
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REQ Gb5:

REQ G6:

REQ G7:

REQ- G8:

Br ockner s,

should not be limted to just underlay and overlay, but
i nclude nmore than two | ayers.

MIU size: Wth in-situ OAMinformati on added, packets MJST
NOT becone | arger than the path Mru

REQ G5.1: If due to sone reason a packet which contains in
situ OAM data record cannot be forwarded due to
the presence of in-situ OAM data records, the
node SHOULD renove the in situ OAM data records
and forward the packet, rather than drop the
entire packet.

REQ G5.2: If the encapsulating router is unable to insert
in-situ OAM data records into a packet, e.g., due
to MIU i ssues, even though it is configured to do
so, it should use sonme operational neans to
informthe operator (e.g., syslog) about the
inability to add in-situ OAM data records. Even
if the in-situ OAM encapsul ating node fails to
add in-situ OAM data records, it should forward
t he packet nornally.

REQ G5.3: MU size consideration for in-situ OAM MJST t ake
domai n specifics into account, e.g., changes of
the domai n topol ogy due to path protection
mechani sms mi ght extend the hop count of a path
etc.

Data structure reuse: The data types and data formats
defined and used for in-situ OAM ought to be reusable for
out -of -band OAM telenmetry as wel | .

Data records format: It is desirable that the format of in-
situ OAM dat a-records | everages al ready defined data fornmats
for OAM as nmuch as feasible.

Conbi nati on with active OQAM nechani sns: | n-situ QAM shoul d
be useable for active network probing, like for exanple a
custom zed version of traceroute. Decapsulating in-situ OAM
nodes nmay have an ability to send the in-situ OAM
information retrieved fromthe packet back to the source
address of the packet or to the encapsul ati ng node.
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5.2. In-situ OAM Data with Per-hop Scope

REQ Hi1:

REQ H2:

REQ- H3:

REQ H4:

REQ H5:

Br ockner s,

M ssing nodes detection: Data shall be present that allows a
node to detect whether all nodes that might participate in
in-situ OAM operations have indeed parti ci pat ed.

Node, instance or device identifier: Data shall be present
that allows to retrieve the identity of the entity reporting
telemetry information. The entity can be a device, or a
subsystem conponent within a device. The latter will allow
for packet tracing within a device in nmuch the sane way as
bet ween devi ces.

Ingress interface identifier: Data shall be present that
allows the identification of the interface a particul ar
packet was received from The interface can be a |ogica
and/ or physical entity.

Egress interface identifier: Data shall be present that
allows the identification of the interface a particul ar
packet was forwarded to. Interface can be a |ogical or
physical entity.

Tinme-rel ated requirenments

REQ H5.1: Delay: Data shall be present that allows to
retrieve the delay between two or nore points of
interest within the system Those points can be
within the sane device or on different devices

REQ H5.2: Jitter: Data shall be present that allows to
retrieve the jitter between two or nore points of
interest within the system Those points can be
within the sane device or on different devices
Jitter can be derived fromthe different
ti mestanps gat hered and does not necessarily need
to be an explicit data record.

REQ H5.3: Wall-clock time: Data shall be present that
allows to retrieve the wall-clock tine visited a
particul ar point of interest in the system

REQ- H5.4: Tine precision: Tine with different precision
shoul d be supported. Use-case dependent, the
required precision could e.g., be nanoseconds,
m croseconds, nilliseconds, or seconds.
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REQ H6:

Generic data records (like e.g., GPS/ Geo-location
information): It should be possible to add user-defined QAM
data at select hops to the packet. The semantics of the
data are defined by the user

5.3. In-situ OAMwi th Sel ected Hop Scope

REQ- S1:

Proof of transit: Data shall be present which allows to
securely prove that a packet has visited or ore severa
particular points of interest (i.e., a particular set of
nodes) .

REQ S1.1: In case "Shamir’s secret sharing schene" is used
for proof of transit, two data records, "randont
and "cumul ative" shall be present. The nunber of
bits used for "randonml and "cumul ative" data
records can vary between depl oynents and shoul d
t hus be confi gurabl e.

REQ S1.2: Enable a fail-open service chaining systemto be
converted into a fail-closed service chaining
system

5.4. In-situ CAMw th End-to-end Scope

REQ E1:

Sequence numberi ng:

REQ El1.1: Reordering detection: It should be possible to
det ect whet her packets have been reordered while
traversing an in situ OAM donmi n.

REQ- E1.2: Duplicates detection: It should be possible to
det ect whet her packets have been duplicated while
traversing an in situ OAM donmi n.

REQ E1. 3: Detection of packet drops: It should be possible
to detect whether packets have been dropped while
traversing an in-situ OAM domai n.

6. Security Considerations and Requirenents

6.1. GCeneral considerations

CGener a
version

In-situ
sever al

Br ockner s,

Security considerations will be expanded on in a later
of this docunent.

OAM i s considered a "per donmain" feature, where one or
operators decide on | everaging and configuring in-situ OAM
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according to their needs. Still operators need to properly secure
the in-situ OQAM domain to avoid malicious configuration and use,
whi ch could include injecting malicious in-situ OAM packets into a
donai n.

6. 2. Proof of Transit

Threat Mddel: Attacks on the deploynents could be due to malicious
adm nistrators or accidental msconfiguration resulting in bypassing
of certain nodes. The solution approach should neet the follow ng
requirenents:

REQ SEC1: Sound Proof of Transit: A valid and verifiable proof that
the packet definitively traversed through all the nodes as
expected. Probabilistic nethods to achieve this should be
avoi ded, as the sane could be exploited by an attacker

REQ SEC2: Tanpering of neta data: An active attacker should not be
able to insert or nodify or delete neta data in whole or
in parts and bypass few (or all) nodes. Any deviation
fromthe expected path should be accurately determ ned.

REQ SEC3: Replay Attacks: A attacker (active/passive) should not be
able to reuse the POT bits in the packet by observing the
OAM data in the packet, packet characteristics (like IP
addresses, octets transferred, tinestanps) or even the
proof bits thensel ves. The solution approach should
consi der usage of these paranmeters for deriving any
secrets cautiously. Mtigating replay attacks beyond a
wi ndow of | onger duration could be intractable to achieve
with fixed nunber of bits allocated for proof.

REQ SEC4: Pre-play Attacks: A active attacker should not be able to
generate or reuse valid POT bits fromlegitinmte packets,
in order to prove to the verifier as valid packets. This
slight variant of replay attacks. The attacker extracts
POT bits fromlegitimte packets and ensure they do not
reach the verifier. Subsequently reuse those POT bits in
crafted packets.

REQ SEC5: Recycle Secrets: Any configuration of the secrets (like
cryptographic keys, initialization vectors etc.) either in
the controller or service functions should be re-
configurable. Solution approach should enable controls,
APl calls etc. needed in order to perform such recycling.
It is desirable to provide recomendations on the duration
of rotation cycles needed for the secure functioning of
the overall system
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REQ SEC6: Secret storage and distribution: Secrets should be shared
with the devices over secure channels. Methods should be
put in place so that secrets cannot be retrieved by non-
aut hori zed personnel fromthe devices.

7. |1 ANA Consi derations
[RFC Editor: please renove this section prior to publication.]
Thi s docunment has no | ANA acti ons.
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