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1. Introduction

For interactive real-time traffic the typical protocol choice is Realtime Transport Protocol (RTP) over User Datagram Protocol (UDP). RTP does not provide any guarantee of Quality of Service (QoS), reliable or timely delivery and expects the underlying transport protocol to do so. UDP alone certainly does not meet that expectation. However, RTP Control Protocol (RTCP) provides a mechanism to periodically send transport and media metrics to the media sender which can be utilized and extended for the purposes of RMCAT congestion control. For a congestion control algorithm which operates at the media sender, RTCP messages can be transmitted from the media receiver back to the media sender to enable congestion control. In the absence of standardized messages for this purpose, the congestion control algorithm designers have designed proprietary RTCP messages that convey only those parameters required for their respective designs. As a direct result, the different congestion control (a.k.a. rate adaptation) designs are not interoperable. To enable algorithm evolution as well as interoperability across designs...
(e.g., different rate adaptation algorithms), it is highly desirable to have generic congestion control feedback format.

To help achieve interoperability for unicast RTP congestion control, this memo proposes a common RTCP feedback format that can be used by NADA [I-D.ietf-rmcat-nada], SCReAM [I-D.ietf-rmcat-scream-cc], Google Congestion Control [I-D.ietf-rmcat-gcc] and Shared Bottleneck Detection [I-D.ietf-rmcat-sbd], and hopefully future RTP congestion control algorithms as well.

[Editor’s Note: consider removing this part of the section in the later versions ] In preparing this memo, we have considered the following:

- What are the feedback requirements for the proposed RTP congestion control candidate solution?
- Can we design a feedback message that is future proof, and general enough to meet the needs of algorithms that have yet to be defined?
- Can we use existing RTCP Extended Report (XR) blocks and/or RTCP Feedback Messages? If not, what is the rationale behind new XR blocks and/or RTCP feedback messages?
- What will be the wire format of the generic feedback message?

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

In addition the terminology defined in [RFC3550], [RFC3551], [RFC3611], [RFC4585], and [RFC5506] applies.

3. Feedback Message

The design team analyzed the feedback requirements from the different proposed candidate in RMCAT WG. The analysis showed some commonalities between the proposed solution candidate and some can be derived from other information. The design team has agreed to have following packet information block in the feedback message to satisfy different requirement analyzed.

- Packet Identifier : RTP sequence number. The RTP packet header includes an incremental packet sequence number that the sender
needs to correlate packets sent at the sender with packets received at the receiver.

- Packet Arrival Time: Arrival time stamp at the receiver of the media. The sender requires the arrival time stamp of the respective packet to determine delay and jitter the packet had experienced during transmission. In a sender based congestion control solution the sender requires to keep track of the sent packets - usually packet sequence number, packet size and packet send time. With the packet arrival time the sender can detect the delay and jitter information. Along with packet loss and delay information the sender can estimate the available bandwidth and thus adapt to the situation.

- Packet Explicit Congestion Notification (ECN) Marking: If ECN [RFC3168] is used, it is necessary to report on the 2-bit ECN mark in received packets, indicating for each packet whether it is marked not-ECT, ECT(0), ECT(1), or ECN-CE. If the path on which the media traffic traversing is ECN capable then the sender can use the Congestion Experienced (ECN-CE) marking information for congestion control. It is important that the receiver sends the ECN-CE marking information of the packet back to the sender to take the advantages of ECN marking. Note that how the receiver gets the ECN marking information at application layer is out of the scope of this design team. Additional information for ECN use with RTP can be found at [RFC6679].

The feedback messages can have one or more of the above information blocks. For RTCP based feedback message the packet information block will be grouped by Synchronization Source (SSRC) identifier.

As a practical matter, we note that host Operating System (OS) process interruptions can occur at inopportune times. Thus, the recording of the sent times at the sender and arrival times at the receiver should be made with deliberate care. This is because the time duration of host OS interruptions can be significant relative to the precision desired in the one-way delay estimates. Specifically, the send time should be recorded at the latest opportunity prior to outputting the media packet at the sender (e.g., socket or RTP API) and the arrival time at the receiver (e.g., socket or RTP API) should be recorded at the earliest opportunity available to the receiver.

3.1. RTCP XR Block for Reporting Congestion Control Feedback

Congestion control feedback can be sent as part of a scheduled RTCP report, or as RTP/AVPF early feedback. If sent as part of a scheduled RTCP report, the feedback is sent as an XR block, as part of a regular compound RTCP packet. The format of the RTCP XR report
block is as follows (this will be preceded in the compound RTCP packet by an RTCP XR header, described in [RFC3611], that includes the SSRC of the report sender):

```
0                   1                   2                   3
+---------------------------------------------------------------+
|     BT=RC2F    | Report count | Block Length = TBD |
+---------------------------------------------------------------+
| Report Timestamp (32bits)                                     |
| SSRC of 1st media source                                      |
| begin_seq | end_seq |                                                                 |
| L | ECN | Arrival time offset | ... |
+---------------------------------------------------------------+
| SSRC of nth media source                                     |
| begin_seq | end_seq |                                                                 |
| L | ECN | Arrival time offset | ... |  
```

The XR Discard RLE report block uses the same format as specified for the loss and duplicate report blocks in [RFC3611]. The fields "block length", "begin_seq", and "end_seq" have the same semantics and representation as defined in [RFC3611]

Block Type (BT, 8 bits): The RMCAT congestion control feedback Report Block is identified by the constant RC2F. [Note to RFC Editor: Please replace RC2F with the IANA provided RTCP XR block type for this block.]

Report Count (8 bits): field describes the number of SSRCs reported by this report block. The number should at least be 1.

Report Timestamp (RTS, 32 bits): represents the timestamp when this report was generated. The sender of the feedback message decides on the wall-clock. Usually, it should be derived from the same wall-clock that is used for timestamping RTP packets arrival. Consistency in the unit and resolution (10th of millisecond should be good enough
is important here. In addition, the media sender can ask for a specific resolution it wants.

Each sequence number between the begin_seq and end_seq (both inclusive) is represented by a packet metric block of 16-bits that contains the L, ECN, and ATO metrics. If an odd number of reports are included, i.e., end_seq - begin_seq is odd then it should be rounded up to four (4) bytes boundary. [FIXME : the solution will depend on the compression used (if any), revisit this if packet format is changed later]

L (1 bit): is a boolean to indicate if the packet was received. 0 represents that the packet was not yet received and all the subsequent bits (ECN and ATO) are also set to 0. 1 represent the packet was received and the subsequent bits in the block need to be parsed.

ECN (2 bits): is the echoed ECN mark of the packet (00 if not received or if ECN is not used).

Arrival time offset (ATO, 13 bits): it the relative arrival time of the RTP packets at the receiver before this feedback report was generated measured in milliseconds. It is calculated by subtracting the reception timestamp of the RTP packet denoted by this 16bit block and the timestamp (RTS) of this report.

[FIXME: should reserve 0xFFF to mean anything greater than 0xFFF? This needs to wait until we have fixed the packet format ]

3.2. RTP/AVPF Transport Layer Feedback for Congestion Control

Congestion control feedback can also be sent in a non-compound RTCP packet [RFC5506] if the RTP/AVPF profile [RFC4585] or the RTP/SAVPF profile [RFC5124] is used. In this case, the congestion control feedback is sent as a Transport Layer FB message (RTCP packet type 205), with FMT=2 (congestion control feedback). The format of this RTCP packet is as follows:
The first 8 octets are the RTCP header, with PT=205 and FMT=2 specifying the remainder is a congestion control feedback packet, and including the SSRC of the packet sender.

Section 6.1 of [RFC4585] requires this is followed by the SSRC of the media source being reported upon. Accordingly, the format of the report is changed from that of the RTCP XR report block, to move the timestamp to the end. The meaning of all the fields is as described in Section 3.1.

4. Feedback Frequency and Overhead

There is a trade-off between speed and accuracy of reporting, and the overhead of the reports. [I-D.ietf-rmcat-rtp-cc-feedback] discusses this trade-off, and the possible rates of feedback.

It is a general understanding that the congestion control algorithms will work better with more frequent feedback — per packet feedback. However, RTCP bandwidth and transmission rules put some upper limits on how frequently the RTCP feedback messages can be send from the
media receiver to the media sender. It has been shown [I-D.ietf-rmcat-rtp-cc-feedback] that in most cases a per frame feedback is a reasonable assumption on how frequent the RTCP feedback messages can be transmitted. The design team also have noted that even if a higher frequency of feedback is desired it is not viable if the feedback messages starts to compete against the media traffic on the feedback path during congestion period. Analyzing the feedback interval requirement [feedback-requirements] it can be seen that the candidate algorithms can perform with a feedback interval range of 50-200ms. A value within this range need to be negotiated at session setup.

5. Design Rationale

The primary function of RTCP Sender Report (SR) / Receiver Report (RR) is to report the reception quality of media. The regular SR / RR reports contain information about observed jitter, fractional packet loss and cumulative packet loss. The original intent of this information was to assist flow and congestion control mechanisms. Even though it is possible to do congestion control based on information provided in the SR/RR reports it is not sufficient to design an efficient congestion control algorithm for interactive real-time communication. An efficient congestion control algorithm requires more fine grain information on per packet (see Section 3) to react to the congestion or to avoid funder congestion on the path.

Codec Control Message for AVPF [RFC5104] defines Temporary Maximum Media Bit Rate (TMMBR) message which conveys a temporary maximum bitrate limitation from the receiver of the media to the sender of the media. Even though it is not designed to replace congestion control, TMMBR has been used as a means to do receiver based congestion control where the session bandwidth is high enough to send frequent TMMBR messages especially with reduced sized reports [RFC5506]. This requires the receiver of the media to analyze the data reception, detect congestion level and recommend a maximum bitrate suitable for current available bandwidth on the path with an assumption that the sender of the media always honors the TMMBR message. This requirement is completely opposite of the sender based congestion control approach. Hence, TMMBR cannot be as a signaling means for a sender based congestion control mechanism. However, TMMBR should be viewed a complimentary signaling mechanism to establish receiver’s current view of acceptable maximum bitrate which a sender based congestion control should honor.

There are number of RTCP eXtended Report (XR) blocks have been defined for reporting of delay, loss and ECN marking. It is possible to combine several XR blocks to report the loss and ECN marking at
the cost of overhead and complexity. However, there is no existing RTCP XR block to report packet arrival time.

Considering the issues discussed here it is rational to design a new congestion control feedback signaling mechanism for sender based congestion control algorithm.
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8. Security Considerations
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1. Introduction

For interactive real-time traffic the typical protocol choice is Realtime Transport Protocol (RTP) over User Datagram Protocol (UDP). RTP does not provide any guarantee of Quality of Service (QoS), reliable or timely delivery and expects the underlying transport protocol to do so. UDP alone certainly does not meet that expectation. However, RTP Control Protocol (RTCP) provides a mechanism to periodically send transport and media metrics to the media sender which can be utilized and extended for the purposes of RMCAT congestion control. For a congestion control algorithm which operates at the media sender, RTCP messages can be transmitted from the media receiver back to the media sender to enable congestion control. In the absence of standardized messages for this purpose, the congestion control algorithm designers have designed proprietary RTCP messages that convey only those parameters required for their respective designs. As a direct result, the different congestion control (a.k.a. rate adaptation) designs are not interoperable. To enable algorithm evolution as well as interoperability across designs (e.g., different rate adaptation algorithms), it is highly desirable to have generic congestion control feedback format.
To help achieve interoperability for unicast RTP congestion control, this memo proposes a common RTCP feedback format that can be used by NADA [I-D.ietf-rmcat-nada], SCReAM [I-D.ietf-rmcat-scream-cc], Google Congestion Control [I-D.ietf-rmcat-gcc] and Shared Bottleneck Detection [I-D.ietf-rmcat-sbd], and hopefully future RTP congestion control algorithms as well.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

In addition the terminology defined in [RFC3550], [RFC3551], [RFC3611], [RFC4585], and [RFC5506] applies.

3. Feedback Message

The design team analyzed the feedback requirements from the different proposed candidate in RMCAT WG. The analysis showed some commonalities between the proposed solution candidate and some can be derived from other information. The design team has agreed to have following packet information block in the feedback message to satisfy different requirement analyzed.

- Packet Identifier: RTP sequence number. The RTP packet header includes an incremental packet sequence number that the sender needs to correlate packets sent at the sender with packets received at the receiver.

- Packet Arrival Time: Arrival time stamp at the receiver of the media. The sender requires the arrival time stamp of the respective packet to determine delay and jitter the packet had experienced during transmission. In a sender based congestion control solution the sender requires to keep track of the sent packets - usually packet sequence number, packet size and packet send time. With the packet arrival time the sender can detect the delay and jitter information. Along with packet loss and delay information the sender can estimate the available bandwidth and thus adapt to the situation.

- Packet Explicit Congestion Notification (ECN) Marking: If ECN [RFC3168] is used, it is necessary to report on the 2-bit ECN mark in received packets, indicating for each packet whether it is marked not-ECT, ECT(0), ECT(1), or ECN-CE. If the path on which the media traffic traversing is ECN capable then the sender can use the Congestion Experienced (ECN-CE) marking information for congestion control. It is important that the receiver sends the
The feedback messages can have one or more of the above information blocks. For RTCP based feedback message the packet information block will be grouped by Synchronization Source (SSRC) identifier.

As a practical matter, we note that host Operating System (OS) process interruptions can occur at inopportune times. Thus, the recording of the sent times at the sender and arrival times at the receiver should be made with deliberate care. This is because the time duration of host OS interruptions can be significant relative to the precision desired in the one-way delay estimates. Specifically, the send time should be recorded at the latest opportunity prior to outputting the media packet at the sender (e.g., socket or RTP API) and the arrival time at the receiver (e.g., socket or RTP API) should be recorded at the earliest opportunity available to the receiver.

3.1. RTCP Congestion Control Feedback Report

Congestion control feedback can be sent as part of a regular scheduled RTCP report, or in an RTP/AVPF early feedback packet. If sent as early feedback, congestion control feedback MAY be sent in a non-compound RTCP packet [RFC5506] if the RTP/AVPF profile [RFC4585] or the RTP/SAVPF profile [RFC5124] is used.

Irrespective of how it is transported, the congestion control feedback is sent as a Transport Layer Feedback Message (RTCP packet type 205). The format of this RTCP packet is as follows:
The first 8 octets are the RTCP header, with PT=205 and FMT=CCFB specifying the remainder is a congestion control feedback packet, and including the SSRC of the packet sender. (NOTE TO RFC EDITOR: please replace CCFB here and in the above diagram with the IANA assigned RTCP feedback packet type)

Section 6.1 of [RFC4585] requires the RTCP header to be followed by the SSRC of the media source being reported upon. Accordingly, the RTCP header is followed by a report for each SSRC received, followed by the Report Timestamp.

The report for each SSRC received starts with the SSRC of that media source. Then, each sequence number between the begin_seq and end_seq (both inclusive) is represented by a packet metric block of 16-bits that contains the L, ECN, and ATO fields. If an odd number of reports are included, i.e., end_seq - begin_seq is odd then 16 bits of zero padding MUST be added after the last report, to align the RTCP packet to a four (4) bytes boundary. The L, ECN, and ATO fields are as follows:
o L (1 bit): is a boolean to indicate if the packet was received. 0 represents that the packet was not yet received and all the subsequent bits (ECN and ATO) are also set to 0. 1 represent the packet was received and the subsequent bits in the block need to be parsed.

o ECN (2 bits): is the echoed ECN mark of the packet. These are set to 00 if not received, or if ECN is not used.

o Arrival time offset (ATO, 13 bits): it the relative arrival time of the RTP packets at the receiver before this feedback report was generated measured in milliseconds. It is calculated by subtracting the reception timestamp of the RTP packet denoted by this 16bit block and the timestamp (RTS) of this report. If the measured value is greater than 8.109 seconds (the value that would be coded as 0x1FFD), the value 0x1FFE MUST be reported to indicate an over-range positive measurement. If the measurement is unavailable, the value 0x1FFF MUST be reported.

Report Timestamp (RTS, 32 bits): represents the timestamp when this report was generated. The sender of the feedback message decides on the wall-clock. Usually, it should be derived from the same wall-clock that is used for timestamping RTP packets arrival. Consistency in the unit and resolution (10th of millisecond should be good enough) is important here. In addition, the media sender can ask for a specific resolution it wants.

4. Feedback Frequency and Overhead

There is a trade-off between speed and accuracy of reporting, and the overhead of the reports. [I-D.ietf-rmcat-rtp-cc-feedback] discusses this trade-off, and the possible rates of feedback.

It is a general understanding that the congestion control algorithms will work better with more frequent feedback - per packet feedback. However, RTCP bandwidth and transmission rules put some upper limits on how frequently the RTCP feedback messages can be send from the media receiver to the media sender. It has been shown [I-D.ietf-rmcat-rtp-cc-feedback] that in most cases a per frame feedback is a reasonable assumption on how frequent the RTCP feedback messages can be transmitted. The design team also have noted that even if a higher frequency of feedback is desired it is not viable if the feedback messages starts to compete against the media traffic on the feedback path during congestion period. Analyzing the feedback interval requirement [feedback-requirements] it can be seen that the candidate algorithms can perform with a feedback interval range of 50-200ms. A value within this range need to be negotiated at session setup.
5. Design Rationale

The primary function of RTCP Sender Report (SR) / Receiver Report (RR) is to report the reception quality of media. The regular SR / RR reports contain information about observed jitter, fractional packet loss and cumulative packet loss. The original intent of this information was to assist flow and congestion control mechanisms. Even though it is possible to do congestion control based on information provided in the SR/RR reports it is not sufficient to design an efficient congestion control algorithm for interactive real-time communication. An efficient congestion control algorithm requires more fine grain information on per packet (see Section 3) to react to the congestion or to avoid funder congestion on the path.

Codec Control Message for AVPF [RFC5104] defines Temporary Maximum Media Bit Rate (TMMBR) message which conveys a temporary maximum bitrate limitation from the receiver of the media to the sender of the media. Even though it is not designed to replace congestion control, TMMBR has been used as a means to do receiver based congestion control where the session bandwidth is high enough to send frequent TMMBR messages especially with reduced sized reports [RFC5506]. This requires the receiver of the media to analyze the data reception, detect congestion level and recommend a maximum bitrate suitable for current available bandwidth on the path with an assumption that the sender of the media always honors the TMMBR message. This requirement is completely opposite of the sender based congestion control approach. Hence, TMMBR cannot be as a signaling means for a sender based congestion control mechanism. However, TMMBR should be viewed a complimentary signaling mechanism to establish receiver’s current view of acceptable maximum bitrate which a sender based congestion control should honor.

There are number of RTCP eXtended Report (XR) blocks have been defined for reporting of delay, loss and ECN marking. It is possible to combine several XR blocks to report the loss and ECN marking at the cost of overhead and complexity. However, there is no existing RTCP XR block to report packet arrival time.

Considering the issues discussed here it is rational to design a new congestion control feedback signaling mechanism for sender based congestion control algorithm.

6. Acknowledgements

This document is an outcome of RMCAT design team discussion. We would like to thank all participants specially Xiaoquing Zhu, Stefan Holmer, David, Ingemar Johansson and Randell Jesup for their valuable contribution to the discussions and to the document.
7. IANA Considerations

IANA is requested to assign a new value in the "FMT Values for RTPFB Payload Types" registry for the CCFB transport layer feedback packet described in Section 3.1.

8. Security Considerations

There is a risk of causing congestion if an on-path attacker modifies the feedback messages in such a manner to make available bandwidth greater than it is in reality. [More on security consideration TBD.]
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Abstract

This document describes NADA (network-assisted dynamic adaptation), a novel congestion control scheme for interactive real-time media applications, such as video conferencing. In the proposed scheme, the sender regulates its sending rate based on either implicit or explicit congestion signaling, in a unified approach. The scheme can benefit from explicit congestion notification (ECN) markings from network nodes. It also maintains consistent sender behavior in the absence of such markings, by reacting to queuing delays and packet losses instead.
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1. Introduction

Interactive real-time media applications introduce a unique set of challenges for congestion control. Unlike TCP, the mechanism used for real-time media needs to adapt quickly to instantaneous bandwidth changes, accommodate fluctuations in the output of video encoder rate control, and cause low queuing delay over the network. An ideal scheme should also make effective use of all types of congestion signals, including packet loss, queuing delay, and explicit congestion notification (ECN) [RFC3168] markings. The requirements for the congestion control algorithm are outlined in [I-D.ietf-rmcat-cc-requirements].

This document describes an experimental congestion control scheme called network-assisted dynamic adaptation (NADA). The NADA design benefits from explicit congestion control signals (e.g., ECN markings) from the network, yet also operates when only implicit congestion indicators (delay and/or loss) are available. Such a unified sender behavior distinguishes NADA from other congestion control schemes for real-time media. In addition, its core congestion control algorithm is designed to guarantee stability for path round-trip-times (RTTs) below a prescribed bound (e.g., 250ms with default parameter choices). It further supports weighted bandwidth sharing among competing video flows with different priorities. The signaling mechanism consists of standard RTP timestamp [RFC3550] and RTCP feedback reports with non-standard messages.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described [RFC2119].

3. System Overview

Figure 1 shows the end-to-end system for real-time media transport that NADA operates in. Note that there also exist network nodes along the reverse (potentially uncongested) path that the RTCP feedback reports traverse. Those network nodes are not shown in the figure for sake of brevity.
Figure 1: System Overview

- Media encoder with rate control capabilities. It encodes raw media (audio and video) frames into compressed bitstream which is later packetized into RTP packets. As discussed in [I-D.ietf-rmcat-video-traffic-model], the actual output rate from the encoder r_vout may fluctuate around the target r_vin. Furthermore, it is possible that the encoder can only react to bit rate changes at rather coarse time intervals, e.g., once every 0.5 seconds.

- RTP sender: responsible for calculating the NADA reference rate based on network congestion indicators (delay, loss, or ECN marking reports from the receiver), for updating the video encoder with a new target rate r_vin, and for regulating the actual sending rate r_send accordingly. The RTP sender also generates a sending timestamp for each outgoing packet.

- RTP receiver: responsible for measuring and estimating end-to-end delay (based on sender timestamp), packet loss (based on RTP sequence number), ECN marking ratios (based on [RFC6679]), and receiving rate (r_recv) of the flow. It calculates the aggregated congestion signal (x_curr) that accounts for queuing delay, ECN markings, and packet losses. The receiver also determines the mode for sender rate adaptation (rmode) based on whether the flow has encountered any standing non-zero congestion. The receiver sends periodic RTCP reports back to the sender, containing values of xCurr, rmode, and r_recv.

- Network node with several modes of operation. The system can work with the default behavior of a simple drop tail queue. It can also benefit from advanced AQM features such as PIE, FQ-CoDel, RED-based ECN marking, and PCN marking using a token bucket algorithm. Note that network node operation is out of control for the design of NADA.
4. Core Congestion Control Algorithm

Like TCP-Friendly Rate Control (TFRC) [Floyd-CCR00] [RFC5348], NADA is a rate-based congestion control algorithm. In its simplest form, the sender reacts to the collection of network congestion indicators in the form of an aggregated congestion signal, and operates in one of two modes:

- Accelerated ramp-up: when the bottleneck is deemed to be underutilized, the rate increases multiplicatively with respect to the rate of previously successful transmissions. The rate increase multiplier (gamma) is calculated based on observed round-trip-time and target feedback interval, so as to limit self-inflicted queuing delay.

- Gradual rate update: in the presence of non-zero aggregate congestion signal, the sending rate is adjusted in reaction to both its value (x_curr) and its change in value (x_diff).

This section introduces the list of mathematical notations and describes the core congestion control algorithm at the sender and receiver, respectively. Additional details on recommended practical implementations are described in Section 5.1 and Section 5.2.

4.1. Mathematical Notations

This section summarizes the list of variables and parameters used in the NADA algorithm.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_curr</td>
<td>Current timestamp</td>
</tr>
<tr>
<td>t_last</td>
<td>Last time sending/receiving a feedback</td>
</tr>
<tr>
<td>delta</td>
<td>Observed interval between current and previous feedback reports: delta = t_curr-t_last</td>
</tr>
<tr>
<td>r_ref</td>
<td>Reference rate based on network congestion</td>
</tr>
<tr>
<td>r_send</td>
<td>Sending rate</td>
</tr>
<tr>
<td>r_recv</td>
<td>Receiving rate</td>
</tr>
<tr>
<td>r_vin</td>
<td>Target rate for video encoder</td>
</tr>
<tr>
<td>r_vout</td>
<td>Output rate from video encoder</td>
</tr>
<tr>
<td>d_base</td>
<td>Estimated baseline delay</td>
</tr>
<tr>
<td>d_fwd</td>
<td>Measured and filtered one-way delay</td>
</tr>
<tr>
<td>d_queue</td>
<td>Estimated queueing delay</td>
</tr>
<tr>
<td>d_tilde</td>
<td>Equivalent delay after non-linear warping</td>
</tr>
<tr>
<td>p_mark</td>
<td>Estimated packet ECN marking ratio</td>
</tr>
<tr>
<td>p_loss</td>
<td>Estimated packet loss ratio</td>
</tr>
<tr>
<td>x_curr</td>
<td>Aggregate congestion signal</td>
</tr>
<tr>
<td>x_prev</td>
<td>Previous value of aggregate congestion signal</td>
</tr>
<tr>
<td>x_diff</td>
<td>Change in aggregate congestion signal w.r.t. its previous value: x_diff = x_curr - x_prev</td>
</tr>
<tr>
<td>rmode</td>
<td>Rate update mode: (0 = accelerated ramp-up; 1 = gradual update)</td>
</tr>
<tr>
<td>gamma</td>
<td>Rate increase multiplier in accelerated ramp-up mode</td>
</tr>
<tr>
<td>rtt</td>
<td>Estimated round-trip-time at sender</td>
</tr>
<tr>
<td>buffer_len</td>
<td>Rate shaping buffer occupancy measured in bytes</td>
</tr>
</tbody>
</table>

Figure 2: List of variables.
### Figure 3: List of algorithm parameters.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIO</td>
<td>Weight of priority of the flow</td>
<td>1.0</td>
</tr>
<tr>
<td>RMIN</td>
<td>Minimum rate of application supported by media encoder</td>
<td>150 Kbps</td>
</tr>
<tr>
<td>RMAX</td>
<td>Maximum rate of application supported by media encoder</td>
<td>1.5 Mbps</td>
</tr>
<tr>
<td>XREF</td>
<td>Reference congestion level</td>
<td>20ms</td>
</tr>
<tr>
<td>KAPPA</td>
<td>Scaling parameter for gradual rate update calculation</td>
<td>0.5</td>
</tr>
<tr>
<td>ETA</td>
<td>Scaling parameter for gradual rate update calculation</td>
<td>2.0</td>
</tr>
<tr>
<td>TAU</td>
<td>Upper bound of RTT in gradual rate update calculation</td>
<td>500ms</td>
</tr>
<tr>
<td>DELTA</td>
<td>Target feedback interval</td>
<td>100ms</td>
</tr>
<tr>
<td>DFILT</td>
<td>Bound on filtering delay</td>
<td>120ms</td>
</tr>
<tr>
<td>LOGWIN</td>
<td>Observation window in time for calculating packet summary statistics at receiver</td>
<td>500ms</td>
</tr>
<tr>
<td>TEXPLOSS</td>
<td>Expiration time for previously observed packet loss</td>
<td>30s</td>
</tr>
<tr>
<td>QEPS</td>
<td>Threshold for determining queuing delay build up at receiver</td>
<td>10ms</td>
</tr>
<tr>
<td>QTH</td>
<td>Delay threshold for non-linear warping</td>
<td>50ms</td>
</tr>
<tr>
<td>DLOSS</td>
<td>Delay penalty for loss</td>
<td>1.0s</td>
</tr>
<tr>
<td>DMARK</td>
<td>Delay penalty for ECN marking</td>
<td>200ms</td>
</tr>
<tr>
<td>GAMMA_MAX</td>
<td>Upper bound on rate increase ratio for accelerated ramp-up</td>
<td>50%</td>
</tr>
<tr>
<td>QBOUND</td>
<td>Upper bound on self-inflicted queuing delay during ramp up</td>
<td>50ms</td>
</tr>
<tr>
<td>FPS</td>
<td>Frame rate of incoming video</td>
<td>30</td>
</tr>
<tr>
<td>BETA_S</td>
<td>Scaling parameter for modulating outgoing sending rate</td>
<td>0.1</td>
</tr>
<tr>
<td>BETA_V</td>
<td>Scaling parameter for modulating video encoder target rate</td>
<td>0.1</td>
</tr>
<tr>
<td>ALPHA</td>
<td>Smoothing factor in exponential smoothing of packet loss and marking ratios</td>
<td>0.1</td>
</tr>
</tbody>
</table>
4.2. Receiver-Side Algorithm

The receiver-side algorithm can be outlined as below:

On initialization:
set $d_{base} = +\infty$
set $p_{loss} = 0$
set $p_{mark} = 0$
set $r_{recv} = 0$
set both $t_{last}$ and $t_{curr}$ as current time

On receiving a media packet:

- obtain current timestamp $t_{curr}$ from system clock
- obtain from packet header sending time stamp $t_{sent}$
- obtain one-way delay measurement: $d_{fwd} = t_{curr} - t_{sent}$
- update baseline delay: $d_{base} = \min(d_{base}, d_{fwd})$
- update queuing delay: $d_{queue} = d_{fwd} - d_{base}$
- update packet loss ratio estimate $p_{loss}$
- update packet marking ratio estimate $p_{mark}$
- update measurement of receiving rate $r_{recv}$

On time to send a new feedback report ($t_{curr} - t_{last} > \Delta t$):
- calculate non-linear warping of delay $d_{tilde}$ if packet loss exists
- calculate current aggregate congestion signal $x_{curr}$
- determine mode of rate adaptation for sender: $r_{mode}$
- send RTCP feedback report containing values of: $r_{mode}$, $x_{curr}$, and $r_{recv}$
- update $t_{last} = t_{curr}$

In order for a delay-based flow to hold its ground when competing against loss-based flows (e.g., loss-based TCP), it is important to distinguish between different levels of observed queuing delay. For instance, a moderate queuing delay value below 100ms is likely self-inflicted or induced by other delay-based flows, whereas a high queuing delay value of several hundreds of milliseconds may indicate the presence of a loss-based flow that does not refrain from increased delay.

If packet losses are observed within the previous time window of $T_{LOSS}$, the estimated queuing delay follows a non-linear warping:

$$
\begin{align*}
\text{d}_{\text{tilde}} &= \begin{cases} 
\text{d}_{\text{queue}}, & \text{if } \text{d}_{\text{queue}} < QTH; \\
\text{d}_{\text{queue}} - (\text{d}_{\text{queue}} - QTH) & \text{QTH exp}(- \frac{\text{d}_{\text{queue}} - QTH}{QTH}), \text{otherwise.}
\end{cases}
\end{align*}
$$
In (1), the queuing delay value is unchanged when it is below the first threshold \(Q_{TH}\); otherwise it is scaled down following a non-linear curve. This non-linear warping is inspired by the delay-adaptive congestion window backoff policy in [Budzisz-TON11], so as to "gradually nudge" the controller to operate based on loss-induced congestion signals when competing against loss-based flows. The exact form of the non-linear function has been simplified with respect to [Budzisz-TON11].

The aggregate congestion signal is:

\[
x_{curr} = d_{tilde} + p_{mark} \cdot D_{MARK} + p_{loss} \cdot D_{LOSS}.
\]  

(2)

Here, \(D_{MARK}\) is prescribed delay penalty associated with ECN markings and \(D_{LOSS}\) is prescribed delay penalty associated with packet losses. The value of \(D_{LOSS}\) and \(D_{MARK}\) does not depend on configurations at the network node. Since ECN-enabled active queue management schemes typically mark a packet before dropping it, the value of \(D_{LOSS}\) SHOULD be higher than that of \(D_{MARK}\). Furthermore, the values of \(D_{LOSS}\) and \(D_{MARK}\) need to be set consistently across all NADA flows for them to compete fairly.

In the absence of packet marking and losses, the value of \(x_{curr}\) reduces to the observed queuing delay \(d_{queue}\). In that case the NADA algorithm operates in the regime of delay-based adaptation.

Given observed per-packet delay and loss information, the receiver is also in a good position to determine whether the network is underutilized and recommend the corresponding rate adaptation mode for the sender. The criteria for operating in accelerated ramp-up mode are:

- No recent packet losses within the observation window \(LOGWIN\); and
- No build-up of queuing delay: \(d_{fwd} - d_{base} < Q_{EPS}\) for all previous delay samples within the observation window \(LOGWIN\).

Otherwise the algorithm operates in graduate update mode.

4.3. Sender-Side Algorithm

The sender-side algorithm is outlined as follows:
on initialization:
set $r_{\text{ref}} = R_{\text{MIN}}$
set $\texttt{rtt} = 0$
set $x_{\text{prev}} = 0$
set $t_{\text{last}}$ and $t_{\text{curr}}$ as current system clock time

on receiving feedback report:
obtain current timestamp from system clock: $t_{\text{curr}}$
obtain values of $\text{rmode}$, $x_{\text{curr}}$, and $r_{\text{recv}}$ from feedback report
update estimation of $\texttt{rtt}$
measure feedback interval: $\text{delta} = t_{\text{curr}} - t_{\text{last}}$
if $\text{rmode} == 0$:
update $r_{\text{ref}}$ following accelerated ramp-up rules
else:
update $r_{\text{ref}}$ following gradual update rules
clip rate $r_{\text{ref}}$ within the range of $[R_{\text{MIN}}, R_{\text{MAX}}]$
$x_{\text{prev}} = x_{\text{curr}}$
$t_{\text{last}} = t_{\text{curr}}$

In accelerated ramp-up mode, the rate $r_{\text{ref}}$ is updated as follows:

$$\frac{Q_{\text{BOUND}}}{\texttt{rtt} + \text{DELTA} + \text{DFILT}}$$

$$r_{\text{ref}} = \max(r_{\text{ref}}, (1 + \gamma) r_{\text{recv}})$$

The rate increase multiplier $\gamma$ is calculated as a function of upper bound of self-inflicted queuing delay ($Q_{\text{BOUND}}$), round-trip-time ($\texttt{rtt}$), target feedback interval ($\text{DELTA}$) and bound on filtering delay for calculating $d_{\text{queue}}$ ($\text{DFILT}$). It has a maximum value of $\text{GAMMA}_{\text{MAX}}$. The rationale behind (3)-(4) is that the longer it takes for the sender to observe self-inflicted queuing delay build-up, the more conservative the sender should be in increasing its rate, hence the smaller the rate increase multiplier.

In gradual update mode, the rate $r_{\text{ref}}$ is updated as:
x_offset = x_curr - PRIO*XREF*RMAX/r_ref          (5)

x_diff = x_curr - x_prev                        (6)

\[
\begin{align*}
\delta \text{x_offset} \\
\text{r_ref} &= \text{r_ref} - \text{KAPPA} \cdot \frac{\text{x_offset}}{\text{TAU}} \cdot \frac{1}{\text{TAU}} \\
&\quad - \text{KAPPA} \cdot \text{ETA} \cdot \frac{x_{diff}}{\text{TAU}} \cdot \frac{1}{\text{TAU}} \\
\end{align*}
\]

(7)

The rate changes in proportion to the previous rate decision. It is affected by two terms: offset of the aggregate congestion signal from its value at equilibrium (x_offset) and its change (x_diff).

Calculation of x_offset depends on maximum rate of the flow (RMAX), its weight of priority (PRIO), as well as a reference congestion signal (XREF). The value of XREF is chosen so that the maximum rate of RMAX can be achieved when the observed congestion signal level is below PRIO*XREF.

At equilibrium, the aggregated congestion signal stabilizes at $x_{curr} = PRIO \cdot XREF \cdot RMAX / r_{ref}$. This ensures that when multiple flows share the same bottleneck and observe a common value of $x_{curr}$, their rates at equilibrium will be proportional to their respective priority levels (PRIO) and maximum rate (RMAX). Values of RMIN and RMAX will be provided by the media codec, as specified in [I-D.ietf-rmcat-cc-codec-interactions]. In the absence of such information, NADA sender will choose a default value of 0 for RMIN, and 2Mbps for RMAX.

As mentioned in the sender-side algorithm, the final rate is clipped within the dynamic range specified by the application:

\[
\text{r_ref} = \min(r_{ref}, \text{RMAX}) \quad (8)
\]

\[
\text{r_ref} = \max(r_{ref}, \text{RMIN}) \quad (9)
\]

The above operations ignore many practical issues such as clock synchronization between sender and receiver, filtering of noise in delay measurements, and base delay expiration. These will be addressed in Section 5.
5. Practical Implementation of NADA

5.1. Receiver-Side Operation

The receiver continuously monitors end-to-end per-packet statistics in terms of delay, loss, and/or ECN marking ratios. It then aggregates all forms of congestion indicators into the form of an equivalent delay and periodically reports this back to the sender. In addition, the receiver tracks the receiving rate of the flow and includes that in the feedback message.

5.1.1. Estimation of one-way delay and queuing delay

The delay estimation process in NADA follows a similar approach as in earlier delay-based congestion control schemes, such as LEADBAT [RFC6817]. Instead of relying on RTP timestamps, the NADA sender generates its own timestamp based on local system clock and embeds that information in the transport packet header. The NADA receiver estimates the forward delay as having a constant base delay component plus a time varying queuing delay component. The base delay is estimated as the minimum value of one-way delay observed over a relatively long period (e.g., tens of minutes), whereas the individual queuing delay value is taken to be the difference between one-way delay and base delay. All delay estimations are based on sender timestamps with higher granularity than RTP timestamps.

The individual sample values of queuing delay should be further filtered against various non-congestion-induced noise, such as spikes due to processing "hiccup" at the network nodes. Current implementation employs a 15-tap minimum filter over per-packet queuing delay estimates.

5.1.2. Estimation of packet loss/marking ratio

The receiver detects packet losses via gaps in the RTP sequence numbers of received packets. Packets arriving out-of-order are discarded, and count towards losses. The instantaneous packet loss ratio $p_{\text{inst}}$ is estimated as the ratio between the number of missing packets over the number of total transmitted packets within the recent observation window $\text{LOGWIN}$. The packet loss ratio $p_{\text{loss}}$ is obtained after exponential smoothing:

$$
\text{p_loss} = \text{ALPHA} \times \text{p_inst} + (1-\text{ALPHA}) \times \text{p_loss}. \quad (10)
$$

The filtered result is reported back to the sender as the observed packet loss ratio $p_{\text{loss}}$. 

Estimation of packet marking ratio $p_{mark}$ follows the same procedure as above. It is assumed that ECN marking information at the IP header can be passed to the receiving endpoint, e.g., by following the mechanism described in [RFC6679].

5.1.3. Estimation of receiving rate

It is fairly straightforward to estimate the receiving rate $r_{recv}$. NADA maintains a recent observation window with time span of $LOGWIN$, and simply divides the total size of packets arriving during that window over the time span. The receiving rate ($r_{recv}$) is included as part of the feedback report.

5.2. Sender-Side Operation

Figure 4 provides a detailed view of the NADA sender. Upon receipt of an RTCP feedback report from the receiver, the NADA sender calculates the reference rate $r_{ref}$ as specified in Section 4.3. It further adjusts both the target rate for the live video encoder $r_{vin}$ and the sending rate $r_{send}$ over the network based on the updated value of $r_{ref}$ and rate shaping buffer occupancy $buffer_{len}$.

The NADA sender behavior stays the same in the presence of all types of congestion indicators: delay, loss, and ECN marking. This unified approach allows a graceful transition of the scheme as the network shifts dynamically between light and heavy congestion levels.
5.2.1. Rate shaping buffer

The operation of the live video encoder is out of the scope of the design for the congestion control scheme in NADA. Instead, its behavior is treated as a black box.

A rate shaping buffer is employed to absorb any instantaneous mismatch between encoder rate output $r_{vout}$ and regulated sending rate $r_{send}$. Its current level of occupancy is measured in bytes and is denoted as $buffer_{len}$.

A large rate shaping buffer contributes to higher end-to-end delay, which may harm the performance of real-time media communications. Therefore, the sender has a strong incentive to prevent the rate shaping buffer from building up. The mechanisms adopted are:

- To deplete the rate shaping buffer faster by increasing the sending rate $r_{send}$; and
- To limit incoming packets of the rate shaping buffer by reducing the video encoder target rate $r_{vin}$.
5.2.2. Adjusting video target rate and sending rate

The target rate for the live video encoder deviates from the network congestion control rate r_ref based on the level of occupancy in the rate shaping buffer:

\[ r_{vin} = r_{ref} - BETA_V \times 8 \times \text{buffer_len} \times \text{FPS}. \quad (11) \]

The actual sending rate r_send is regulated in a similar fashion:

\[ r_{send} = r_{ref} + BETA_S \times 8 \times \text{buffer_len} \times \text{FPS}. \quad (12) \]

In (11) and (12), the first term indicates the rate calculated from network congestion feedback alone. The second term indicates the influence of the rate shaping buffer. A large rate shaping buffer nudges the encoder target rate slightly below -- and the sending rate slightly above -- the reference rate r_ref.

Intuitively, the amount of extra rate offset needed to completely drain the rate shaping buffer within the duration of a single video frame is given by 8*buffer_len*FPS, where FPS stands for the frame rate of the video. The scaling parameters BETA_V and BETA_S can be tuned to balance between the competing goals of maintaining a small rate shaping buffer and deviating from the reference rate point.

5.3. Feedback Message Requirements

The following list of information is required for NADA congestion control to function properly:

- **Recommended rate adaptation mode (rmode):** a 1-bit flag indicating whether the sender should operate in accelerated ramp-up mode (rmode=0) or gradual update mode (rmode=1).

- **Aggregated congestion signal (x_curr):** the most recently updated value, calculated by the receiver according to Section 4.2. This information is expressed with a unit of 100 microsecond (i.e., 1/10 of a millisecond) in 15 bits. This allows a maximum value of x_curr at approximately 3.27 second.

- **Receiving rate (r_recv):** the most recently measured receiving rate according to Section 5.1.3. This information is expressed with a unit of bits per second (bps) in 32 bits (unsigned int). This allows a maximum rate of approximately 4.3Gbps.

The above list of information can be accommodated by 48 bits, or 6 bytes, in total. Choice of the feedback message interval DELTA is...
discussed in Section 6.3 A target feedback interval of DELTA=100ms is recommended.

6. Discussions and Further Investigations

6.1. Choice of delay metrics

The current design works with relative one-way-delay (OWD) as the main indication of congestion. The value of the relative OWD is obtained by maintaining the minimum value of observed OWD over a relatively long time horizon and subtract that out from the observed absolute OWD value. Such an approach cancels out the fixed difference between the sender and receiver clocks. It has been widely adopted by other delay-based congestion control approaches such as [RFC6817]. As discussed in [RFC6817], the time horizon for tracking the minimum OWD needs to be chosen with care: it must be long enough for an opportunity to observe the minimum OWD with zero standing queue along the path, and sufficiently short so as to timely reflect "true" changes in minimum OWD introduced by route changes and other rare events.

The potential drawback in relying on relative OWD as the congestion signal is that when multiple flows share the same bottleneck, the flow arriving late at the network experiencing a non-empty queue may mistakenly consider the standing queuing delay as part of the fixed path propagation delay. This will lead to slightly unfair bandwidth sharing among the flows.

Alternatively, one could move the per-packet statistical handling to the sender instead and use relative round-trip-time (RTT) in lieu of relative OWD, assuming that per-packet acknowledgements are available. The main drawback of RTT-based approach is the noise in the measured delay in the reverse direction.

Note that the choice of either delay metric (relative OWD vs. RTT) involves no change in the proposed rate adaptation algorithm. Therefore, comparing the pros and cons regarding which delay metric to adopt can be kept as an orthogonal direction of investigation.

6.2. Method for delay, loss, and marking ratio estimation

Like other delay-based congestion control schemes, performance of NADA depends on the accuracy of its delay measurement and estimation module. Appendix A in [RFC6817] provides an extensive discussion on this aspect.

The current recommended practice of simply applying a 15-tab minimum filter suffices in guarding against processing delay outliers.
observed in wired connections. For wireless connections with a higher packet delay variation (PDV), more sophisticated techniques on de-noising, outlier rejection, and trend analysis may be needed.

More sophisticated methods in packet loss ratio calculation, such as that adopted by [Floyd-CCR00], will likely be beneficial. These alternatives are currently under investigation.

6.3. Impact of parameter values

In the gradual rate update mode, the parameter $\tau$ indicates the upper bound of round-trip-time (RTT) in feedback control loop. Typically, the observed feedback interval $\delta$ is close to the target feedback interval $\Delta$, and the relative ratio of $\delta/\tau$ versus $\eta$ dictates the relative strength of influence from the aggregate congestion signal offset term ($x_{\text{offset}}$) versus its recent change ($x_{\text{diff}}$), respectively. These two terms are analogous to the integral and proportional terms in a proportional-integral (PI) controller. The recommended choice of $\tau=500\text{ms}$, $\Delta=100\text{ms}$ and $\eta = 2.0$ corresponds to a relative ratio of 1:10 between the gains of the integral and proportional terms. Consequently, the rate adaptation is mostly driven by the change in the congestion signal with a long-term shift towards its equilibrium value driven by the offset term. Finally, the scaling parameter $\kappa$ determines the overall speed of the adaptation and needs to strike a balance between responsiveness and stability.

The choice of the target feedback interval $\Delta$ needs to strike the right balance between timely feedback and low RTCP feedback message counts. A target feedback interval of $\Delta=100\text{ms}$ is recommended, corresponding to a feedback bandwidth of 16Kbps with 200 bytes per feedback message --- approximately 1.6% overhead for a 1 Mbps flow. Furthermore, both simulation studies and frequency-domain analysis have established that a feedback interval below 250ms will not break up the feedback control loop of NADA congestion control.

In calculating the non-linear warping of delay in (1), the current design uses fixed values of $Q$ and $T$ (for determining whether to perform the non-linear warping). It is possible to adapt the value of both based on past observed patterns of queuing delay in the presence of packet losses.

In calculating the aggregate congestion signal $x_{\text{curr}}$, the choice of $D$ and $L$ influence the steady-state packet loss/marking ratio experienced by the flow at a given available bandwidth. Higher values of $D$ and $L$ result in lower steady-state loss/marking ratios, but are more susceptible to the impact of individual packet loss/marking events. While the value of $D$ and $L$ are fixed.
and predetermined in the current design, a scheme for automatically tuning these values based on desired bandwidth sharing behavior in the presence of other competing loss-based flows (e.g., loss-based TCP) is under investigation.

[Editor’s note: Choice of start value: is this in scope of congestion control, or should this be decided by the application?]

6.4. Sender-based vs. receiver-based calculation

In the current design, the aggregated congestion signal $x_{curr}$ is calculated at the receiver, keeping the sender operation completely independent of the form of actual network congestion indications (delay, loss, or marking). Alternatively, one can move the logics of (1) and (2) to the sender. Such an approach requires slightly higher overhead in the feedback messages, which should contain individual fields on queuing delay ($d_{queue}$), packet loss ratio ($p_{loss}$), packet marking ratio ($p_{mark}$), receiving rate ($r_{recv}$), and recommended rate adaptation mode ($r_{mode}$).

6.5. Incremental deployment

One nice property of NADA is the consistent video endpoint behavior irrespective of network node variations. This facilitates gradual, incremental adoption of the scheme.

To start off with, the proposed congestion control mechanism can be implemented without any explicit support from the network, and relies solely on observed one-way delay measurements and packet loss ratios as implicit congestion signals.

When ECN is enabled at the network nodes with RED-based marking, the receiver can fold its observations of ECN markings into the calculation of the equivalent delay. The sender can react to these explicit congestion signals without any modification.

Ultimately, networks equipped with proactive marking based on token bucket level metering can reap the additional benefits of zero standing queues and lower end-to-end delay and work seamlessly with existing senders and receivers.

7. Implementation Status

The NADA scheme has been implemented in [ns-2] and [ns-3] simulation platforms. Extensive ns-2 simulation evaluations of an earlier version of the draft are documented in [Zhu-PV13]. Evaluation results of the current draft over several test cases in [I-D.ietf-rmcat-eval-test] have been presented at recent IETF
meetings [IETF-90][IETF-91]. Evaluation results of the current draft over several test cases in [I-D.ietf-rmcat-wireless-tests] have been presented at [IETF-93].

The scheme has also been implemented and evaluated in a lab setting as described in [IETF-90]. Preliminary evaluation results of NADA in single-flow and multi-flow scenarios have been presented in [IETF-91].

8. Suggested Experiments

NADA has been extensively evaluated under various test scenarios, including the collection of test cases specified by [I-D.ietf-rmcat-eval-test] and the subset of WiFi-based test cases in [I-D.ietf-rmcat-wireless-tests]. Additional evaluations have been carried out to characterize how NADA interacts with various active queue management (AQM) schemes such as RED, CoDel, and PIE. Most of these evaluations have been carried out in simulators. A few key test cases have also been evaluated in implementations embedded in video conferencing clients.

Further experiments are suggested for the following scenarios:

- Experiments with ECN marking capability turned on at the network for existing test cases.
- Experiments with multiple RMCAT streams bearing different user-specified priorities.
- Experiments with additional access technologies, especially over cellular networks such as 3G/LTE.
- Experiments with various media source contents, including audio only, audio and video, and application content sharing (e.g., slide shows).

9. IANA Considerations

This document makes no request of IANA.
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Appendix A. Network Node Operations

NADA can work with different network queue management schemes and does not assume any specific network node operation. As an example, this appendix describes three variants of queue management behavior at the network node, leading to either implicit or explicit congestion signals.

In all three flavors described below, the network queue operates with the simple first-in-first-out (FIFO) principle. There is no need to maintain per-flow state. The system can scale easily with a large number of video flows and at high link capacity.

A.1. Default behavior of drop tail queues

In a conventional network with drop tail or RED queues, congestion is inferred from the estimation of end-to-end delay and/or packet loss. Packet drops at the queue are detected at the receiver, and contributes to the calculation of the aggregated congestion signal x_curr. No special action is required at network node.
A.2. RED-based ECN marking

In this mode, the network node randomly marks the ECN field in the IP packet header following the Random Early Detection (RED) algorithm [RFC2309]. Calculation of the marking probability involves the following steps:

on packet arrival:
  update smoothed queue size q_avg as:
  \[ q_{\text{avg}} = w \times q + (1-w) \times q_{\text{avg}}. \]

calculate marking probability \( p \) as:

\[
\begin{align*}
  p &= 0, & \text{if } q < q_{\text{lo}}; \\
  p &= \frac{q_{\text{avg}} - q_{\text{lo}}}{q_{\text{hi}} - q_{\text{lo}}}, & \text{if } q_{\text{lo}} \leq q < q_{\text{hi}}; \\
  p &= 1, & \text{if } q \geq q_{\text{hi}}.
\end{align*}
\]

Here, \( q_{\text{lo}} \) and \( q_{\text{hi}} \) correspond to the low and high thresholds of queue occupancy. The maximum marking probability is \( p_{\text{max}} \).

The ECN markings events will contribute to the calculation of an equivalent delay \( x_{\text{curr}} \) at the receiver. No changes are required at the sender.

A.3. Random Early Marking with Virtual Queues

Advanced network nodes may support random early marking based on a token bucket algorithm originally designed for Pre-Congestion Notification (PCN) [RFC6660]. The early congestion notification (ECN) bit in the IP header of packets are marked randomly. The marking probability is calculated based on a token-bucket algorithm originally designed for the Pre-Congestion Notification (PCN) [RFC6660]. The target link utilization is set as 90%; the marking probability is designed to grow linearly with the token bucket size when it varies between 1/3 and 2/3 of the full token bucket limit.

* upon packet arrival, meter packet against token bucket \((r,b)\);
* update token level \( b_{\text{tk}} \);
* calculate the marking probability as:

\[ p = \frac{r}{b_{\text{tk}}}, \quad \text{if } r < b_{\text{tk}}; \]

Here, \( b_{\text{tk}} \) is the token bucket size.
Here, the token bucket lower and upper limits are denoted by \( b_{lo} \) and \( b_{hi} \), respectively. The parameter \( b \) indicates the size of the token bucket. The parameter \( r \) is chosen to be below capacity, resulting in slight under-utilization of the link. The maximum marking probability is \( p_{max} \).

The ECN markings events will contribute to the calculation of an equivalent delay \( x_{curr} \) at the receiver. No changes are required at the sender. The virtual queuing mechanism from the PCN-based marking algorithm will lead to additional benefits such as zero standing queues.
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Abstract

This document describes NADA (network-assisted dynamic adaptation), a novel congestion control scheme for interactive real-time media applications, such as video conferencing. In the proposed scheme, the sender regulates its sending rate based on either implicit or explicit congestion signaling, in a unified approach. The scheme can benefit from explicit congestion notification (ECN) markings from network nodes. It also maintains consistent sender behavior in the absence of such markings, by reacting to queuing delays and packet losses instead.
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1. Introduction

Interactive real-time media applications introduce a unique set of challenges for congestion control. Unlike TCP, the mechanism used for real-time media needs to adapt quickly to instantaneous bandwidth changes, accommodate fluctuations in the output of video encoder rate control, and cause low queuing delay over the network. An ideal scheme should also make effective use of all types of congestion signals, including packet loss, queuing delay, and explicit congestion notification (ECN) [RFC3168] markings. The requirements for the congestion control algorithm are outlined in [I-D.ietf-rmcat-cc-requirements]. It highlights that the desired congestion control scheme should avoid flow starvation and attain a reasonable fair share of bandwidth when competing against other flows, adapt quickly, and operate in a stable manner.

This document describes an experimental congestion control scheme called network-assisted dynamic adaptation (NADA). The design of NADA benefits from explicit congestion control signals (e.g., ECN markings) from the network, yet also operates when only implicit congestion indicators (delay and/or loss) are available. Such a unified sender behavior distinguishes NADA from other congestion control schemes for real-time media. In addition, its core congestion control algorithm is designed to guarantee stability for path round-trip-times (RTTs) below a prescribed bound (e.g., 250ms with default parameter choices). It further supports weighted bandwidth sharing among competing video flows with different priorities. The signaling mechanism consists of standard RTP timestamp [RFC3550] and RTCP feedback reports. The definition of the desired RTCP feedback message is described in detail in [I-D.ietf-avtc-core-cc-feedback-message] so as to support the successful operation of several congestion control schemes for real-time interactive media.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. System Overview

Figure 1 shows the end-to-end system for real-time media transport that NADA operates in. Note that there also exist network nodes along the reverse (potentially uncongested) path that the RTCP
feedback reports traverse. Those network nodes are not shown in the figure for sake of brevity.

```
+---------+  r_vin  +--------+        +--------+     +----------+
|  Media  |<--------|  RTP   |        |Network |====>|   RTP    |
| Encoder |-------->| Sender |=======>|  Node  |====>| Receiver |
+---------+  r_vout +--------+ r_send +--------+     +----------+
    /\                                |
   |                                 |
   +---------------------------------+
RTCP Feedback Report
```

Figure 1: System Overview

- Media encoder with rate control capabilities. It encodes raw media (audio and video) frames into a compressed bitstream which is later packetized into RTP packets. As discussed in [RFC8593], the actual output rate from the encoder r_vout may fluctuate around the target r_vin. Furthermore, it is possible that the encoder can only react to bit rate changes at rather coarse time intervals, e.g., once every 0.5 seconds.

- RTP sender: responsible for calculating the NADA reference rate based on network congestion indicators (delay, loss, or ECN marking reports from the receiver), for updating the video encoder with a new target rate r_vin, and for regulating the actual sending rate r_send accordingly. The RTP sender also generates a sending timestamp for each outgoing packet.

- RTP receiver: responsible for measuring and estimating end-to-end delay (based on sender timestamp), packet loss (based on RTP sequence number), ECN marking ratios (based on [RFC6679]), and receiving rate (r_recv) of the flow. It calculates the aggregated congestion signal (x_curr) that accounts for queuing delay, ECN markings, and packet losses. The receiver also determines the mode for sender rate adaptation (rmode) based on whether the flow has encountered any standing non-zero congestion. The receiver sends periodic RTCP reports back to the sender, containing values of x_curr, rmode, and r_recv.

- Network node with several modes of operation. The system can work with the default behavior of a simple drop tail queue. It can also benefit from advanced AQM features such as PIE [RFC8033], FQ-CoDel [RFC8290], ECN marking based on RED [RFC7567], and PCN marking using a token bucket algorithm ([RFC6660]). Note that network node operation is out of control for the design of NADA.
4. Core Congestion Control Algorithm

Like TCP-Friendly Rate Control (TFRC)[Floyd-CCR00] [RFC5348], NADA is a rate-based congestion control algorithm. In its simplest form, the sender reacts to the collection of network congestion indicators in the form of an aggregated congestion signal, and operates in one of two modes:

- **Accelerated ramp-up**: when the bottleneck is deemed to be underutilized, the rate increases multiplicatively with respect to the rate of previously successful transmissions. The rate increase multiplier (gamma) is calculated based on observed round-trip-time and target feedback interval, so as to limit self-inflicted queuing delay.

- **Gradual rate update**: in the presence of non-zero aggregate congestion signal, the sending rate is adjusted in reaction to both its value ($x_{curr}$) and its change in value ($x_{diff}$).

This section introduces the list of mathematical notations and describes the core congestion control algorithm at the sender and receiver, respectively. Additional details on recommended practical implementations are described in Section 5.1 and Section 5.2.

4.1. Mathematical Notations

This section summarizes the list of variables and parameters used in the NADA algorithm. Figure 3 also includes the default values for choosing the algorithm parameters either to represent a typical setting in practical applications or based on theoretical and simulation studies. See Section 6.3 for some of the discussions on the impact of parameter values. Additional studies in real-world settings suggested in Section 8 could gather further insight on how to choose and adapt these parameter values in practical deployment.
### Figure 2: List of variables.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_curr</td>
<td>Current timestamp</td>
<td></td>
</tr>
<tr>
<td>t_last</td>
<td>Last time sending/receiving a feedback</td>
<td></td>
</tr>
<tr>
<td>delta</td>
<td>Observed interval between current and previous feedback reports: delta = t_curr - t_last</td>
<td></td>
</tr>
<tr>
<td>r_ref</td>
<td>Reference rate based on network congestion</td>
<td></td>
</tr>
<tr>
<td>r_send</td>
<td>Sending rate</td>
<td></td>
</tr>
<tr>
<td>r_recv</td>
<td>Receiving rate</td>
<td></td>
</tr>
<tr>
<td>r_vin</td>
<td>Target rate for video encoder</td>
<td></td>
</tr>
<tr>
<td>r_vout</td>
<td>Output rate from video encoder</td>
<td></td>
</tr>
<tr>
<td>d_base</td>
<td>Estimated baseline delay</td>
<td></td>
</tr>
<tr>
<td>d_fwd</td>
<td>Measured and filtered one-way delay</td>
<td></td>
</tr>
<tr>
<td>d_queue</td>
<td>Estimated queuing delay</td>
<td></td>
</tr>
<tr>
<td>d_tilde</td>
<td>Equivalent delay after non-linear warping</td>
<td></td>
</tr>
<tr>
<td>p_mark</td>
<td>Estimated packet ECN marking ratio</td>
<td></td>
</tr>
<tr>
<td>p_loss</td>
<td>Estimated packet loss ratio</td>
<td></td>
</tr>
<tr>
<td>x_curr</td>
<td>Aggregate congestion signal</td>
<td></td>
</tr>
<tr>
<td>x_prev</td>
<td>Previous value of aggregate congestion signal</td>
<td></td>
</tr>
<tr>
<td>x_diff</td>
<td>Change in aggregate congestion signal w.r.t. its previous value: x_diff = x_curr - x_prev</td>
<td></td>
</tr>
<tr>
<td>rmode</td>
<td>Rate update mode: (0 = accelerated ramp-up; 1 = gradual update)</td>
<td></td>
</tr>
<tr>
<td>gamma</td>
<td>Rate increase multiplier in accelerated ramp-up mode</td>
<td></td>
</tr>
<tr>
<td>loss_int</td>
<td>Measured average loss interval in packet count</td>
<td></td>
</tr>
<tr>
<td>loss_exp</td>
<td>Threshold value for setting the last observed packet loss to expiration</td>
<td></td>
</tr>
<tr>
<td>rtt</td>
<td>Estimated round-trip-time at sender</td>
<td></td>
</tr>
<tr>
<td>buffer_len</td>
<td>Rate shaping buffer occupancy measured in bytes</td>
<td></td>
</tr>
</tbody>
</table>

### Figure 2: List of variables.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIO</td>
<td>Weight of priority of the flow</td>
<td>1.0</td>
</tr>
<tr>
<td>RMIN</td>
<td>Minimum rate of application supported by media encoder</td>
<td>150Kbps</td>
</tr>
<tr>
<td>RMAX</td>
<td>Maximum rate of application supported by media encoder</td>
<td>1.5Mbps</td>
</tr>
<tr>
<td>XREF</td>
<td>Reference congestion level</td>
<td>10ms</td>
</tr>
<tr>
<td>KAPPA</td>
<td>Scaling parameter for gradual rate update calculation</td>
<td>0.5</td>
</tr>
<tr>
<td>ETA</td>
<td>Scaling parameter for gradual rate update calculation</td>
<td>2.0</td>
</tr>
<tr>
<td>Parameter</td>
<td>Description</td>
<td>Default Value</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>TAU</td>
<td>Upper bound of RTT in gradual rate update calculation</td>
<td>500ms</td>
</tr>
<tr>
<td>DELTA</td>
<td>Target feedback interval</td>
<td>100ms</td>
</tr>
<tr>
<td>LOGWIN</td>
<td>Observation window in time for calculating packet summary statistics at receiver</td>
<td>500ms</td>
</tr>
<tr>
<td>QEPS</td>
<td>Threshold for determining queuing delay build up at receiver</td>
<td>10ms</td>
</tr>
<tr>
<td>DFILT</td>
<td>Bound on filtering delay</td>
<td>120ms</td>
</tr>
<tr>
<td>GAMMA_MAX</td>
<td>Upper bound on rate increase ratio for accelerated ramp-up</td>
<td>0.5</td>
</tr>
<tr>
<td>QBOUND</td>
<td>Upper bound on self-inflicted queuing delay during ramp up</td>
<td>50ms</td>
</tr>
<tr>
<td>MULTIL0SS</td>
<td>Multiplier for self-scaling the expiration threshold of the last observed loss (loss_exp) based on measured average loss interval (loss_int)</td>
<td>7.0</td>
</tr>
<tr>
<td>QTH</td>
<td>Delay threshold for invoking non-linear warping</td>
<td>50ms</td>
</tr>
<tr>
<td>LAMBDA</td>
<td>Scaling parameter in the exponent of non-linear warping</td>
<td>0.5</td>
</tr>
<tr>
<td>PLRREF</td>
<td>Reference packet loss ratio</td>
<td>0.01</td>
</tr>
<tr>
<td>PMRREF</td>
<td>Reference packet marking ratio</td>
<td>0.01</td>
</tr>
<tr>
<td>DLOSS</td>
<td>Reference delay penalty for loss when packet loss ratio is at PLRREF</td>
<td>10ms</td>
</tr>
<tr>
<td>DMARK</td>
<td>Reference delay penalty for ECN marking when packet marking is at PMRREF</td>
<td>2ms</td>
</tr>
<tr>
<td>FPS</td>
<td>Frame rate of incoming video</td>
<td>30</td>
</tr>
<tr>
<td>BETA_S</td>
<td>Scaling parameter for modulating outgoing sending rate</td>
<td>0.1</td>
</tr>
<tr>
<td>BETA_V</td>
<td>Scaling parameter for modulating video encoder target rate</td>
<td>0.1</td>
</tr>
<tr>
<td>ALPHA</td>
<td>Smoothing factor in exponential smoothing of packet loss and marking ratios</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 3: List of algorithm parameters and their default values.
4.2. Receiver-Side Algorithm

The receiver-side algorithm can be outlined as below:

On initialization:
  set \( d_{\text{base}} = +\infty \)
  set \( p_{\text{loss}} = 0 \)
  set \( p_{\text{mark}} = 0 \)
  set \( r_{\text{recv}} = 0 \)
  set both \( t_{\text{last}} \) and \( t_{\text{curr}} \) as current time in milliseconds

On receiving a media packet:
  obtain current timestamp \( t_{\text{curr}} \) from system clock
  obtain from packet header sending time stamp \( t_{\text{sent}} \)
  obtain one-way delay measurement: \( d_{\text{fwd}} = t_{\text{curr}} - t_{\text{sent}} \)
  update baseline delay: \( d_{\text{base}} = \min(d_{\text{base}}, d_{\text{fwd}}) \)
  update queuing delay: \( d_{\text{queue}} = d_{\text{fwd}} - d_{\text{base}} \)
  update packet loss ratio estimate \( p_{\text{loss}} \)
  update packet marking ratio estimate \( p_{\text{mark}} \)
  update measurement of receiving rate \( r_{\text{recv}} \)

On time to send a new feedback report \((t_{\text{curr}} - t_{\text{last}} > \text{DELTA})\):
  calculate non-linear warping of delay \( d_{\tilde{\text{fwd}}} \) if packet loss exists
  calculate current aggregate congestion signal \( x_{\text{curr}} \)
  determine mode of rate adaptation for sender: \( r_{\text{mode}} \)
  send feedback containing values of: \( r_{\text{mode}}, x_{\text{curr}}, \) and \( r_{\text{recv}} \)
  update \( t_{\text{last}} = t_{\text{curr}} \)

In order for a delay-based flow to hold its ground when competing against loss-based flows (e.g., loss-based TCP), it is important to distinguish between different levels of observed queuing delay. For instance, over wired connections, a moderate queuing delay value on the order of tens of milliseconds is likely self-inflicted or induced by other delay-based flows, whereas a high queuing delay value of several hundreds of milliseconds may indicate the presence of a loss-based flow that does not refrain from increased delay.

If the last observed packet loss is within the expiration window of \( \text{loss}_{\text{exp}} \) (measured in terms of packet counts), the estimated queuing delay follows a non-linear warping:
In (1), the queuing delay value is unchanged when it is below the first threshold QTH; otherwise it is scaled down following a non-linear curve. This non-linear warping is inspired by the delay-adaptive congestion window backoff policy in [Budzisz-TON11], so as to "gradually nudge" the controller to operate based on loss-induced congestion signals when competing against loss-based flows. The exact form of the non-linear function has been simplified with respect to [Budzisz-TON11]. The value of the threshold QTH should be carefully tuned for different operational environments, so as to avoid potential risks of prematurely discounting the congestion signal level. Typically, a higher value of QTH is required in a noisier environment (e.g., over wireless connections, or where the video stream encounters many time-varying background competing traffic) so as to stay robust against occasional non-congestion-induced delay spikes. Additional insights on how this value can be tuned or auto-tuned should be gathered from carrying out experimental studies in different real-world deployment scenarios.

The value of loss_exp is configured to self-scale with the average packet loss interval loss_int with a multiplier MULTILOSS:

\[
\text{loss_exp} = \text{MULTILOSS} \times \text{loss_int}.
\]

Estimation of the average loss interval loss_int, in turn, follows Section 5.4 of the TCP Friendly Rate Control (TFRC) protocol [RFC5348].

In practice, it is recommended to linearly interpolate between the warped (\(d_{\tilde{0}}\)) and non-warped (\(d_{\text{queue}}\)) values of the queuing delay during the transitional period lasting for the duration of loss_int.

The aggregate congestion signal is:

\[
x_{\text{curr}} = d_{\tilde{0}} + \text{DMARK*}\left|\frac{p_{\text{mark}}}{\text{PMRREF}} \right|^2 + \text{DLOSS*}\left|\frac{p_{\text{loss}}}{\text{PLRREF}} \right|^2. \tag{2}
\]
Here, DMARK is prescribed reference delay penalty associated with ECN markings at the reference marking ratio of PMRREF; DLOSS is prescribed reference delay penalty associated with packet losses at the reference packet loss ratio of PLRREF. The value of DLOSS and DMARK does not depend on configurations at the network node. Since ECN-enabled active queue management schemes typically mark a packet before dropping it, the value of DLOSS SHOULD be higher than that of DMARK. Furthermore, the values of DLOSS and DMARK need to be set consistently across all NADA flows sharing the same bottleneck link, so that they can compete fairly.

In the absence of packet marking and losses, the value of $x_{\text{curr}}$ reduces to the observed queuing delay $d_{\text{queue}}$. In that case the NADA algorithm operates in the regime of delay-based adaptation.

Given observed per-packet delay and loss information, the receiver is also in a good position to determine whether the network is underutilized and recommend the corresponding rate adaptation mode for the sender. The criteria for operating in accelerated ramp-up mode are:

- No recent packet losses within the observation window LOGWIN; and
- No build-up of queuing delay: $d_{\text{fwd}} - d_{\text{base}} < \text{QEPS}$ for all previous delay samples within the observation window LOGWIN.

Otherwise the algorithm operates in graduate update mode.

4.3. Sender-Side Algorithm

The sender-side algorithm is outlined as follows:
on initialization:
set r_ref = RMIN
set rtt = 0
set x_prev = 0
set t_last and t_curr as current system clock time

on receiving feedback report:
obtain current timestamp from system clock: t_curr
obtain values of rmode, x_curr, and r_recv from feedback report
update estimation of rtt
measure feedback interval: delta = t_curr - t_last
if rmode == 0:
    update r_ref following accelerated ramp-up rules
else:
    update r_ref following gradual update rules

clip rate r_ref within the range of minimum rate (RMIN) and maximum rate (RMAX).
x_prev = x_curr
t_last = t_curr

In accelerated ramp-up mode, the rate r_ref is updated as follows:

\[
\gamma = \min(\Gamma_{\text{MAX}}, \frac{Q_{\text{BOUND}}}{\text{rtt} + \text{DELTA} + \text{DFILT}}) \quad (3)
\]

\[
r_{\text{ref}} = \max(r_{\text{ref}}, (1 + \gamma) \ r_{\text{recv}}) \quad (4)
\]

The rate increase multiplier gamma is calculated as a function of upper bound of self-inflicted queuing delay (QBOUND), round-trip-time (rtt), target feedback interval (DELTA) and bound on filtering delay for calculating d_queue (DFILT). It has a maximum value of GAMMA_MAX. The rationale behind (3)-(4) is that the longer it takes for the sender to observe self-inflicted queuing delay build-up, the more conservative the sender should be in increasing its rate, hence the smaller the rate increase multiplier.

In gradual update mode, the rate r_ref is updated as:
\[
x_{\text{offset}} = x_{\text{curr}} - \text{PRIO} \times \text{XREF} \times \text{RMAX}/r_{\text{ref}} \quad (5)
\]
\[
x_{\text{diff}} = x_{\text{curr}} - x_{\text{prev}} \quad (6)
\]
\[
\delta x_{\text{offset}} = x_{\text{offset}} - \frac{\text{KAPPA} \times x_{\text{offset}}}{\text{TAU} \times \text{TAU}} \quad (7)
\]
\[
r_{\text{ref}} = r_{\text{ref}} - \frac{\text{KAPPA} \times r_{\text{ref}}}{\text{TAU} \times \text{TAU}} - \frac{\text{KAPPA} \times \text{ETA} \times x_{\text{diff}}}{\text{TAU}}
\]

The rate changes in proportion to the previous rate decision. It is affected by two terms: offset of the aggregate congestion signal from its value at equilibrium \( (x_{\text{offset}}) \) and its change \( (x_{\text{diff}}) \). Calculation of \( x_{\text{offset}} \) depends on maximum rate of the flow \( \text{RMAX} \), its weight of priority \( \text{PRIO} \), as well as a reference congestion signal \( \text{XREF} \). The value of \( \text{XREF} \) is chosen so that the maximum rate of \( \text{RMAX} \) can be achieved when the observed congestion signal level is below \( \text{PRIO} \times \text{XREF} \).

At equilibrium, the aggregated congestion signal stabilizes at \( x_{\text{curr}} = \text{PRIO} \times \text{XREF} \times \text{RMAX}/r_{\text{ref}} \). This ensures that when multiple flows share the same bottleneck and observe a common value of \( x_{\text{curr}} \), their rates at equilibrium will be proportional to their respective priority levels \( \text{PRIO} \) and the range between minimum and maximum rate. Values of the minimum rate \( \text{RMIN} \) and maximum rate \( \text{RMAX} \) will be provided by the media codec, for instance, as outlined by [I-D.ietf-rmcat-cc-codec-interactions]. In the absence of such information, NADA sender will choose a default value of 0 for \( \text{RMIN} \), and 3Mbps for \( \text{RMAX} \).

As mentioned in the sender-side algorithm, the final rate is always clipped within the dynamic range specified by the application:

\[
r_{\text{ref}} = \min(r_{\text{ref}}, \text{RMAX}) \quad (8)
\]
\[
r_{\text{ref}} = \max(r_{\text{ref}}, \text{RMIN}) \quad (9)
\]

The above operations ignore many practical issues such as clock synchronization between sender and receiver, filtering of noise in delay measurements, and base delay expiration. These will be addressed in Section 5.
5. Practical Implementation of NADA

5.1. Receiver-Side Operation

The receiver continuously monitors end-to-end per-packet statistics in terms of delay, loss, and/or ECN marking ratios. It then aggregates all forms of congestion indicators into the form of an equivalent delay and periodically reports this back to the sender. In addition, the receiver tracks the receiving rate of the flow and includes that in the feedback message.

5.1.1. Estimation of one-way delay and queuing delay

The delay estimation process in NADA follows a similar approach as in earlier delay-based congestion control schemes, such as LEDBAT [RFC6817]. For experimental implementations, instead of relying on RTP timestamps and the transmission time offset RTP header extension [RFC5450], the NADA sender can generate its own timestamp based on local system clock and embed that information in the transport packet header. The NADA receiver estimates the forward delay as having a constant base delay component plus a time varying queuing delay component. The base delay is estimated as the minimum value of one-way delay observed over a relatively long period (e.g., tens of minutes), whereas the individual queuing delay value is taken to be the difference between one-way delay and base delay. By re-estimating the base delay periodically, one can avoid the potential issue of base delay expiration, whereby an earlier measured base delay value is no longer valid due to underlying route changes or cumulative timing difference introduced by the clock rate skew between sender and receiver. All delay estimations are based on sender timestamps with a recommended granularity of 100 microseconds or finer.

The individual sample values of queuing delay should be further filtered against various non-congestion-induced noise, such as spikes due to processing "hiccup" at the network nodes. Therefore, in addition to calculating the value of queuing delay using $d_{\text{queue}} = d_{\text{fwd}} - d_{\text{base}}$, as expressed in Section 5.1, current implementation further employs a minimum filter with a window size of 15 samples over per-packet queuing delay values.

5.1.2. Estimation of packet loss/marking ratio

The receiver detects packet losses via gaps in the RTP sequence numbers of received packets. For interactive real-time media application with stringent latency constraint (e.g., video conferencing), the receiver avoids the packet re-ordering delay by treating out-of-order packets as losses. The instantaneous packet
loss ratio $p_{\text{inst}}$ is estimated as the ratio between the number of missing packets over the number of total transmitted packets within the recent observation window $\text{LOGWIN}$. The packet loss ratio $p_{\text{loss}}$ is obtained after exponential smoothing:

$$p_{\text{loss}} = \text{ALPHA} \cdot p_{\text{inst}} + (1-\text{ALPHA}) \cdot p_{\text{loss}}. \quad (10)$$

The filtered result is reported back to the sender as the observed packet loss ratio $p_{\text{loss}}$.

Estimation of packet marking ratio $p_{\text{mark}}$ follows the same procedure as above. It is assumed that ECN marking information at the IP header can be passed to the receiving endpoint, e.g., by following the mechanism described in [RFC6679].

5.1.3. Estimation of receiving rate

It is fairly straightforward to estimate the receiving rate $r_{\text{recv}}$. NADA maintains a recent observation window with time span of $\text{LOGWIN}$, and simply divides the total size of packets arriving during that window over the time span. The receiving rate ($r_{\text{recv}}$) can be calculated at either the sender side based on the per-packet feedback from the receiver, or included as part of the feedback report.

5.2. Sender-Side Operation

Figure 4 provides a detailed view of the NADA sender. Upon receipt of an RTCP feedback report from the receiver, the NADA sender calculates the reference rate $r_{\text{ref}}$ as specified in Section 4.3. It further adjusts both the target rate for the live video encoder $r_{\text{vin}}$ and the sending rate $r_{\text{send}}$ over the network based on the updated value of $r_{\text{ref}}$ and rate shaping buffer occupancy $\text{buffer}_{\text{len}}$.

The NADA sender behavior stays the same in the presence of all types of congestion indicators: delay, loss, and ECN marking. This unified approach allows a graceful transition of the scheme as the network shifts dynamically between light and heavy congestion levels.
5.2.1. Rate shaping buffer

The operation of the live video encoder is out of the scope of the design for the congestion control scheme in NADA. Instead, its behavior is treated as a black box.

A rate shaping buffer is employed to absorb any instantaneous mismatch between encoder rate output $r_{vout}$ and regulated sending rate $r_{send}$. Its current level of occupancy is measured in bytes and is denoted as $buffer_len$.

A large rate shaping buffer contributes to higher end-to-end delay, which may harm the performance of real-time media communications. Therefore, the sender has a strong incentive to prevent the rate shaping buffer from building up. The mechanisms adopted are:

- To deplete the rate shaping buffer faster by increasing the sending rate $r_{send}$; and
- To limit incoming packets of the rate shaping buffer by reducing the video encoder target rate $r_{vin}$.
5.2.2. Adjusting video target rate and sending rate

If the level of occupancy in the rate shaping buffer is accessible at the sender, such information can be leveraged to further adjust the target rate of the live video encoder $r_{vin}$ as well as the actual sending rate $r_{send}$. The purpose of such adjustments is to mitigate the additional latencies introduced by the rate shaping buffer. The amount of rate adjustment can be calculated as follows:

$$r_{diff_v} = \min(0.05 \cdot r_{ref}, BETA_V \cdot 8 \cdot buffer\_len \cdot FPS).$$  \hspace{1cm} (11)
$$r_{diff_s} = \min(0.05 \cdot r_{ref}, BETA_S \cdot 8 \cdot buffer\_len \cdot FPS).$$  \hspace{1cm} (12)
$$r_{vin} = \max(RMIN, r_{ref} - r_{diff_v}).$$  \hspace{1cm} (13)
$$r_{send} = \min(RMAX, r_{ref} + r_{diff_s}).$$  \hspace{1cm} (14)

In (11) and (12), the amount of adjustment is calculated as proportional to the size of the rate shaping buffer but is bounded by 5% of the reference rate $r_{ref}$ calculated from network congestion feedback alone. This ensures that the adjustment introduced by the rate shaping buffer will not counteract with the core congestion control process. Equations (13) and (14) indicate the influence of the rate shaping buffer. A large rate shaping buffer nudges the encoder target rate slightly below -- and the sending rate slightly above -- the reference rate $r_{ref}$. The final video target rate ($r_{vin}$) and sending rate ($r_{send}$) are further bounded within the original range of $[RMIN, RMAX]$.

Intuitively, the amount of extra rate offset needed to completely drain the rate shaping buffer within the duration of a single video frame is given by $8 \cdot buffer\_len \cdot FPS$, where FPS stands for the reference frame rate of the video. The scaling parameters $BETA_V$ and $BETA_S$ can be tuned to balance between the competing goals of maintaining a small rate shaping buffer and deviating from the reference rate point. Empirical observations show that the rate shaping buffer for a responsive live video encoder typically stays empty and only occasionally holds a large frame (e.g., when an intra-frame is produced) in transit. Therefore, the rate adjustment introduced by this mechanism is expected to be minor. For instance, a rate shaping buffer of 2000 Bytes will lead to a rate adjustment of 48Kbps given the recommended scaling parameters of $BETA_V = 0.1$ and $BETA_S = 0.1$ and reference frame rate of $FPS = 30$.

5.3. Feedback Message Requirements

The following list of information is required for NADA congestion control to function properly:
- Recommended rate adaptation mode (rmode): a 1-bit flag indicating whether the sender should operate in accelerated ramp-up mode (rmode=0) or gradual update mode (rmode=1).

- Aggregated congestion signal (x_curr): the most recently updated value, calculated by the receiver according to Section 4.2. This information can be expressed with a unit of 100 microsecond (i.e., 1/10 of a millisecond) in 15 bits. This allows a maximum value of x_curr at approximately 3.27 second.

- Receiving rate (r_recv): the most recently measured receiving rate according to Section 5.1.3. This information is expressed with a unit of bits per second (bps) in 32 bits (unsigned int). This allows a maximum rate of approximately 4.3Gbps, approximately 1000 times of the streaming rate of a typical high-definition (HD) video conferencing session today. This field can be expanded further by a few more bytes, in case an even higher rate need to be specified.

The above list of information can be accommodated by 48 bits, or 6 bytes, in total. They can be either included in the feedback report from the receiver, or, in the case where all receiver-side calculations are moved to the sender, derived from per-packet information from the feedback message as defined in [I-D.ietf-avtcore-cc-feedback-message]. Choice of the feedback message interval DELTA is discussed in Section 6.3. A target feedback interval of DELTA=100ms is recommended.

6. Discussions and Further Investigations

This section discussed the various design choices made by NADA, potential alternative variants of its implementation, and guidelines on how the key algorithm parameters can be chosen. Section 8 recommends additional experimental setups to further explore these topics.

6.1. Choice of delay metrics

The current design works with relative one-way-delay (OWD) as the main indication of congestion. The value of the relative OWD is obtained by maintaining the minimum value of observed OWD over a relatively long time horizon and subtract that out from the observed absolute OWD value. Such an approach cancels out the fixed difference between the sender and receiver clocks. It has been widely adopted by other delay-based congestion control approaches such as [RFC6817]. As discussed in [RFC6817], the time horizon for tracking the minimum OWD needs to be chosen with care: it must be long enough for an opportunity to observe the minimum OWD with zero
standing queue along the path, and sufficiently short so as to timely
reflect "true" changes in minimum OWD introduced by route changes and
other rare events and to mitigate the cumulative impact of clock rate
skew over time.

The potential drawback in relying on relative OWD as the congestion
signal is that when multiple flows share the same bottleneck, the
flow arriving late at the network experiencing a non-empty queue may
mistakenly consider the standing queuing delay as part of the fixed
path propagation delay. This will lead to slightly unfair bandwidth
sharing among the flows.

Alternatively, one could move the per-packet statistical handling to
the sender instead and use relative round-trip-time (RTT) in lieu of
relative OWD, assuming that per-packet acknowledgments are available.
The main drawback of RTT-based approach is the noise in the measured
delay in the reverse direction.

Note that the choice of either delay metric (relative OWD vs. RTT)
involves no change in the proposed rate adaptation algorithm.
Therefore, comparing the pros and cons regarding which delay metric
to adopt can be kept as an orthogonal direction of investigation.

6.2. Method for delay, loss, and marking ratio estimation

Like other delay-based congestion control schemes, performance of
NADA depends on the accuracy of its delay measurement and estimation
module. Appendix A in [RFC6817] provides an extensive discussion on
this aspect.

The current recommended practice of applying minimum filter with a
window size of 15 samples suffices in guarding against processing
delay outliers observed in wired connections. For wireless
connections with a higher packet delay variation (PDV), more
sophisticated techniques on de-noising, outlier rejection, and trend
analysis may be needed.

More sophisticated methods in packet loss ratio calculation, such as
that adopted by [Floyd-CCR00], will likely be beneficial. These
alternatives are part of the experiments this document proposes.

6.3. Impact of parameter values

In the gradual rate update mode, the parameter TAU indicates the
upper bound of round-trip-time (RTT) in feedback control loop.
Typically, the observed feedback interval delta is close to the
target feedback interval DELTA, and the relative ratio of delta/TAU
versus ETA dictates the relative strength of influence from the
aggregate congestion signal offset term (x_offset) versus its recent change (x_diff), respectively. These two terms are analogous to the integral and proportional terms in a proportional-integral (PI) controller. The recommended choice of TAU=500ms, DELTA=100ms and ETA = 2.0 corresponds to a relative ratio of 1:10 between the gains of the integral and proportional terms. Consequently, the rate adaptation is mostly driven by the change in the congestion signal with a long-term shift towards its equilibrium value driven by the offset term. Finally, the scaling parameter KAPPA determines the overall speed of the adaptation and needs to strike a balance between responsiveness and stability.

The choice of the target feedback interval DELTA needs to strike the right balance between timely feedback and low RTCP feedback message counts. A target feedback interval of DELTA=100ms is recommended, corresponding to a feedback bandwidth of 16Kbps with 200 bytes per feedback message --- approximately 1.6% overhead for a 1Mbps flow. Furthermore, both simulation studies and frequency-domain analysis in [IETF-95] have established that a feedback interval below 250ms (i.e., more frequently than 4 feedback messages per second) will not break up the feedback control loop of NADA congestion control.

In calculating the non-linear warping of delay in (1), the current design uses fixed values of QTH for determining whether to perform the non-linear warping). Its value should be carefully tuned for different operational environments (e.g., over wired vs. wireless connections), so as to avoid the potential risk of prematurely discounting the congestion signal level. It is possible to adapt its value based on past observed patterns of queuing delay in the presence of packet losses. It needs to be noted that the non-linear warping mechanism may lead to multiple NADA streams stuck in loss-based mode when competing against each other.

In calculating the aggregate congestion signal x_curr, the choice of DMARK and DLOSS influence the steady-state packet loss/marking ratio experienced by the flow at a given available bandwidth. Higher values of DMARK and DLOSS result in lower steady-state loss/marking ratios, but are more susceptible to the impact of individual packet loss/marking events. While the value of DMARK and DLOSS are fixed and predetermined in the current design, this document also encourages further explorations of a scheme for automatically tuning these values based on desired bandwidth sharing behavior in the presence of other competing loss-based flows (e.g., loss-based TCP).
6.4. Sender-based vs. receiver-based calculation

In the current design, the aggregated congestion signal x_curr is calculated at the receiver, keeping the sender operation completely independent of the form of actual network congestion indications (delay, loss, or marking) in use.

Alternatively, one can shift receiver-side calculations to the sender, whereby the receiver simply reports on per-packet information via periodic feedback messages as defined in [I-D.ietf-avtcore-cc-feedback-message]. Such an approach enables interoperability amongst senders operating on different congestion control schemes, but requires slightly higher overhead in the feedback messages. See additional discussions in [I-D.ietf-avtcore-cc-feedback-message] regarding the desired format of the feedback messages and the recommended feedback intervals.

6.5. Incremental deployment

One nice property of NADA is the consistent video endpoint behavior irrespective of network node variations. This facilitates gradual, incremental adoption of the scheme.

Initially, the proposed congestion control mechanism can be implemented without any explicit support from the network, and relies solely on observed relative one-way delay measurements and packet loss ratios as implicit congestion signals.

When ECN is enabled at the network nodes with RED-based marking, the receiver can fold its observations of ECN markings into the calculation of the equivalent delay. The sender can react to these explicit congestion signals without any modification.

Ultimately, networks equipped with proactive marking based on token bucket level metering can reap the additional benefits of zero standing queues and lower end-to-end delay and work seamlessly with existing senders and receivers.

7. Reference Implementations

The NADA scheme has been implemented in both [ns-2] and [ns-3] simulation platforms. The implementation in ns-2 hosts the calculations as described in Section 4.2 at the receiver side, whereas the implementation in ns-3 hosts these receiver-side calculations at the sender for the sake of interoperability. Extensive ns-2 simulation evaluations of an earlier version of the draft are documented in [Zhu-PV13]. An open source implementation of NADA as part of a ns-3 module is available at [ns3-rmcat].
Evaluation results of the current draft based on ns-3 are presented in [IETF-90] and [IETF-91] for wired test cases as documented in [I-D.ietf-rmcat-eval-test]. Evaluation results of NADA over WiFi-based test cases as defined in [I-D.ietf-rmcat-wireless-tests] are presented in [IETF-93]. These simulation-based evaluations have shown that NADA flows can obtain their fair share of bandwidth when competing against each other. They typically adapt fast in reaction to the arrival and departure of other flows, and can sustain a reasonable throughput when competing against loss-based TCP flows.

[IETF-90] describes the implementation and evaluation of NADA in a lab setting. Preliminary evaluation results of NADA in single-flow and multi-flow test scenarios have been presented in [IETF-91].

A reference implementation of NADA has been carried out by modifying the WebRTC module embedded in the Mozilla open source browser. Presentations from [IETF-103] and [IETF-105] document real-world evaluations of the modified browser driven by NADA. The experimental setting involve remote connections with endpoints over either home or enterprise wireless networks. These evaluations validate the effectiveness of NADA flows in recovering quickly from throughput drops caused by intermittent delay spikes over the last-hop wireless connections.

8. Suggested Experiments

NADA has been extensively evaluated under various test scenarios, including the collection of test cases specified by [I-D.ietf-rmcat-eval-test] and the subset of WiFi-based test cases in [I-D.ietf-rmcat-wireless-tests]. Additional evaluations have been carried out to characterize how NADA interacts with various active queue management (AQM) schemes such as RED, CoDel, and PIE. Most of these evaluations have been carried out in simulators. A few key test cases have been evaluated in lab environments with implementations embedded in video conferencing clients. It is strongly recommended to carry out implementation and experimentation of NADA in real-world settings. Such exercise will provide insights on how to choose or automatically adapt the values of the key algorithm parameters (see list in Figure 3) as discussed in Section 6.

Additional experiments are suggested for the following scenarios and preferably over real-world networks:

- Experiments reflecting the setup of a typical WAN connection.
- Experiments with ECN marking capability turned on at the network for existing test cases.
o Experiments with multiple NADA streams bearing different user-specified priorities.

o Experiments with additional access technologies, especially over cellular networks such as 3G/LTE.

o Experiments with various media source contents, including audio only, audio and video, and application content sharing (e.g., slide shows).

9. IANA Considerations

This document makes no request of IANA.

10. Security Considerations

The rate adaptation mechanism in NADA relies on feedback from the receiver. As such, it is vulnerable to attacks where feedback messages are hijacked, replaced, or intentionally injected with misleading information resulting in denial of service, similar to those that can affect TCP. It is therefore RECOMMENDED that the RTCP feedback message is at least integrity checked. In addition, [I-D.ietf-avtcore-cc-feedback-message] discusses the potential risk of a receiver providing misleading congestion feedback information and the mechanisms for mitigating such risks.

The modification of sending rate based on send-side rate shaping buffer may lead to temporary excessive congestion over the network in the presence of a unresponsive video encoder. However, this effect can be mitigated by limiting the amount of rate modification introduced by the rate shaping buffer, bounding the size of the rate shaping buffer at the sender, and maintaining a maximum allowed sending rate by NADA.
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Appendix A.  Network Node Operations

NADA can work with different network queue management schemes and does not assume any specific network node operation. As an example, this appendix describes three variants of queue management behavior.
at the network node, leading to either implicit or explicit congestion signals. It needs to be acknowledged that NADA has not yet been tested with non-probabilistic ECN marking behaviors.

In all three flavors described below, the network queue operates with the simple first-in-first-out (FIFO) principle. There is no need to maintain per-flow state. The system can scale easily with a large number of video flows and at high link capacity.

A.1. Default behavior of drop tail queues

In a conventional network with drop tail or RED queues, congestion is inferred from the estimation of end-to-end delay and/or packet loss. Packet drops at the queue are detected at the receiver, and contributes to the calculation of the aggregated congestion signal \( x_{\text{curr}} \). No special action is required at network node.

A.2. RED-based ECN marking

In this mode, the network node randomly marks the ECN field in the IP packet header following the Random Early Detection (RED) algorithm [RFC7567]. Calculation of the marking probability involves the following steps:

- on packet arrival:
  - update smoothed queue size \( q_{\text{avg}} \) as:
    \[
    q_{\text{avg}} = w \cdot q + (1-w) \cdot q_{\text{avg}}.
    \]
  - calculate marking probability \( p \) as:
    \[
    p = \begin{cases} 
    0, & \text{if } q < q_{\text{lo}}; \\
    \frac{q_{\text{avg}} - q_{\text{lo}}}{q_{\text{hi}} - q_{\text{lo}}}, & \text{if } q_{\text{lo}} \leq q < q_{\text{hi}}; \\
    1, & \text{if } q \geq q_{\text{hi}}.
    \end{cases}
    \]

Here, \( q_{\text{lo}} \) and \( q_{\text{hi}} \) corresponds to the low and high thresholds of queue occupancy. The maximum marking probability is \( p_{\text{max}} \).

The ECN markings events will contribute to the calculation of an equivalent delay \( x_{\text{curr}} \) at the receiver. No changes are required at the sender.
A.3. Random Early Marking with Virtual Queues

Advanced network nodes may support random early marking based on a token bucket algorithm originally designed for Pre-Congestion Notification (PCN) [RFC6660]. The early congestion notification (ECN) bit in the IP header of packets are marked randomly. The marking probability is calculated based on a token-bucket algorithm originally designed for the Pre-Congestion Notification (PCN) [RFC6660]. The target link utilization is set as 90%; the marking probability is designed to grow linearly with the token bucket size when it varies between 1/3 and 2/3 of the full token bucket limit.

Calculation of the marking probability involves the following steps:

upon packet arrival:
    meter packet against token bucket (r,b);
    update token level b_tk;
    calculate the marking probability as:

    / 0,                     if b-b_tk < b_lo;
    |                     b-b_tk-b_lo
    p = < p_max* --------------, if b_lo<= b-b_tk <b_hi;   
    |           b_hi-b_lo
    \ 1,                     if b-b_tk>=b_hi.

Here, the token bucket lower and upper limits are denoted by b_lo and b_hi, respectively. The parameter b indicates the size of the token bucket. The parameter r is chosen to be below capacity, resulting in slight under-utilization of the link. The maximum marking probability is p_max.

The ECN markings events will contribute to the calculation of an equivalent delay x_curr at the receiver. No changes are required at the sender. The virtual queuing mechanism from the PCN-based marking algorithm will lead to additional benefits such as zero standing queues.
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Abstract

This memo discusses the types of congestion control feedback that it is possible to send using the RTP Control Protocol (RTCP), and their suitability of use in implementing congestion control for unicast multimedia applications.
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1. Introduction

The coming deployment of WebRTC systems raises the prospect that high quality video conferencing will see extremely wide use. To ensure the stability of the network in the face of this use, WebRTC systems will need to use some form of congestion control for their RTP-based media traffic. To develop such congestion control, it is necessary to understand the sort of congestion feedback that can be provided within the framework of RTP [RFC3550] and the RTP Control Protocol (RTCP). It then becomes possible to determine if this is sufficient for congestion control, or if some form of RTP extension is needed.

This memo considers the congestion feedback that can be sent using RTCP under the RTP/SAVPF profile [RFC5124] (the secure version of the RTP/AVPF profile [RFC4585]). This profile was chosen as it forms the basis for media transport in WebRTC [I-D.ietf-rtcweb-rtp-usage] systems. Nothing in this memo is specific to the secure version of the profile, or to WebRTC, however.

2. Possible Models for RTCP Feedback

Several questions need to be answered when providing RTCP reception quality feedback for congestion control purposes. These include:

- How often is feedback needed?
- How much overhead is acceptable?
- How much, and what, data does each report contain?

The key question is how often does the receiver need to send feedback on the reception quality it is experiencing, and hence the congestion
state of the network? Traditional congestion control protocols, such as TCP, send acknowledgements with every packet (or, at least, every couple of packets). That is straightforward and low overhead when traffic is bidirectional and acknowledgements can be piggybacked onto return path data packets. It can also be acceptable, and can have reasonable overhead, to send separate acknowledgement packets when those packets are much smaller than data packets. It becomes a problem, however, when there is no return traffic on which to piggyback acknowledgements, and when acknowledgements are similar in size to data packets; this can be the case for some forms of media traffic, especially for voice over IP (VoIP) flows, but less so for video.

When considering multimedia traffic, it might make sense to consider less frequent feedback. For example, it might be possible to send a feedback packet once per video frame, or every few frames, or once per network round trip time (RTT). This could still give sufficiently frequent feedback for the congestion control loop to be stable and responsive while keeping the overhead reasonable when the feedback cannot be piggybacked onto returning data. In this case, it is important to note that RTCP can send much more detailed feedback than simple acknowledgements. For example, if it were useful, it could be possible to use an RTCP extended report (XR) packet [RFC3611] to send feedback once per RTT comprising a bitmap of lost and received packets, with reception times, over that RTT. As long as feedback is sent frequently enough that the control loop is stable, and the sender is kept informed when data leaves the network (to provide an equivalent to ACK clocking in TCP), it is not necessary to report on every packet at the instant it is received (indeed, it is unlikely that a video codec can react instantly to a rate change anyway, and there is little point in providing feedback more often than the codec can adapt).

The amount of overhead due to congestion control feedback that is considered acceptable has to be determined. RTCP data is sent in separate packets to RTP data, and this has some cost in terms of additional header overhead compared to protocols that piggyback feedback on return path data packets. The RTP standards have long said that a 5% overhead for RTCP traffic generally acceptable, while providing the ability to change this fraction. Is this still the case for congestion control feedback? Or is there a desire to either see more responsive feedback and congestion control, possibility with a higher overhead, or is lower overhead wanted, accepting that this might reduce responsiveness of the congestion control algorithm?

Finally, the details of how much, and what, data is to be sent in each report will affect the frequency and/or overhead of feedback. There is a fundamental trade-off that the more frequently feedback
packets are sent, the less data can be included in each packet to keep the overhead constant. Does the congestion control need high rate but simple feedback (e.g., like TCP acknowledgements), or is it acceptable to send more complex feedback less often?

3. What Feedback is Achievable With RTCP?

3.1. Scenario 1: Voice Telephony

In many ways, point-to-point voice telephony is the simplest scenario for congestion control, since there is only a single media stream to control. It’s complicated, however, by severe bandwidth constraints on the feedback, to keep the overhead manageable.

Assume a two-party point-to-point voice-over-IP call, using RTP over UDP/IP. A rate adaptive speech codec, such as Opus, is used, encoded into RTP packets in frames of duration Tf seconds (Tf = 20ms in many cases, but values up to 60ms are not uncommon). The congestion control algorithm requires feedback every Nr frames, i.e., every Nr * Tf seconds, to ensure effective control. Both parties in the call send speech data or comfort noise with sufficient frequency that they are counted as senders for the purpose of the RTCP reporting interval calculation.

RTCP feedback packets can be full, compound, RTCP feedback packets, or non-compound RTCP packets. A compound RTCP packet is sent once for every Nnc non-compound RTCP packets.

Compound RTCP packets contain a Sender Report (SR) packet and a Source Description (SDES) packet, and an RTP Congestion Control Feedback (RC2F) packet [I-D.dt-rmcat-feedback-message]. Non-compound RTCP packets contain only the RC2F packet. Since each participant sends only a single media stream, the extensions for RTCP report aggregation [I-D.ietf-avtcore-rtp-multi-stream] and reporting group optimisation [I-D.ietf-avtcore-rtp-multi-stream-optimisation] are not used.

Within each compound RTCP packet, the SR packet will contain a sender information block (28 octets) and a single reception report block (24 octets), for a total of 52 octets. A minimal SDES packet will contain a header (4 octets) and a single chunk containing an SSRC (4 octets) and a CNAME item, and if the recommendations for choosing the CNAME [RFC7022] are followed, the CNAME item will comprise a 2 octet header, 16 octets of data, and 2 octets of padding, for a total SDES packet size of 28 octets. The RC2F packets contains an XR block header and SSRC (8 octets), a block type and timestamp (8 octets), the SSRC, beginning and ending sequence numbers (8 octets), and 2*Nr octets of reports, for a total of 24 + 2*Nr octets. If IPv4 is used,
with no IP options, the UDP/IP header will be 28 octets in size. This gives a total compound RTCP packet size of $S_c = 132 + 2*N_r$ octets.

The non-compound RTCP packets will comprise just the RC2F packet with a UDP/IP header. It can be seen that these packets will be $S_{nc} = 52 + 2*N_r$ octets in size.

The RTCP reporting interval calculation ([RFC3550], Section 6.2) for a two-party session where both participants are senders, reduces to

$$T_{rtcp} = n * S_{rtcp}/B_{rtcp}$$

where $S_{rtcp} = (S_c + N_{nc} * S_{nc})/(1 + N_{nc})$ is the average RTCP packet size in octets, $B_{rtcp}$ is the bandwidth allocated to RTCP in octets per second, and $n$ is the number of participants ($n=2$ in this scenario).

To ensure a report is sent every $N_r$ frames, it is necessary to set the RTCP reporting interval $T_{rtcp} = N_r * T_f$, which when substituted into the previous gives $N_r * T_f = n * S_{rtcp}/B_{rtcp}$.

Solving for the RTCP bandwidth, $B_{rtcp}$, and expanding the definition of $S_{rtcp}$ gives

$$B_{rtcp} = (n * (S_c + N_{nc} * S_{nc}))/(N_r * T_f * (1 + N_{nc}))$$

If we assume every report is a compound RTCP packet (i.e., $N_{nc} = 0$), the frame duration $T_f = 20ms$, and an RTCP report is sent for every second frame (i.e., 25 RTCP reports per second), this expression gives the needed RTCP bandwidth $B_{rtcp} = 53.1kbps$. Increasing the frame duration, or reducing the frequency of reports, reduces the RTCP bandwidth, as shown below:

<table>
<thead>
<tr>
<th>$T_f$ (seconds)</th>
<th>$N_r$ (frames)</th>
<th>$rtcp_bw$ (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20ms</td>
<td>2</td>
<td>53.1</td>
</tr>
<tr>
<td>20ms</td>
<td>4</td>
<td>27.3</td>
</tr>
<tr>
<td>20ms</td>
<td>8</td>
<td>14.5</td>
</tr>
<tr>
<td>20ms</td>
<td>16</td>
<td>8.01</td>
</tr>
<tr>
<td>60ms</td>
<td>2</td>
<td>17.7</td>
</tr>
<tr>
<td>60ms</td>
<td>4</td>
<td>9.1</td>
</tr>
<tr>
<td>60ms</td>
<td>8</td>
<td>4.8</td>
</tr>
<tr>
<td>60ms</td>
<td>16</td>
<td>2.66</td>
</tr>
</tbody>
</table>

Table 1: Required RTCP bandwidth for VoIP feedback

The final row of the table (60ms frames, report every 16 frames) sends RTCP reports once per second, giving an RTCP bandwidth of 2.66kbps.
The overhead can be reduced by sending some reports in non-compound RTCP packets [RFC5506]. For example, if we alternate compound and non-compound RTCP packets, i.e., Nnc = 1, the calculation gives:

<table>
<thead>
<tr>
<th>Tf (seconds)</th>
<th>Nr (frames)</th>
<th>rtcp_bw (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20ms</td>
<td>2</td>
<td>37.5</td>
</tr>
<tr>
<td>20ms</td>
<td>4</td>
<td>19.5</td>
</tr>
<tr>
<td>20ms</td>
<td>8</td>
<td>10.5</td>
</tr>
<tr>
<td>20ms</td>
<td>16</td>
<td>6.1</td>
</tr>
<tr>
<td>60ms</td>
<td>2</td>
<td>12.5</td>
</tr>
<tr>
<td>60ms</td>
<td>4</td>
<td>6.5</td>
</tr>
<tr>
<td>60ms</td>
<td>8</td>
<td>3.5</td>
</tr>
<tr>
<td>60ms</td>
<td>16</td>
<td>2.01</td>
</tr>
</tbody>
</table>

Table 2: Required RTCP bandwidth for VoIP feedback (alternating compound and non-compound reports)

The RTCP bandwidth needed for 60ms frames, reporting every 16 frames (once per second), can be seen to drop to 2.01kbps. This calculation can be repeated for other patterns of compound and non-compound RTCP packets, feedback frequency, and frame duration, as needed.

Note: To achieve the RTCP transmission intervals above the RTP/SAVPF profile with T_rr_interval=0 is used, since even when using the reduced minimal transmission interval, the RTP/SAVPF profile would only allow sending RTCP at most every 0.11s (every third frame of video). Using RTP/SAVPF with T_rr_interval=0 however is capable of fully utilizing the configured 5% RTCP bandwidth fraction.

3.2. Scenario 2: Point-to-Point Video Conference

Consider a point to point video call between two end systems. There will be four RTP flows in this scenario, two audio and two video, with all four flows being active for essentially all the time (the audio flows will likely use voice activity detection and comfort noise to reduce the packet rate during silent periods, and does not cause the transmissions to stop).

Assume all four flows are sent in a single RTP session, each using a separate SSRC; the RTCP reports from co-located audio and video SSRCs at each end point are aggregated [I-D.ietf-avtcore-rtp-multi-stream]; the optimisations in [I-D.ietf-avtcore-rtp-multi-stream-optimisation] are used; and congestion control feedback is sent [I-D.dt-rmcat-feedback-message].
When all members are senders, the RTCP timing rules in Section 6.2 and 6.3 of [RFC3550] and [RFC4585] reduce to:

\[
rtcp\_interval = \frac{avg\_rtcp\_size \times n}{rtcp\_bw}
\]

where \( n \) is the number of members in the session, the \( avg\_rtcp\_size \) is measured in octets, and the \( rtcp\_bw \) is the bandwidth available for RTCP, measured in octets per second (this will typically be 5% of the session bandwidth).

The average RTCP size will depend on the amount of feedback that is sent in each RTCP packet, on the number of members in the session, on the size of source description (RTCP SDES) information sent, and on the amount of congestion control feedback sent in each packet.

As a baseline, each RTCP packet will be a compound RTCP packet that contains an aggregate of a compound RTCP packet generated by the video SSRC and a compound RTCP packet generated by the audio SSRC. Since the RTCP reporting group extensions are used, one of these SSRCs will be a reporting SSRC, and the other will delegate its reports to that.

The aggregated compound RTCP packet from the non-reporting SSRC will contain an RTCP SR packet, an RTCP SDES packet, and an RTCP RGRS packet. The RTCP SR packet contains the 28 octet header and sender information, but no report blocks (since the reporting is delegated). The RTCP SDES packet will comprise a header (4 octets), originating SSRC (4 octets), a CNAME chunk, a terminating chunk, and any padding. If the CNAME follows [RFC7022] and [I-D.ietf-rtcweb-rtp-usage] it will be 18 octets in size, and will need 1 octet of padding, making the SDES packet 28 octets in size. The RTCP RGRS packet will be 12 octets in size. This gives a total of \( 28 + 28 + 12 = 68 \) octets.

The aggregated compound RTCP packet from the reporting SSRC will contain an RTCP SR packet, an RTCP SDES packet, and an RTCP XR congestion control feedback packet. The RTCP SR packet will contain two report blocks, one for each of the remote SSRCs (the report for the other local SSRC is suppressed by the reporting group extension), for a total of \( 28 + (2 \times 24) = 76 \) octets. The RTCP SDES packet will comprise a header (4 octets), originating SSRC (4 octets), a CNAME chunk, an RGRP chunk, a terminating chunk, and any padding. If the CNAME follows [RFC7022] and [I-D.ietf-rtcweb-rtp-usage] it will be 18 octets in size. The RGRP chunk similarly comprises 18 octets, and 3 octets of padding are needed, for a total of 48 octets. The RTCP XR congestion control feedback report comprises an 8 octet XR header, an 8 octet RC2F header, then for each of the remote audio and video SSRCs, an 8 octet report header, and 2 octets per packet reported upon, and padding to a 4 octet boundary, if needed; that is \( 8 + 8 + 8 \)
The complete compound RTCP packet contains the RTCP packets from both the reporting and non-reporting SSRCs, an SRTP authentication tag, and a UDP/IPv4 header. The size of this RTCP packet is therefore: 156 + (2 * Nv) + (2 * Na) octets. Since the aggregate RTCP packet contains reports from two SSRCs, the RTCP packet size is halved before use [I-D.ietf-avtcore-rtp-multi-stream]. Accordingly, we define Sc = (156 + (2 * Nv) + (2 * Na))/2 for this scenario.

How many packets does the RTCP XR congestion control feedback packet report on? This is obviously highly dependent on the choice of codec and encoding parameters, and might be quite bursty if the codec sends I-frames from which later frames are predicted. For now though, assume constant rate media with an MTU around 1500 octets, with reports for both audio and video being aggregated and sent to align with video frames. This gives the following, assuming Nr =1 and Nnc = 0 (i.e., send a compound RTCP packet for each video frame, and no non-compound packets), and using the calculation from Scenario 1:

$$B_{rtcp} = \frac{n \times (Sc + Nnc \times Snc)}{(Nr \times Tf \times (1 + Nnc))}$$

<table>
<thead>
<tr>
<th>Data Rate (kbps)</th>
<th>Video Frame Rate</th>
<th>Video Packets per Report: Nv</th>
<th>Audio Packets per Report: Na</th>
<th>Required RTCP bandwidth: Brtcp (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>21 (21%)</td>
</tr>
<tr>
<td>200</td>
<td>16</td>
<td>1</td>
<td>3</td>
<td>41 (21%)</td>
</tr>
<tr>
<td>350</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>76 (21%)</td>
</tr>
<tr>
<td>700</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>77 (11%)</td>
</tr>
<tr>
<td>700</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>150 (21%)</td>
</tr>
<tr>
<td>1024</td>
<td>30</td>
<td>3</td>
<td>2</td>
<td>78 (8%)</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>152 (11%)</td>
</tr>
<tr>
<td>2048</td>
<td>30</td>
<td>6</td>
<td>2</td>
<td>81 (4%)</td>
</tr>
<tr>
<td>2048</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>154 (8%)</td>
</tr>
<tr>
<td>4096</td>
<td>30</td>
<td>12</td>
<td>2</td>
<td>86 (2%)</td>
</tr>
<tr>
<td>4096</td>
<td>60</td>
<td>6</td>
<td>1</td>
<td>159 (4%)</td>
</tr>
</tbody>
</table>

Table 3: Required RTCP bandwidth, reporting on every frame

The RTCP bandwidth needed scales inversely with Nr. That is, it is halved if Nr=2 (report on every second packet), is reduced to one-third if Nr=3 (report on every third packet), and so on.

The needed RTCP bandwidth scales as a percentage of the data rate following the ratio of the frame rate to the data rate. As can be
seen from the table above, the RTCP bandwidth needed is a significant fraction of the media rate, if reporting on every frame for low rate video. This can be solved by reporting less often at lower rates. For example, to report on every frame of 100kbps/8fps video requires the RTCP bandwidth to be 21% of the media rate; reporting every fourth frame (i.e., twice per second) reduces this overhead to 5%.

Use of reduced size RTCP [RFC5506] would allow the SR and SDES packets to be omitted from some reports. These "non-compound" (actually, compound but reduced size in this case) RTCP packets would contain an RTCP RGRS packet from the non-reporting SSRC, and an RTCP SDES RGRP packet and a congestion control feedback packet from the reporting SSRC. This will be 12 + 28 + 12 + 8 + 2*Nv + 8 + 2*Na octets, plus UDP/IP header. That is, Snc = (96 + 2*Nv + 2*Na)/2. Repeating the analysis above, but alternating compound and non-compound reports, i.e., setting Nnc = 1, gives:

<table>
<thead>
<tr>
<th>Data Rate (kbps)</th>
<th>Video Frame Rate</th>
<th>Video Packets per Report: Nv</th>
<th>Audio Packets per Report: Na</th>
<th>Required RTCP Bandwidth: Brtcp (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>18 (18%)</td>
</tr>
<tr>
<td>200</td>
<td>16</td>
<td>1</td>
<td>3</td>
<td>33 (17%)</td>
</tr>
<tr>
<td>350</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>62 (18%)</td>
</tr>
<tr>
<td>700</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>62 (9%)</td>
</tr>
<tr>
<td>700</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>121 (17%)</td>
</tr>
<tr>
<td>1024</td>
<td>30</td>
<td>3</td>
<td>2</td>
<td>64 (6%)</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>123 (9%)</td>
</tr>
<tr>
<td>2048</td>
<td>30</td>
<td>6</td>
<td>2</td>
<td>66 (3%)</td>
</tr>
<tr>
<td>2048</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>125 (6%)</td>
</tr>
<tr>
<td>4096</td>
<td>30</td>
<td>12</td>
<td>2</td>
<td>72 (2%)</td>
</tr>
<tr>
<td>4096</td>
<td>60</td>
<td>6</td>
<td>1</td>
<td>131 (3%)</td>
</tr>
</tbody>
</table>

Table 4: Required RTCP bandwidth, reporting on every frame, with reduced-size reports

The use of reduced-size RTCP gives a noticeable reduction in the needed RTCP bandwidth, and can be combined with reporting every few frames rather than every frames. Overall, it is clear that the RTCP overhead can be reasonable across the range of data and frame rates, if RTCP is configured carefully.
3.3. Scenario 3: Group Video Conference
(tbd)

3.4. Scenario 4: Screen Sharing
(tbd)

4. Discussion and Conclusions

RTCP as it is currently specified cannot be used to send per-packet congestion feedback. RTCP can, however, be used to send congestion feedback on each frame of video sent, provided the session bandwidth exceeds a couple of megabits per second (the exact rate depending on the number of session participants, the RTCP bandwidth fraction, and what RTCP extensions are enabled, and how much detail of feedback is needed). For lower rate sessions, the overhead of reporting on every frame becomes high, but can be reduced to something reasonable by sending reports once per N frames (e.g., every second frame), or by sending non-compound RTCP reports in between the regular reports.

If it is desired to use RTCP in something close to it’s current form for congestion feedback in WebRTC, the multimedia congestion control algorithm needs be designed to work with feedback sent every few frames, since that fits within the limitations of RTCP. That feedback can be a little more complex than just an acknowledgement, provided care is taken to consider the impact of the extra feedback on the overhead, possibly allowing for a degree of semantic feedback, meaningful to the codec layer as well as the congestion control algorithm.

The format described in [I-D.dt-rmcat-feedback-message] seems sufficient for the needs of congestion control feedback. There is little point optimising this format: the main overhead comes from the UDP/IP headers and the other RTCP packets included in the compound packets, and can be lowered by using the [RFC5506] extensions and sending reports less frequently.

Further study of the scenarios of interest is needed, to ensure that the analysis presented is applicable to other media topologies, and to sessions with different data rates and sizes of membership.

5. Security Considerations

An attacker that can modify or spoof RTCP congestion control feedback packets can manipulate the sender behaviour to cause denial of service. This can be prevented by authentication and integrity
protection of RTCP packets, for example using the secure RTP profile [RFC3711][RFC5124], or by other means as discussed in [RFC7201].

6.  IANA Considerations

There are no actions for IANA.

7.  Acknowledgements

Thanks to Magnus Westerlund and the members of the RMCAT feedback design team for their feedback.

8.  Informative References

[I-D.dt-rmcat-feedback-message]

[I-D.ietf-avtcore-rtp-multi-stream]

[I-D.ietf-avtcore-rtp-multi-stream-optimisation]

[I-D.ietf-rtcweb-rtp-usage]


Author’s Address

Colin Perkins
University of Glasgow
School of Computing Science
Glasgow G12 8QQ
United Kingdom

Email: csp@csperkins.org
RTP Control Protocol (RTCP) Feedback for Congestion Control in Interactive Multimedia Conferences
draft-ietf-rmcat-rtp-cc-feedback-04

Abstract

This memo discusses the types of congestion control feedback that it is possible to send using the RTP Control Protocol (RTCP), and their suitability of use in implementing congestion control for unicast multimedia applications.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on January 2, 2019.

Copyright Notice

Copyright (c) 2018 IETF Trust and the persons identified as the document authors. All rights reserved.

This document is subject to BCP 78 and the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info) in effect on the date of publication of this document. Please review these documents carefully, as they describe your rights and restrictions with respect to this document. Code Components extracted from this document must include Simplified BSD License text as described in Section 4.e of the Trust Legal Provisions and are provided without warranty as described in the Simplified BSD License.
1. **Introduction**

The coming deployment of WebRTC systems raises the prospect that high quality video conferencing will see extremely wide use. To ensure the stability of the network in the face of this use, WebRTC systems will need to use some form of congestion control for their RTP-based media traffic. To develop such congestion control, it is necessary to understand the sort of congestion feedback that can be provided within the framework of RTP [RFC3550] and the RTP Control Protocol (RTCP). It then becomes possible to determine if this is sufficient for congestion control, or if some form of RTP extension is needed.

This memo considers the congestion feedback that can be sent using RTCP under the RTP/SAVPF profile [RFC5124] (the secure version of the RTP/AVPF profile [RFC4585]). This profile was chosen as it forms the basis for media transport in WebRTC [I-D.ietf-rtcweb-rtp-usage] systems. Nothing in this memo is specific to the secure version of the profile, or to WebRTC, however.

2. **Possible Models for RTCP Feedback**

Several questions need to be answered when providing RTCP reception quality feedback for congestion control purposes. These include:

- How often is feedback needed?
- How much overhead is acceptable?
- How much, and what, data does each report contain?

The key question is how often does the receiver need to send feedback on the reception quality it is experiencing, and hence the congestion...
state of the network? Traditional congestion control protocols, such as TCP, send acknowledgements with every packet (or, at least, every couple of packets). That is straightforward and low overhead when traffic is bidirectional and acknowledgements can be piggybacked onto return path data packets. It can also be acceptable, and can have reasonable overhead, to send separate acknowledgement packets when those packets are much smaller than data packets. It becomes a problem, however, when there is no return traffic on which to piggyback acknowledgements, and when acknowledgements are similar in size to data packets; this can be the case for some forms of media traffic, especially for voice over IP (VoIP) flows, but less so for video.

When considering multimedia traffic, it might make sense to consider less frequent feedback. For example, it might be possible to send a feedback packet once per video frame, or every few frames, or once per network round trip time (RTT). This could still give sufficiently frequent feedback for the congestion control loop to be stable and responsive while keeping the overhead reasonable when the feedback cannot be piggybacked onto returning data. In this case, it is important to note that RTCP can send much more detailed feedback than simple acknowledgements. For example, if it were useful, it could be possible to use an RTCP extended report (XR) packet [RFC3611] to send feedback once per RTT comprising a bitmap of lost and received packets, with reception times, over that RTT. As long as feedback is sent frequently enough that the control loop is stable, and the sender is kept informed when data leaves the network (to provide an equivalent to ACK clocking in TCP), it is not necessary to report on every packet at the instant it is received (indeed, it is unlikely that a video codec can react instantly to a rate change anyway, and there is little point in providing feedback more often than the codec can adapt).

The amount of overhead due to congestion control feedback that is considered acceptable has to be determined. RTCP data is sent in separate packets to RTP data, and this has some cost in terms of additional header overhead compared to protocols that piggyback feedback on return path data packets. The RTP standards have long said that a 5% overhead for RTCP traffic generally acceptable, while providing the ability to change this fraction. Is this still the case for congestion control feedback? Or is there a desire to either see more responsive feedback and congestion control, possibility with a higher overhead, or is lower overhead wanted, accepting that this might reduce responsiveness of the congestion control algorithm?

Finally, the details of how much, and what, data is to be sent in each report will affect the frequency and/or overhead of feedback. There is a fundamental trade-off that the more frequently feedback
packets are sent, the less data can be included in each packet to keep the overhead constant. Does the congestion control need high rate but simple feedback (e.g., like TCP acknowledgements), or is it acceptable to send more complex feedback less often?

3. What Feedback is Achievable With RTCP?

3.1. Scenario 1: Voice Telephony

In many ways, point-to-point voice telephony is the simplest scenario for congestion control, since there is only a single media stream to control. It’s complicated, however, by severe bandwidth constraints on the feedback, to keep the overhead manageable.

Assume a two-party point-to-point voice-over-IP call, using RTP over UDP/IP. A rate adaptive speech codec, such as Opus, is used, encoded into RTP packets in frames of duration $T_f$ seconds ($T_f = 20$ms in many cases, but values up to 60ms are not uncommon). The congestion control algorithm requires feedback every $N_r$ frames, i.e., every $N_r \times T_f$ seconds, to ensure effective control. Both parties in the call send speech data or comfort noise with sufficient frequency that they are counted as senders for the purpose of the RTCP reporting interval calculation.

RTCP feedback packets can be full, compound, RTCP feedback packets, or non-compound RTCP packets. A compound RTCP packet is sent once for every $N_{nc}$ non-compound RTCP packets.

Compound RTCP packets contain a Sender Report (SR) packet and a Source Description (SDES) packet, and an RTP Congestion Control Feedback (CCFB) packet [I-D.ietf-avtcore-cc-feedback-message]. Non-compound RTCP packets contain only the CCFB packet. Since each participant sends only a single media stream, the extensions for RTCP report aggregation [RFC8108] and reporting group optimisation [I-D.ietf-avtcore-rtp-multi-stream-optimisation] are not used.

Within each compound RTCP packet, the SR packet will contain a sender information block (28 octets) and a single reception report block (24 octets), for a total of 52 octets. A minimal SDES packet will contain a header (4 octets) and a single chunk containing an SSRC (4 octets) and a CNAME item, and if the recommendations for choosing the CNAME [RFC7022] are followed, the CNAME item will comprise a 2 octet header, 16 octets of data, and 2 octets of padding, for a total SDES packet size of 28 octets. The CCFB packets contains an RTCP header and SSRC (8 octets), a report timestamp (4 octets), the SSRC, beginning and ending sequence numbers (8 octets), and $2 \times N_r$ octets of reports, for a total of $20 + 2 \times N_r$ octets. If IPv4 is used, with no
IP options, the UDP/IP header will be 28 octets in size. This gives a total compound RTCP packet size of $S_c = 128 + 2*N_r$ octets.

The non-compound RTCP packets will comprise just the CCFB packet with a UDP/IP header. It can be seen that these packets will be $S_{nc} = 48 + 2*N_r$ octets in size.

The RTCP reporting interval calculation ([RFC3550], Section 6.2) for a two-party session where both participants are senders, reduces to $T_{rtcp} = n * S_{rtcp}/B_{rtcp}$ where $S_{rtcp} = (S_c + N_{nc} * S_{nc})/(1 + N_{nc})$ is the average RTCP packet size in octets, $B_{rtcp}$ is the bandwidth allocated to RTCP in octets per second, and $n$ is the number of participants ($n=2$ in this scenario).

To ensure a report is sent every $N_r$ frames, it is necessary to set the RTCP reporting interval $T_{rtcp} = N_r * T_f$, which when substituted into the previous gives $N_r * T_f = n * S_{rtcp}/B_{rtcp}$.

Solving for the RTCP bandwidth, $B_{rtcp}$, and expanding the definition of $S_{rtcp}$ gives $B_{rtcp} = (n * (S_c + N_{nc} * S_{nc}))/((N_r * T_f * (1 + N_{nc}))$.

If we assume every report is a compound RTCP packet (i.e., $N_{nc} = 0$), the frame duration $T_f = 20$ms, and an RTCP report is sent for every second frame (i.e., 25 RTCP reports per second), this expression gives the needed RTCP bandwidth $B_{rtcp} = 51.6$kbps. Increasing the frame duration, or reducing the frequency of reports, reduces the RTCP bandwidth, as shown below:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Required RTCP bandwidth for VoIP feedback

The final row of the table (60ms frames, report every 16 frames) sends RTCP reports once per second, giving an RTCP bandwidth of 2.6kbps.
The overhead can be reduced by sending some reports in non-compound RTCP packets [RFC5506]. For example, if we alternate compound and non-compound RTCP packets, i.e., $N_{nc} = 1$, the calculation gives:

<table>
<thead>
<tr>
<th>$T_f$ (seconds)</th>
<th>$N_r$ (frames)</th>
<th>rtcp_bw (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20ms</td>
<td>2</td>
<td>35.9</td>
</tr>
<tr>
<td>20ms</td>
<td>4</td>
<td>18.8</td>
</tr>
<tr>
<td>20ms</td>
<td>8</td>
<td>10.2</td>
</tr>
<tr>
<td>20ms</td>
<td>16</td>
<td>5.9</td>
</tr>
<tr>
<td>60ms</td>
<td>2</td>
<td>12.0</td>
</tr>
<tr>
<td>60ms</td>
<td>4</td>
<td>6.2</td>
</tr>
<tr>
<td>60ms</td>
<td>8</td>
<td>3.4</td>
</tr>
<tr>
<td>60ms</td>
<td>16</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2: Required RTCP bandwidth for VoIP feedback (alternating compound and non-compound reports)

The RTCP bandwidth needed for 60ms frames, reporting every 16 frames (once per second), can be seen to drop to 2.0kbps. This calculation can be repeated for other patterns of compound and non-compound RTCP packets, feedback frequency, and frame duration, as needed.

Note: To achieve the RTCP transmission intervals above the RTP/SAVPF profile with $T_{rr\_interval}=0$ is used, since even when using the reduced minimal transmission interval, the RTP/SAVP profile would only allow sending RTCP at most every 0.11s (every third frame of video). Using RTP/SAVPF with $T_{rr\_interval}=0$ however is capable of fully utilizing the configured 5% RTCP bandwidth fraction.

3.2. Scenario 2: Point-to-Point Video Conference

Consider a point to point video call between two end systems. There will be four RTP flows in this scenario, two audio and two video, with all four flows being active for essentially all the time (the audio flows will likely use voice activity detection and comfort noise to reduce the packet rate during silent periods, and does not cause the transmissions to stop).

Assume all four flows are sent in a single RTP session, each using a separate SSRC; the RTCP reports from co-located audio and video SSRCs at each end point are aggregated [RFC8108]; the optimisations in [I-D.ietf-avtcore-rtp-multi-stream-optimisation] are used; and congestion control feedback is sent [I-D.ietf-avtcore-cc-feedback-message].
When all members are senders, the RTCP timing rules in Section 6.2
and 6.3 of [RFC3550] and [RFC4585] reduce to:

\[
\text{rtcp}\_\text{interval} = \frac{\text{avg}\_\text{rtcp}\_\text{size} \times n}{\text{rtcp}\_\text{bw}}
\]

where \(n\) is the number of members in the session, the \(\text{avg}\_\text{rtcp}\_\text{size}\) is
measured in octets, and the \(\text{rtcp}\_\text{bw}\) is the bandwidth available for
RTCP, measured in octets per second (this will typically be 5% of the
session bandwidth).

The average RTCP size will depend on the amount of feedback that is
sent in each RTCP packet, on the number of members in the session, on
the size of source description (RTCP SDES) information sent, and on
the amount of congestion control feedback sent in each packet.

As a baseline, each RTCP packet will be a compound RTCP packet that
contains an aggregate of a compound RTCP packet generated by the
video SSRC and a compound RTCP packet generated by the audio SSRC.
Since the RTCP reporting group extensions are used, one of these
SSRCs will be a reporting SSRC, and the other will delegate its
reports to that.

The aggregated compound RTCP packet from the non-reporting SSRC will
contain an RTCP SR packet, an RTCP SDES packet, and an RTCP RGRS
packet. The RTCP SR packet contains the 28 octet header and sender
information, but no report blocks (since the reporting is delegated).
The RTCP SDES packet will comprise a header (4 octets), originating
SSRC (4 octets), a CNAME chunk, a terminating chunk, and any padding.
If the CNAME follows [RFC7022] and [I-D.ietf-rtcweb-rtp-usage] it
will be 18 octets in size, and will need 1 octet of padding, making
the SDES packet 28 octets in size. The RTCP RGRS packet will be 12
octets in size. This gives a total of 28 + 28 + 12 = 68 octets.

The aggregated compound RTCP packet from the reporting SSRC will
contain an RTCP SR packet, an RTCP SDES packet, and an RTCP
congestion control feedback packet. The RTCP SR packet will contain
two report blocks, one for each of the remote SSRCs (the report for
the other local SSRC is suppressed by the reporting group extension),
for a total of 28 + (2 * 24) = 76 octets. The RTCP SDES packet will
comprise a header (4 octets), originating SSRC (4 octets), a CNAME
chunk, an RGRP chunk, a terminating chunk, and any padding. If the
CNAME follows [RFC7022] and [I-D.ietf-rtcweb-rtp-usage] it will be 18
octets in size. The RGRP chunk similarly comprises 18 octets, and 3
octets of padding are needed, for a total of 48 octets. The RTCP
congestion control feedback (CCFB) report comprises an 8 octet RTCP
header and SSRC, an 4 report timestamp, then for each of the remote
audio and video SSRCs, an 8 octet report header, and 2 octets per
packet reported upon, and padding to a 4 octet boundary if needed;
that is \(8 + 4 + 8 + (2 \times Nv) + 8 + (2 \times Na)\) where \(Nv\) is the number of video packets per report, and \(Na\) is the number of audio packets per report.

The complete compound RTCP packet contains the RTCP packets from both the reporting and non-reporting SSRCs, an SRTP authentication tag, and a UDP/IPv4 header. The size of this RTCP packet is therefore: \(248 + (2 \times Nv) + (2 \times Na)\) octets. Since the aggregate RTCP packet contains reports from two SSRCs, the RTCP packet size is halved before use [RFC8108]. Accordingly, we define \(Sc = (248 + (2 \times Nv) + (2 \times Na))/2\) for this scenario.

How many packets does the RTCP XR congestion control feedback packet report on? This is obviously highly dependent on the choice of codec and encoding parameters, and might be quite bursty if the codec sends I-frames from which later frames are predicted. For now though, assume constant rate media with an MTU around 1500 octets, with reports for both audio and video being aggregated and sent to align with video frames. This gives the following, assuming \(Nr = 1\) and \(Nnc = 0\) (i.e., send a compound RTCP packet for each video frame, and no non-compound packets), and using the calculation from Scenario 1:

\[
BrTcp = \frac{(n \times (Sc + Nnc \times Snc))}{(Nr \times Tf \times (1 + Nnc))}
\]

<table>
<thead>
<tr>
<th>Data Rate (kbps)</th>
<th>Video Frame Rate</th>
<th>Video Packets per Report: Nv</th>
<th>Audio Packets per Report: Na</th>
<th>Required RTCP bandwidth: BrTcp (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>33.2 (33%)</td>
</tr>
<tr>
<td>200</td>
<td>16</td>
<td>1</td>
<td>3</td>
<td>65.0 (32%)</td>
</tr>
<tr>
<td>350</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>120.9 (34%)</td>
</tr>
<tr>
<td>700</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>121.9 (17%)</td>
</tr>
<tr>
<td>700</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>240.0 (34%)</td>
</tr>
<tr>
<td>1024</td>
<td>30</td>
<td>3</td>
<td>2</td>
<td>122.8 (11%)</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>241.9 (17%)</td>
</tr>
<tr>
<td>2048</td>
<td>30</td>
<td>6</td>
<td>2</td>
<td>125.6 (6%)</td>
</tr>
<tr>
<td>2048</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>243.8 (11%)</td>
</tr>
<tr>
<td>4096</td>
<td>30</td>
<td>12</td>
<td>2</td>
<td>131.2 (3%)</td>
</tr>
<tr>
<td>4096</td>
<td>60</td>
<td>6</td>
<td>1</td>
<td>249.4 (6%)</td>
</tr>
</tbody>
</table>

Table 3: Required RTCP bandwidth, reporting on every frame

The RTCP bandwidth needed scales inversely with \(Nr\). That is, it is halved if \(Nr=2\) (report on every second packet), is reduced to one-third if \(Nr=3\) (report on every third packet), and so on.
The needed RTCP bandwidth scales as a percentage of the data rate following the ratio of the frame rate to the data rate. As can be seen from the table above, the RTCP bandwidth needed is a significant fraction of the media rate, if reporting on every frame for low rate video. This can be solved by reporting less often at lower rates. For example, to report on every frame of 100kbps/8fps video requires the RTCP bandwidth to be 21% of the media rate; reporting every fourth frame (i.e., twice per second) reduces this overhead to 5%.

Use of reduced size RTCP [RFC5506] would allow the SR and SDES packets to be omitted from some reports. These "non-compound" (actually, compound but reduced size in this case) RTCP packets would contain an RTCP RGRS packet from the non-reporting SSRC, and an RTCP SDES RGRP packet and a congestion control feedback packet from the reporting SSRC. This will be 12 + 28 + 12 + 8 + 2*Nv + 8 + 2*Na octets, plus UDP/IP header. That is, \( S_{nc} = (96 + 2*N_v + 2*N_a)/2 \). Repeating the analysis above, but alternating compound and non-compound reports, i.e., setting \( N_{nc} = 1 \), gives:

<table>
<thead>
<tr>
<th>Data Rate (kbps)</th>
<th>Video Frame Rate</th>
<th>Video Packets per Report: Nv</th>
<th>Audio Packets per Report: Na</th>
<th>Required RTCP Bandwidth: Brtcp (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>23.5 (23%)</td>
</tr>
<tr>
<td>200</td>
<td>16</td>
<td>1</td>
<td>3</td>
<td>45.5 (22%)</td>
</tr>
<tr>
<td>350</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>84.4 (24%)</td>
</tr>
<tr>
<td>700</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>85.3 (12%)</td>
</tr>
<tr>
<td>700</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>166.9 (23%)</td>
</tr>
<tr>
<td>1024</td>
<td>30</td>
<td>3</td>
<td>2</td>
<td>86.2 (8%)</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>168.8 (12%)</td>
</tr>
<tr>
<td>2048</td>
<td>30</td>
<td>6</td>
<td>2</td>
<td>89.1 (4%)</td>
</tr>
<tr>
<td>2048</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>170.6 (8%)</td>
</tr>
<tr>
<td>4096</td>
<td>30</td>
<td>12</td>
<td>2</td>
<td>94.7 (2%)</td>
</tr>
<tr>
<td>4096</td>
<td>60</td>
<td>6</td>
<td>1</td>
<td>176.2 (4%)</td>
</tr>
</tbody>
</table>

Table 4: Required RTCP bandwidth, reporting on every frame, with reduced-size reports

The use of reduced-size RTCP gives a noticeable reduction in the needed RTCP bandwidth, and can be combined with reporting every few frames rather than every frames. Overall, it is clear that the RTCP overhead can be reasonable across the range of data and frame rates, if RTCP is configured carefully.
3.3. Scenario 3: Group Video Conference

(tbd)

3.4. Scenario 4: Screen Sharing

(tbd)

4. Discussion and Conclusions

RTCP as it is currently specified cannot be used to send per-packet congestion feedback. RTCP can, however, be used to send congestion feedback on each frame of video sent, provided the session bandwidth exceeds a couple of megabits per second (the exact rate depending on the number of session participants, the RTCP bandwidth fraction, and what RTCP extensions are enabled, and how much detail of feedback is needed). For lower rate sessions, the overhead of reporting on every frame becomes high, but can be reduced to something reasonable by sending reports once per N frames (e.g., every second frame), or by sending non-compound RTCP reports in between the regular reports.

If it is desired to use RTCP in something close to its current form for congestion feedback in WebRTC, the multimedia congestion control algorithm needs to be designed to work with feedback sent every few frames, since that fits within the limitations of RTCP. That feedback can be a little more complex than just an acknowledgement, provided care is taken to consider the impact of the extra feedback on the overhead, possibly allowing for a degree of semantic feedback, meaningful to the codec layer as well as the congestion control algorithm.

The format described in [I-D.ietf-avtcore-cc-feedback-message] seems sufficient for the needs of congestion control feedback. There is little point optimising this format: the main overhead comes from the UDP/IP headers and the other RTCP packets included in the compound packets, and can be lowered by using the [RFC5506] extensions and sending reports less frequently.

Further study of the scenarios of interest is needed, to ensure that the analysis presented is applicable to other media topologies, and to sessions with different data rates and sizes of membership.

5. Security Considerations

An attacker that can modify or spoof RTCP congestion control feedback packets can manipulate the sender behaviour to cause denial of service. This can be prevented by authentication and integrity
protection of RTCP packets, for example using the secure RTP profile
[RFC3711][RFC5124], or by other means as discussed in [RFC7201].

6. IANA Considerations

There are no actions for IANA.
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Abstract

This document describes two reference video traffic source models for evaluating RMCAT candidate algorithms. The first model statistically characterizes the behavior of a live video encoder in response to changing requests on target video rate. The second model is trace-driven, and emulates the encoder output by scaling the pre-encoded video frame sizes from a widely used video test sequence. Both models are designed to strike a balance between simplicity, repeatability, and authenticity in modeling the interactions between a video traffic source and the congestion control module.
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1. Introduction

When evaluating candidate congestion control algorithms designed for real-time interactive media, it is important to account for the characteristics of traffic patterns generated from a live video encoder. Unlike synthetic traffic sources that can conform perfectly to the rate changing requests from the congestion control module, a live video encoder can be sluggish in reacting to such changes. Output rate of a live video encoder also typically deviates from the target rate due to uncertainties in the encoder rate control process. Consequently, end-to-end delay and loss performance of a real-time media flow can be further impacted by rate variations introduced by the live encoder.
On the other hand, evaluation results of a candidate RMCAT algorithm should mostly reflect performance of the congestion control module, and somewhat decouple from peculiarities of any specific video codec. It is also desirable that evaluation tests are repeatable, and be easily duplicated across different candidate algorithms.

One way to strike a balance between the above considerations is to evaluate RMCAT algorithms using a synthetic video traffic source model that captures key characteristics of the behavior of a live video encoder. To this end, this draft presents two reference models. The first is based on statistical modelling; the second is trace-driven. The draft also discusses the pros and cons of each approach, as well as the how both approaches can be combined.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described RFC2119 [RFC2119].

3. Desired Behavior of A Synthetic Video Traffic Model

A live video encoder employs encoder rate control to meet a target rate by varying its encoding parameters, such as quantization step size, frame rate, and picture resolution, based on its estimate of the video content (e.g., motion and scene complexity). In practice, however, several factors prevent the output video rate from perfectly conforming to the input target rate.

Due to uncertainties in the captured video scene, the output rate typically deviates from the specified target. In the presence of a significant change in target rate, it sometimes takes several frames before the encoder output rate converges to the new target. Finally, while most of the frames in a live session are encoded in predictive mode, the encoder can occasionally generate a large intra-coded frame (or a frame partially containing intra-coded blocks) in an attempt to recover from losses, to re-sync with the receiver, or during the transient period of responding to target rate or spatial resolution changes.

Hence, a synthetic video source should have the following capabilities:

- To change bitrate. This includes ability to change framerate and/or spatial resolution, or to skip frames when required.
- To fluctuate around the target bitrate specified by the congestion control module.
While there exist many different approaches in developing a synthetic video traffic model, it is desirable that the outcome follows a few common characteristics, as outlined below.

- **Low computational complexity**: The model should be computationally lightweight, otherwise it defeats the whole purpose of serving as a substitute for a live video encoder.

- **Temporal pattern similarity**: The individual traffic trace instances generated by the model should mimic the temporal pattern of those from a real video encoder.

- **Statistical resemblance**: The synthetic traffic should match the outcome of the real video encoder in terms of statistical characteristics, such as the mean, variance, peak, and autocorrelation coefficients of the bitrate. It is also important that the statistical resemblance should hold across different time scales, ranging from tens of milliseconds to sub-seconds.

- **Wide range of coverage**: The model should be easily configurable to cover a wide range of codec behaviors (e.g., with either fast or slow reaction time in live encoder rate control) and video content variations (e.g., ranging from high-motion to low-motion).

These distinct behavior features can be characterized via simple statistical models, or a trace-driven approach. We present an example of each in Section 5 and Section 6.

### 4. Interactions Between Synthetic Video Traffic Source and Other Components at the Sender

Figure 1 depicts the interactions of the synthetic video encoder with other components at the sender, such as the application, the congestion control module, the media packet transport module, etc. Both reference models, as described later in Section 5 and Section 6, follow the same set of interactions.

The synthetic video encoder takes in raw video frames captured by the camera and then dynamically generates a sequence of encoded video frames with varying size and interval. These encoded frames are processed by other modules in order to transmit the video stream over the network. During the lifetime of a video transmission session, the synthetic video encoder will typically be required to adapt its
encoding bitrate, and sometimes the spatial resolution and frame rate.

In our model, the synthetic video encoder module has a group of incoming and outgoing interface calls that allow for interaction with other modules. The following are some of the possible incoming interface calls --- marked as (a) in Figure 1 --- that the synthetic video encoder may accept. The list is not exhaustive and can be complemented by other interface calls if deemed necessary.

- **Target rate** $R_v(t)$: requested at time $t$, typically from the congestion control module. Depending on the congestion control algorithm in use, the update requests can either be periodic (e.g., once per second), or on-demand (e.g., only when a drastic bandwidth change over the network is observed).

- **Target frame rate** $FPS(t)$: the instantaneous frame rate measured in frames-per-second at time $t$. This depends on the native camera capture frame rate as well as the target/preferred frame rate configured by the application or user.

- **Frame resolution** $XY(t)$: the 2-dimensional vector indicating the preferred frame resolution in pixels at time $t$. Several factors govern the resolution requested to the synthetic video encoder over time. Examples of such factors are the capturing resolution of the native camera; or the current target rate $R_v(t)$, since very small resolutions do not make sense with very high bitrates, and vice-versa.

- **Instant frame skipping**: the request to skip the encoding of one or several captured video frames, for instance when a drastic decrease in available network bandwidth is detected.

- **On-demand generation of intra (I) frame**: the request to encode another I frame to avoid further error propagation at the receiver, if severe packet losses are observed. This request typically comes from the error control module.

An example of outgoing interface call --- marked as (b) in Figure 1 --- is the rate range, that is, the dynamic range of the video encoder’s output rate for the current video contents: $[R_{min}, R_{max}]$. Here, $R_{min}$ and $R_{max}$ are meant to capture the dynamic rate range the encoder is capable of outputting. This typically depends on the
video content complexity and/or display type (e.g., higher $R_{\text{max}}$ for video contents with higher motion complexity, or for displays of higher resolution). Therefore, these values will not change with $R_v$, but may change over time if the content is changing.

Figure 1: Interaction between synthetic video encoder and other modules at the sender

5. A Statistical Reference Model

In this section, we describe one simple statistical model of the live video encoder traffic source. Figure 2 summarizes the list of tunable parameters in this statistical model. A more comprehensive survey of popular methods for modelling video traffic source behavior can be found in [Tanwir2013].
<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Example Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_v(t)</td>
<td>Target rate request at time t</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>R_o(t)</td>
<td>Output rate at time t</td>
<td>1.2 Mbps</td>
</tr>
<tr>
<td>tau_v</td>
<td>Encoder reaction latency</td>
<td>0.2 s</td>
</tr>
<tr>
<td>K_d</td>
<td>Burst duration during transient</td>
<td>5 frames</td>
</tr>
<tr>
<td>K_r</td>
<td>Burst size during transient</td>
<td>5:1</td>
</tr>
<tr>
<td>R_e(t)</td>
<td>Error in output rate at time t</td>
<td>0.2 Mbps</td>
</tr>
<tr>
<td>SIGMA</td>
<td>Standard deviation of normally distributed relative rate error</td>
<td>0.1</td>
</tr>
<tr>
<td>DELTA</td>
<td>Upper and lower bound (+/-) of uniformly distributed relative rate error</td>
<td>0.1</td>
</tr>
<tr>
<td>R_min</td>
<td>Minimum rate supported by video encoder or content activity</td>
<td>150 Kbps</td>
</tr>
<tr>
<td>R_max</td>
<td>Maximum rate supported by video encoder or content activity</td>
<td>1.5 Mbps</td>
</tr>
</tbody>
</table>

Figure 2: List of tunable parameters in a statistical video traffic source model.

5.1. Time-damped response to target rate update

While the congestion control module can update its target rate request $R_v(t)$ at any time, our model dictates that the encoder will only react to such changes after $\tau_v$ seconds from a previous rate transition. In other words, when the encoder has reacted to a rate change request at time $t$, it will simply ignore all subsequent rate change requests until time $t+\tau_v$.

5.2. Temporary burst/oscillation during transient

The output rate $R_o$ during the period $[t, t+\tau_v]$ is considered to be in transient. Based on observations from video encoder output data, we model the transient behavior of an encoder upon reacting to a new target rate request in the form of largely varying output sizes. It is assumed that the overall average output rate $R_o$ during this period matches the target rate $R_v$. Consequently, the occasional burst of large frames are followed by smaller-than-average encoded frames.

This temporary burst is characterized by two parameters:

- burst duration $K_d$: number frames in the burst event; and

-...
o burst size $K_r$: ratio of a burst frame and average frame size at steady state.

It can be noted that these burst parameters can also be used to mimic the insertion of a large on-demand I frame in the presence of severe packet losses. The values of $K_d$ and $K_r$ are fitted to reflect the typical ratio between I and P frames for a given video content.

5.3. Output rate fluctuation at steady state

We model output rate $R_o$ as randomly fluctuating around the target rate $R_v$ after convergence. There are two variants in modeling the random fluctuation $R_e = R_o - R_v$:

o As normal distribution: with a mean of zero and a standard deviation $\sigma$ specified in terms of percentage of the target rate. A typical value of $\sigma$ is 10 percent of target rate.

o As uniform distribution bounded between $-\delta$ and $\delta$. A typical value of $\delta$ is 10 percent of target rate.

The distribution type (normal or uniform) and model parameters ($\sigma$ or $\delta$) can be learned from data samples gathered from a live encoder output.

5.4. Rate range limit imposed by video content

The output rate $R_o$ is further clipped within the dynamic range $[R_{\text{min}}, R_{\text{max}}]$, which in reality are dictated by scene and motion complexity of the captured video content. In our model, these parameters are specified by the application.

6. A Trace-Driven Model

We now present the second approach to model a video traffic source. This approach is based on running an actual live video encoder offline on a set of chosen raw video sequences and using the encoder’s output traces for constructing a synthetic live encoder. With this approach, the recorded video traces naturally exhibit temporal fluctuations around a given target rate request $R_v(t)$ from the congestion control module.

The following list summarizes this approach’s main steps:

1) Choose one or more representative raw video sequences.
2) Using an actual live video encoder, encode the sequences at various bitrates. Keep just the sequences of frame sizes for each bitrate.

3) Construct a data structure that contains the output of the previous step. The data structure should allow for easy bitrate lookup.

4) Upon a target bitrate request $R_v(t)$ from the controller, look up the closest bitrates among those previously stored. Use the frame size sequences stored for those bitrates to approximate the frame sizes to output.

5) The output of the synthetic encoder contains "encoded" frames with zeros as contents but with realistic sizes.

Section 6.1 explains steps 1), 2), and 3), Section 6.2 elaborates on steps 4) and 5). Finally, Section 6.3 briefly discusses the possibility to extend the model for supporting variable frame rate and/or variable frame resolution.

6.1. Choosing the video sequence and generating the traces

The first step we need to perform is a careful choice of a set of video sequences that are representative of the use cases we want to model. Our use case here is video conferencing, so we must choose a low-motion sequence that resembles a "talking head", for instance a news broadcast or a video capture of an actual conference call.

The length of the chosen video sequence is a tradeoff. If it is too long, it will be difficult to manage the data structures containing the traces. If it is too short, there will be an obvious periodic pattern in the output frame sizes, leading to biased results when evaluating congestion controller performance. In our experience, a one-minute-long sequence is a fair tradeoff.

Once we have chosen the raw video sequence, denoted $S$, we use a live encoder, e.g. [H264] or [HEVC] to produce a set of encoded sequences. As discussed in Section 3, a live encoder's output bitrate can be tuned by varying three input parameters, namely, quantization step size, frame rate, and picture resolution. In order to simplify the choice of these parameters for a given target rate, we assume a fixed frame rate (e.g. 25 fps) and a fixed resolution (e.g., 480p). See section 6.3 for a discussion on how to relax these assumptions.

Following these simplifications, we run the chosen encoder by setting a constant target bitrate at the beginning, then letting the encoder
vary the quantization step size internally while encoding the input video sequence. Besides, we assume that the first frame is encoded as an I-frame and the rest are P-frames. We further assume that the encoder algorithm does not use knowledge of frames in the future so as to encode a given frame.

We define $R_{\text{min}}$ and $R_{\text{max}}$ as the minimum and maximum bitrate at which the synthetic codec is to operate. We divide the bitrate range between $R_{\text{min}}$ and $R_{\text{max}}$ in $n_s + 1$ bitrate steps of length $l = (R_{\text{max}} - R_{\text{min}}) / n_s$. We then use the following simple algorithm to encode the raw video sequence:

$$r = R_{\text{min}}$$
$$\text{while } r \leq R_{\text{max}} \text{ do}$$
$$\text{Traces}[r] = \text{encode_sequence}(S, r, e)$$
$$r = r + l$$

where function $\text{encode_sequence}$ takes as parameters, respectively, a raw video sequence, a constant target rate, and an encoder algorithm; it returns a vector with the sizes of frames in the order they were encoded. The output vector is stored in a map structure called Traces, whose keys are bitrates and values are frame size vectors.

The choice of a value for $n_s$ is important, as it determines the number of frame size vectors stored in map Traces. The minimum value one can choose for $n_s$ is 1, and its maximum value depends on the amount of memory available for holding the map Traces. A reasonable value for $n_s$ is one that makes the steps’ length $l = 200$ kbps. We will further discuss step length $l$ in the next section.

6.2. Using the traces in the syntethic codec

The main idea behind the trace-driven synthetic codec is that it mimics a real live codec’s rate adaptation when the congestion controller updates the target rate $R_v(t)$. It does so by switching to a different frame size vector stored in the map Traces when needed.

6.2.1. Main algorithm

We maintain two variables $r_{\text{current}}$ and $t_{\text{current}}$:

* $r_{\text{current}}$ points to one of the keys of the map Traces. Upon a change in the value of $R_v(t)$, typically because the congestion controller detects that the network conditions have changed, $r_{\text{current}}$ is updated to the greatest key in Traces that is less than or equal to the new value of $R_v(t)$. For the moment, we assume the value of $R_v(t)$ to be clipped in the range $[R_{\text{min}}, R_{\text{max}}]$. 

\[ r_{current} = r \]
such that
\[
( r \text{ in keys(Traces)} \quad \text{and} \\
r \leq R_v(t) \quad \text{and} \\
(\text{not(exists) } r' \text{ in keys(Traces) such that } r < r' \leq R_v(t)) )
\]

* \( t_{current} \) is an index to the frame size vector stored in \( \text{Traces}[r_{current}] \). It is updated every time a new frame is due. We assume all vectors stored in \( \text{Traces} \) to have the same size, denoted \( \text{size_traces} \). The following equation governs the update of \( t_{current} \):

\[
\begin{align*}
\text{if } t_{current} < \text{SkipFrames} & \text{ then} \\
\quad t_{current} = t_{current} + 1 \\
\text{else} & \\
\quad t_{current} = ((t_{current}+1-\text{SkipFrames}) \mod (\text{size_traces}- \text{SkipFrames})) + \text{SkipFrames}
\end{align*}
\]

where operator \( \mod \) denotes modulo, and \( \text{SkipFrames} \) is a predefined constant that denotes the number of frames to be skipped at the beginning of frame size vectors after \( t_{current} \) has wrapped around. The point of constant \( \text{SkipFrames} \) is avoiding the effect of periodically sending a (big) I-frame followed by several smaller-than-normal P-frames. We typically set \( \text{SkipFrames} \) to 20, although it could be set to 0 if we are interested in studying the effect of sending I-frames periodically.

We initialize \( r_{current} \) to \( R_{min} \), and \( t_{current} \) to 0.

When a new frame is due, we need to calculate its size. There are three cases:

a) \( R_{min} \leq R_v(t) < R_{max} \): In this case we use linear interpolation of the frame sizes appearing in \( \text{Traces}[r_{current}] \) and \( \text{Traces}[r_{current} + 1] \). The interpolation is done as follows:

\[
\begin{align*}
\text{size_lo} & = \text{Traces}[r_{current}][t_{current}] \\
\text{size_hi} & = \text{Traces}[r_{current} + 1][t_{current}] \\
\text{distance_lo} & = (R_v(t) - r_{current}) / 1 \\
\text{framesize} & = \text{size_hi} \cdot \text{distance_lo} + \text{size_lo} \cdot (1 - \text{distance_lo})
\end{align*}
\]

b) \( R_v(t) < R_{min} \): In this case, we scale the trace sequence with the lowest bitrate, in the following way:

\[
\begin{align*}
\text{factor} & = R_v(t) / R_{min} \\
\text{framesize} & = \max(1, \text{factor} \cdot \text{Traces}[R_{min}][t_{current}])
\end{align*}
\]
c) $R_v(t) \geq R_{\text{max}}$: We also use scaling for this case. We use the trace sequence with the greatest bitrate:

$$\text{factor} = \frac{R_v(t)}{R_{\text{max}}}$$

$$\text{framesize} = \text{factor} \times \text{Traces}[R_{\text{max}}][t_{\text{current}}]$$

In case b), we set the minimum to 1 byte, since the value of factor can be arbitrarily close to 0.

6.2.2. Notes to the main algorithm

* Reacting to changes in target bitrate. Similarly to the statistical model presented in Section 5, the trace-driven synthetic codec can have a time bound, $\tau_v$, to reacting to target bitrate changes. If the codec has reacted to an update in $R_v(t)$ at time $t$, it will delay any further update to $R_v(t)$ to time $t + \tau_v$. Note that, in any case, the value of $\tau_v$ cannot be chosen shorter than the time between frames, i.e. the inverse of the frame rate.

* I-frames on demand. The synthetic codec could be extended to simulate the sending of I-frames on demand, e.g., as a reaction to losses. To implement this extension, the codec’s API is augmented with a new function to request a new I-frame. Upon calling such function, $t_{\text{current}}$ is reset to 0.

* Variable length $l$ of steps defined between $R_{\text{min}}$ and $R_{\text{max}}$. In the main algorithm’s description, the step length $l$ is fixed. However, if the range $[R_{\text{min}}, R_{\text{max}}]$ is very wide, it is also possible to define a set of steps with a non-constant length. The idea behind this modification is that the difference between 400 kbps and 600 kbps as bitrate is much more important than the difference between 4400 kbps and 4600 kbps. For example, one could define steps of length 200 Kbps under 1 Mbps, then length 300 kbps between 1 Mbps and 2 Mbps, 400 kbps between 2 Mbps and 3 Mbps, and so on.

6.3. Varying frame rate and resolution

The trace-driven synthetic codec model explained in this section is relatively simple because we have fixed the frame rate and the frame resolution. The model could be extended to have variable frame rate, variable spatial resolution, or both.

When the encoded picture quality at a given bitrate is low, one can potentially decrease the frame rate (if the video sequence is currently in low motion) or the spatial resolution in order to improve quality-of-experience (QoE) in the overall encoded video. On the other hand, if target bitrate increases to a point where there is no longer a perceptible improvement in the picture quality of
individual frames, then one might afford to increase the spatial resolution or the frame rate (useful if the video is currently in high motion).

Many techniques have been proposed to choose over time the best combination of encoder quantization step size, frame rate, and spatial resolution in order to maximize the quality of live video codecs [Ozer2011][Hu2010]. Future work may consider extending the trace-driven codec to accommodate variable frame rate and/or resolution.

From the perspective of congestion control, varying the spatial resolution typically requires a new intra-coded frame to be generated, thereby incurring a temporary burst in the output traffic pattern. The impact of frame rate change tends to be more subtle: reducing frame rate from high to low leads to sparsely spaced larger encoded packets instead of many densely spaced smaller packets. Such difference in traffic profiles may still affect the performance of congestion control, especially when outgoing packets are not paced at the transport module. We leave the investigation of varying frame rate to future work.

7. Combining The Two Models

It is worthwhile noting that the statistical and trace-driven models each has its own advantages and drawbacks. While both models are fairly simple to implement, it takes significantly greater effort to fit the parameters of a statistical model to actual encoder output data whereas it is straightforward for a trace-driven model to obtain encoded frame size data. On the other hand, once validated, the statistical model is more flexible in mimicking a wide range of encoder/content behaviors by simply varying the corresponding parameters in the model. In this regard, a trace-driven model relies -- by definition -- on additional data collection efforts for accommodating new codecs or video contents.

In general, trace-driven model is more realistic for mimicking ongoing, steady-state behavior of a video traffic source whereas statistical model is more versatile for simulating transient events (e.g., when target rate changes from A to B with temporary bursts during the transition). It is also possible to combine both models into a hybrid approach, using traces during steady-state and statistical model during transients.
As shown in Figure 3, the video traffic model operates in transient state if the requested target rate $R_v(t)$ is substantially higher than the previous target, or else it operates in steady state. During transient state, a total of $K_d$ frames are generated by the statistical model, resulting in 1 big burst frame (on average $K_r$ times larger than average frame size at the target rate) followed by $K_d-1$ small frames. When operating in steady-state, the video traffic model simply generates a frame according to the trace-driven model given the target rate. One example criteria for determining whether the traffic model should operate in transient state is whether the rate increase exceeds 20% of previous target rate.

8. Implementation Status

The statistical model has been implemented as a traffic generator module within the [ns-2] network simulation platform.

More recently, both the statistical and trace-driven models have been implemented as a stand-alone traffic source module. This can be easily integrated into network simulation platforms such as [ns-2] and [ns-3], as well as testbeds using a real network. The stand-alone traffic source module is available as an open source implementation at [Syncodecs].

9. IANA Considerations

There are no IANA impacts in this memo.
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1. Introduction

When evaluating candidate congestion control algorithms designed for real-time interactive media, it is important to account for the characteristics of traffic patterns generated from a live video encoder. Unlike synthetic traffic sources that can conform perfectly to the rate changing requests from the congestion control module, a live video encoder can be sluggish in reacting to such changes. The output rate of a live video encoder also typically deviates from the target rate due to uncertainties in the encoder rate control process.
Consequently, end-to-end delay and loss performance of a real-time media flow can be further impacted by rate variations introduced by the live encoder.

On the other hand, evaluation results of a candidate RTP congestion control algorithm should mostly reflect the performance of the congestion control module and somewhat decouple from peculiarities of any specific video codec. It is also desirable that evaluation tests are repeatable, and be easily duplicated across different candidate algorithms.

One way to strike a balance between the above considerations is to evaluate congestion control algorithms using a synthetic video traffic source model that captures key characteristics of the behavior of a live video encoder. The synthetic traffic model should also contain tunable parameters so that it can be flexibly adjusted to reflect the wide variations in real-world live video encoder behaviors. To this end, this draft presents two reference models. The first is based on statistical modeling. The second is driven by frame size and interval traces recorded from a real-world encoder. The draft also discusses the pros and cons of each approach, as well as how both approaches can be combined into a hybrid model.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

3. Desired Behavior of A Synthetic Video Traffic Model

A live video encoder employs encoder rate control to meet a target rate by varying its encoding parameters, such as quantization step size, frame rate, and picture resolution, based on its estimate of the video content (e.g., motion and scene complexity). In practice, however, several factors prevent the output video rate from perfectly conforming to the input target rate.

Due to uncertainties in the captured video scene, the output rate typically deviates from the specified target. In the presence of a significant change in target rate, the encoder’s output frame sizes sometimes fluctuate for a short, transient period of time before the output rate converges to the new target. Finally, while most of the frames in a live session are encoded in predictive mode (i.e., P-frames in [H264]), the encoder can occasionally generate a large intra-coded frame (i.e., I-frame as defined in [H264]) or a frame
partially containing intra-coded blocks in an attempt to recover from
losses, to re-sync with the receiver, or during the transient period
of responding to target rate or spatial resolution changes.

Hence, a synthetic video source should have the following
capabilities:

- To change bitrate. This includes the ability to change framerate
  and/or spatial resolution or to skip frames upon request.
- To fluctuate around the target bitrate specified by the congestion
  control module.
- To show a delay in convergence to the target bitrate.
- To generate intra-coded or repair frames on demand.

While there exist many different approaches in developing a synthetic
video traffic model, it is desirable that the outcome follows a few
common characteristics, as outlined below.

- Low computational complexity: The model should be computationally
  lightweight, otherwise it defeats the whole purpose of serving as
  a substitute for a live video encoder.
- Temporal pattern similarity: The individual traffic trace
  instances generated by the model should mimic the temporal pattern
  of those from a real video encoder.
- Statistical resemblance: The synthetic traffic source should match
  the outcome of the real video encoder in terms of statistical
  characteristics, such as the mean, variance, peak, and
  autocorrelation coefficients of the bitrate. It is also important
  that the statistical resemblance should hold across different time
  scales, ranging from tens of milliseconds to sub-seconds.
- A wide range of coverage: The model should be easily configurable
  to cover a wide range of codec behaviors (e.g., with either fast
  or slow reaction time in live encoder rate control) and video
  content variations (e.g., ranging from high to low motion).

These distinct behavior features can be characterized via simple
statistical modeling or a trace-driven approach. Section 5 and
Section 6 provide an example of each approach, respectively.
Section 7 discusses how both models can be combined together.
4. Interactions Between Synthetic Video Traffic Source and Other Components at the Sender

Figure 1 depicts the interactions of the synthetic video traffic source with other components at the sender, such as the application, the congestion control module, the media packet transport module, etc. Both reference models --- as described later in Section 5 and Section 6 --- follow the same set of interactions.

The synthetic video source dynamically generates a sequence of dummy video frames with varying size and interval. These dummy frames are processed by other modules in order to transmit the video stream over the network. During the lifetime of a video transmission session, the synthetic video source will typically be required to adapt its encoding bitrate, and sometimes the spatial resolution and frame rate.

In this model, the synthetic video source module has a group of incoming and outgoing interface calls that allow for interaction with other modules. The following are some of the possible incoming interface calls --- marked as (a) in Figure 1 --- that the synthetic video traffic source may accept. The list is not exhaustive and can be complemented by other interface calls if necessary.

- Target bitrate $R_v$: target bitrate request measured in bits per second (bps). Typically, the congestion control module calculates the target bitrate and updates it dynamically over time. Depending on the congestion control algorithm in use, the update requests can either be periodic (e.g., once per second), or on-demand (e.g., only when a drastic bandwidth change over the network is observed).

- Target frame rate FPS: the instantaneous frame rate measured in frames-per-second at a given time. This depends on the native camera capture frame rate as well as the target/preferred frame rate configured by the application or user.

- Target frame resolution XY: the 2-dimensional vector indicating the preferred frame resolution in pixels. Several factors govern the resolution requested to the synthetic video source over time. Examples of such factors include the capturing resolution of the native camera and the display size of the destination screen. The target frame resolution also depends on the current target bitrate $R_v$, since it does not make sense to pair very low spatial resolutions with very high bitrates, and vice-versa.
- Instant frame skipping: the request to skip the encoding of one or several captured video frames, for instance when a drastic decrease in available network bandwidth is detected.

- On-demand generation of intra (I) frame: the request to encode another I frame to avoid further error propagation at the receiver when severe packet losses are observed. This request typically comes from the error control module. It can be initiated either by the sender or by the receiver via Full Intra Request (FIR) messages as defined in [RFC5104].

An example of outgoing interface call --- marked as (b) in Figure 1 --- is the rate range \([R_{\text{min}}, R_{\text{max}}]\). Here, \(R_{\text{min}}\) and \(R_{\text{max}}\) are meant to capture the dynamic rate range and actual live video encoder is capable of generating given the input video content. This typically depends on the video content complexity and/or display type (e.g., higher \(R_{\text{max}}\) for video contents with higher motion complexity, or for displays of higher resolution). Therefore, these values will not change with \(R_v\) but may change over time if the content is changing.

```
+-------------+
|             |
|  dummy encoded|
|    video     |
|    frames    |
+-------------+
```

```
Synthetic
Video
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```
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```
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Figure 1: Interaction between synthetic video encoder and other modules at the sender

5. A Statistical Reference Model

This section describes one simple statistical model of the live video encoder traffic source. Figure 2 summarizes the list of tunable parameters in this statistical model. A more comprehensive survey of popular methods for modeling video traffic source behavior can be found in [Tanwir2013].
<table>
<thead>
<tr>
<th>Notation</th>
<th>Parameter Name</th>
<th>Example Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_v )</td>
<td>Target bitrate request</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>FPS</td>
<td>Target frame rate</td>
<td>30 Hz</td>
</tr>
<tr>
<td>( \tau_v )</td>
<td>Encoder reaction latency</td>
<td>0.2 s</td>
</tr>
<tr>
<td>( K_d )</td>
<td>Burst duration of the transient period</td>
<td>8 frames</td>
</tr>
<tr>
<td>( K_B )</td>
<td>Burst frame size during the transient period</td>
<td>13.5 KBytes*</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>Reference frame interval ( 1/\text{FPS} )</td>
<td>33 ms</td>
</tr>
<tr>
<td>( B_0 )</td>
<td>Reference frame size ( R_v/8/\text{FPS} )</td>
<td>4.17 KBytes</td>
</tr>
<tr>
<td>( \text{SCALE}_t )</td>
<td>Scaling parameter of the zero-mean Laplacian distribution describing deviations in normalized frame interval ( (t-t_0)/t_0 )</td>
<td>0.15</td>
</tr>
<tr>
<td>( \text{SCALE}_B )</td>
<td>Scaling parameter of the zero-mean Laplacian distribution describing deviations in normalized frame size ( (B-B_0)/B_0 )</td>
<td>0.15</td>
</tr>
<tr>
<td>( R_{\text{min}} )</td>
<td>minimum rate supported by video encoder type or content activity</td>
<td>150 Kbps</td>
</tr>
<tr>
<td>( R_{\text{max}} )</td>
<td>maximum rate supported by video encoder type or content activity</td>
<td>1.5 Mbps</td>
</tr>
</tbody>
</table>

* Example value of \( K_B \) for a video stream encoded at 720p and 30 frames per second, using H.264/AVC encoder.

Figure 2: List of tunable parameters in a statistical video traffic source model.

5.1. Time-damped response to target rate update

While the congestion control module can update its target bitrate request \( R_v \) at any time, the statistical model dictates that the encoder will only react to such changes \( \tau_v \) seconds after a
previous rate transition. In other words, when the encoder has reacted to a rate change request at time \( t \), it will simply ignore all subsequent rate change requests until time \( t + \tau_v \).

5.2. Temporary burst and oscillation during the transient period

The output bitrate \( R_o \) during the period \([t, t + \tau_v]\) is considered to be in a transient state when reacting to abrupt changes in target rate. Based on observations from video encoder output data, the encoder reaction to a new target bitrate request can be characterized by high variations in output frame sizes. It is assumed in the model that the overall average output bitrate \( R_o \) during this transient period matches the target bitrate \( R_v \). Consequently, the occasional burst of large frames is followed by smaller-than-average encoded frames.

This temporary burst is characterized by two parameters:

- burst duration \( K_d \): number of frames in the burst event; and
- burst frame size \( K_B \): size of the initial burst frame which is typically significantly larger than average frame size at steady state.

It can be noted that these burst parameters can also be used to mimic the insertion of a large on-demand I frame in the presence of severe packet losses. The values of \( K_d \) and \( K_B \) typically depend on the type of video codec, spatial and temporal resolution of the encoded stream, as well as the video content activity level.

5.3. Output rate fluctuation at steady state

The output bitrate \( R_o \) during steady state is modeled as randomly fluctuating around the target bitrate \( R_v \). The output traffic can be characterized as the combination of two random processes denoting the frame interval \( t \) and output frame size \( B \) over time, as the two major sources of variations in the encoder output. For simplicity, the deviations of \( t \) and \( B \) from their respective reference levels are modeled as independent and identically distributed (i.i.d) random variables following the Laplacian distribution [Papoulis]. More specifically:

- Fluctuations in frame interval: the intervals between adjacent frames have been observed to fluctuate around the reference interval of \( t_0 = 1/FPS \). Deviations in normalized frame interval \( \Delta t = (t - t_0)/t_0 \) can be modeled by a zero-mean Laplacian distribution with scaling parameter \( SCALE_t \). The value of \( SCALE_t \) dictates the "width" of the Laplacian distribution and therefore
the amount of fluctuation in actual frame intervals (t) with
respect to the reference frame interval t0.

- Fluctuations in frame size: the output encoded frame sizes also
tend to fluctuate around the reference frame size B0=R_v/8/FPS.
Likewise, deviations in the normalized frame size DELTA_B =
(B-B0)/B0 can be modeled by a zero-mean Laplacian distribution
with scaling parameter SCALE_B. The value of SCALE_B dictates the
"width" of this second Laplacian distribution and correspondingly
the amount of fluctuations in output frame sizes (B) with respect
to the reference target B0.

Both values of SCALE_t and SCALE_B can be obtained via parameter
fitting from empirical data captured for a given video encoder.
Example values are listed in Figure 2 based on empirical data
presented in [IETF-Interim].

5.4. Rate range limit imposed by video content

The output bitrate R_o is further clipped within the dynamic range
[R_min, R_max], which in reality are dictated by scene and motion
complexity of the captured video content. In the proposed
statistical model, these parameters are specified by the application.

6. A Trace-Driven Model

The second approach for modeling a video traffic source is trace-
driven. This can be achieved by running an actual live video encoder
on a set of chosen raw video sequences and using the encoder’s output
traces for constructing a synthetic video source. With this
approach, the recorded video traces naturally exhibit temporal
fluctuations around a given target bitrate request R_v from the
congestion control module.

The following list summarizes the main steps of this approach:

1. Choose one or more representative raw video sequences.
2. Encode the sequence(s) using an actual live video encoder.
   Repeat the process for a number of bitrates. Keep only the
   sequence of frame sizes for each bitrate.
3. Construct a data structure that contains the output of the
   previous step. The data structure should allow for easy bitrate
   lookup.
4. Upon a target bitrate request R_v from the controller, look up
   the closest bitrates among those previously stored. Use the
frame size sequences stored for those bitrates to approximate the frame sizes to output.

5. The output of the synthetic video traffic source contains "encoded" frames with dummy contents but with realistic sizes.

In the following, Section 6.1 explains the first three steps (1-3), Section 6.2 elaborates on the remaining two steps (4-5). Finally, Section 6.3 briefly discusses the possibility to extend the trace-driven model for supporting time-varying frame rate and/or time-varying frame resolution.

6.1. Choosing the video sequence and generating the traces

The first step is a careful choice of a set of video sequences that are representative of the target use cases for the video traffic model. For the example use case of interactive video conferencing, it is recommended to choose a sequence with content that resembles a "talking head", e.g. from a news broadcast or recording of an actual video conferencing call.

The length of the chosen video sequence is a tradeoff. If it is too long, it will be difficult to manage the data structures containing the traces. If it is too short, there will be an obvious periodic pattern in the output frame sizes, leading to biased results when evaluating congestion control performance. It has been empirically determined that a sequence 2 to 4 minutes in length sufficiently avoids the periodic pattern.

Given the chosen raw video sequence, denoted \( S \), one can use a live encoder, e.g. some implementation of [H264] or [HEVC], to produce a set of encoded sequences. As discussed in Section 3, the output bitrate of the live encoder can be achieved by tuning three input parameters: quantization step size, frame rate, and picture resolution. In order to simplify the choice of these parameters for a given target rate, one can typically assume a fixed frame rate (e.g. 30 fps) and a fixed resolution (e.g., 720p) when configuring the live encoder. See Section 6.3 for a discussion on how to relax these assumptions.

Following these simplifications, the chosen encoder can be configured to start at a constant target bitrate, then vary the quantization step size (internally via the video encoder rate controller) to meet various externally specified target rates. It can be further assumed the first frame is encoded as an I-frame and the rest are P-frames (see, e.g., [H264] for definitions of I- and P-frames). For live encoding, the encoder rate control algorithm typically does not use knowledge of frames in the future when encoding a given frame.
Given the minimum and maximum bitrates at which the synthetic codec is to operate (denoted as $R_{\text{min}}$ and $R_{\text{max}}$, see Section 4), the entire range of target bitrates can be divided into $n_s$ steps. This leads to a encoding bitrate ladder of $(n_s + 1)$ choices equally spaced apart by the step length $l = (R_{\text{max}} - R_{\text{min}})/n_s$. The following simple algorithm is used to encode the raw video sequence.

```plaintext
r = R_{\text{min}}
while r <= R_{\text{max}} do
    Traces[r] = encode_sequence(S, r, e)
    r = r + l
```

The function `encode_sequence` takes as input parameters, respectively, a raw video sequence ($S$), a constant target rate ($r$), and an encoder rate control algorithm ($e$); it returns a vector with the sizes of frames in the order they were encoded. The output vector is stored in a map structure called `Traces`, whose keys are bitrates and whose values are vectors of frame sizes.

The choice of a value for the number of bitrate steps $n_s$ is important, since it determines the number of vectors of frame sizes stored in the map `Traces`. The minimum value one can choose for $n_s$ is 1; the maximum value depends on the amount of memory available for holding the map `Traces`. A reasonable value for $n_s$ is one that results in steps of length $l = 200$ kbps. The next section will discuss further the choice of step length $l$.

Finally, note that, as mentioned in previous sections, $R_{\text{min}}$ and $R_{\text{max}}$ may be modified after the initial sequences are encoded. Henceforth, for notational clarity, we refer to the bitrate range of the trace file as $[Rf_{\text{min}}, Rf_{\text{max}}]$. The algorithm described in the next section also covers the cases when the current target bitrate is less than $Rf_{\text{min}}$, or greater than $Rf_{\text{max}}$.

6.2. Using the traces in the synthetic codec

The main idea behind the trace-driven synthetic codec is that it mimics the rate adaptation behavior of a real live codec upon dynamic updates of the target bitrate request $R_v$ by the congestion control module. It does so by switching to a different frame size vector stored in the map `Traces` when needed.

6.2.1. Main algorithm

The main algorithm for rate adaptation in the synthetic codec maintains two variables: $r_{\text{current}}$ and $t_{\text{current}}$. 

o The variable r_current points to one of the keys of map Traces.
Upon a change in the value of R_v, typically because the
congestion controller detects that the network conditions have
changed, r_current is updated based on R_v as follows:

\[
R_{\text{ref}} = \min \left( R_{\text{f, max}}, \max(R_{\text{f, min}}, R_v) \right)
\]

\[
r_{\text{current}} = r
\]
such that
\[
(r \text{ in keys(Traces)} \text{ and }
\]
\[
r \leq R_{\text{ref}} \text{ and }
\]
\[
(\text{not(exists) } r' \text{ in keys(Traces) such that } r < r' \leq R_{\text{ref}})
\]

o The variable t_current is an index to the frame size vector stored
in Traces[r_current]. It is updated every time a new frame is
due. It is assumed that all vectors stored in Traces have the
same size, denoted as size_traces. The following equation governs
the update of t_current:

\[
\text{if } t_{\text{current}} < \text{SkipFrames then}
\]
\[
t_{\text{current}} = t_{\text{current}} + 1
\]
\[
\text{else}
\]
\[
t_{\text{current}} = ((t_{\text{current}} + 1 - \text{SkipFrames})
\]
\[
\% (\text{size_traces-SkipFrames})) + \text{SkipFrames}
\]

where operator % denotes modulo, and SkipFrames is a predefined
constant that denotes the number of frames to be skipped at the
beginning of frame size vectors after t_current has wrapped around.
The point of constant SkipFrames is avoiding the effect of
periodically sending a large I-frame followed by several smaller-
than-average P-frames. A typical value of SkipFrames is 20, although
it could be set to 0 if one is interested in studying the effect of
sending I-frames periodically.

The initial value of r_current is set to R_min, and the initial value
of t_current is set to 0.

When a new frame is due, its size can be calculated following one of
the three cases below:

a) R_f_min <= R_v < R_f_max: the output frame size is calculated via
linear interpolation of the frame sizes appearing in
Traces[r_current] and Traces[r_current + 1]. The interpolation is
done as follows:
size_lo = Traces[r_current][t_current]
size_hi = Traces[r_current + l][t_current]
distance_lo = (R_v - r_current) / l
framesize = size_hi*distance_lo + size_lo*(1-distance_lo)

b) R_v < Rf_min: the output frame size is calculated via scaling with respect to the lowest bitrate Rf_min in the trace file, as follows:

w = R_v / Rf_min
framesize = max(fs_min, factor * Traces[Rf_min][t_current])

c) R_v >= Rf_max: the output frame size is calculated by scaling with respect to the highest bitrate Rf_max in the trace file, as follows:

w = R_v / Rf_max
framesize = min(fs_max, w * Traces[Rf_max][t_current])

In cases b) and c), floating-point arithmetic is used for computing the scaling factor w. The resulting value of the instantaneous frame size (framesize) is further clipped within a reasonable range between fs_min (e.g., 10 bytes) and fs_max (e.g., 1MB).

6.2.2. Notes to the main algorithm

Note that the main algorithm as described above can be further extended to mimic some additional typical behaviors of a live video encoder. Two examples are given below:

- I-frames on demand: The synthetic codec can be extended to simulate the sending of I-frames on demand, e.g., as a reaction to losses. To implement this extension, the codec’s incoming interface (see (a) in Figure 1) is augmented with a new function to request a new I-frame. Upon calling such function, t_current is reset to 0.

- Variable step length l between R_min and R_max: In the main algorithm, the step length l is fixed for ease of explanation. However, if the range [R_min, R_max] is very wide, it is also possible to define a set of intermediate encoding rates with variable step length. The rationale behind this modification is that the difference between 400 kbps and 600 kbps as target bitrate is much more significant than the difference between 4400 kbps and 4600 kbps. For example, one could define steps of length 200 Kbps under 1 Mbps, then steps of length 300 Kbps between 1 Mbps and 2 Mbps; 400 Kbps between 2 Mbps and 3 Mbps, and so on.
6.3. Varying frame rate and resolution

The trace-driven synthetic codec model explained in this section is relatively simple due to the choice of fixed frame rate and frame resolution. The model can be extended further to accommodate variable frame rate and/or variable spatial resolution.

When the encoded picture quality at a given bitrate is low, one can potentially decrease either the frame rate (if the video sequence is currently in low motion) or the spatial resolution in order to improve quality-of-experience (QoE) in the overall encoded video. On the other hand, if target bitrate increases to a point where there is no longer a perceptible improvement in the picture quality of individual frames, then one might afford to increase the spatial resolution or the frame rate (useful if the video is currently in high motion).

Many techniques have been proposed to choose over time the best combination of encoder quantization step size, frame rate, and spatial resolution in order to maximize the quality of live video codecs [Ozer2011][Hu2010]. Future work may consider extending the trace-driven codec to accommodate variable frame rate and/or resolution.

From the perspective of congestion control, varying the spatial resolution typically requires a new intra-coded frame to be generated, thereby incurring a temporary burst in the output traffic pattern. The impact of frame rate change tends to be more subtle: reducing frame rate from high to low leads to sparsely spaced larger encoded packets instead of many densely spaced smaller packets. Such difference in traffic profiles may still affect the performance of congestion control, especially when outgoing packets are not paced by the media transport module. Investigation of varying frame rate and resolution are left for future work.

7. Combining The Two Models

It is worthwhile noting that the statistical and trace-driven models each have their own advantages and drawbacks. Both models are fairly simple to implement. It takes significantly greater effort to fit the parameters of a statistical model to actual encoder output data. In contrast, it is straightforward for a trace-driven model to obtain encoded frame size data. Once validated, the statistical model is more flexible in mimicking a wide range of encoder/content behaviors by simply varying the corresponding parameters in the model. In this regard, a trace-driven model relies -- by definition -- on additional data collection efforts for accommodating new codecs or video contents.
In general, the trace-driven model is more realistic for mimicking the ongoing, steady-state behavior of a video traffic source with fluctuations around a constant target rate. In contrast, the statistical model is more versatile for simulating the behavior of a video stream in transient, such as when encountering sudden rate changes. It is also possible to combine both methods into a hybrid model. In this case, the steady-state behavior is driven by traces during steady state and the transient-state behavior is driven by the statistical model.

As shown in Figure 3, the video traffic model operates in a transient state if the requested target rate \( R_v \) is substantially different from the previous target, or else it operates in steady state. During the transient state, a total of \( K_d \) frames are generated by the statistical model, resulting in one (1) big burst frame with size \( K_B \) followed by \( K_d-1 \) smaller frames. When operating at steady state, the video traffic model simply generates a frame according to the trace-driven model given the target rate, while modulating the frame interval according to the distribution specified by the statistical model. One example criterion for determining whether the traffic model should operate in a transient state is whether the rate change exceeds 10% of the previous target rate. Finally, as this model follows transient-state behavior dictated by the statistical model, upon a substantial rate change, the model will follow the time-damping mechanism as defined in Section 5.1, which is governed by parameter \( \tau_v \).
8. Implementation Status

The statistical, trace-driven, and hybrid models as described in this draft have been implemented as a stand-alone, platform-independent synthetic traffic source module. It can be easily integrated into network simulation platforms such as [ns-2] and [ns-3], as well as testbeds using a real network. The stand-alone traffic source module is available as an open source implementation at [Syncodecs].

9. IANA Considerations

There are no IANA impacts in this memo.

10. Security Considerations

The synthetic video traffic models as described in this draft do not impose any security threats. They are designed to mimic realistic traffic patterns for evaluating candidate RTP-based congestion control algorithms, so as to ensure stable operations of the network. It is RECOMMENDED that candidate algorithms be tested using the video traffic models presented in this draft before wide deployment over the Internet. If the generated synthetic traffic flows are sent over the Internet, they also need to be congestion controlled.
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1. Introduction

Given increasing amount of interactive real-time media traffic over the Internet, such as video conferencing, it is important that these applications employ proper congestion control mechanisms to avoid congestion collapse. [I-D.ietf-rmcat-cc-requirements] specifies the list of requirements of a viable solution.

This document outlines a common framework for designing a congestion control mechanism for real-time interactive communication, so that individual drafts on specific solutions follow a consistent set of terminologies in describing their respective components. The next section (Section 3) describes common functional modules in this framework, whereas Section 4 provides examples on how these modules build together to support single and multiple media streams.

[ Editor’s note : This document does not describe the interaction between application, codec and congestion control system. The interaction among application, codec and congestion control system are defined in other documents. There is a possibility to merge all the documents into one single document. ]

2. Key Words for Requirements

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
3. Functional Modules

A viable solution for real-time media congestion control needs to comprise of several common modules. This section provides a brief description of them and their respective functionalities. A congestion control solution for real-time media should comprise of the described functional modules. This should help understanding different congestion control solutions.

- **Network Congestion Controller**: this is the core module for estimating available bandwidth over the network based on periodic RTCP feedback reports [RFC3550] from the receiver. This module contains key functions and calculations required to detect congestion and estimate available bandwidth on the transmission path based on the reception quality of the media traffic. Different congestion control solutions employ different algorithms in detecting congestion and estimating available bandwidth for its media flow. It also possible that multiple media streams are multiplexed over a single transport, hence share a common congestion control module in aggregation.

- **Transmission Queue**: this module is needed to absorb the instantaneous mismatch between output from a live video encoder and regulated outgoing media flow. The transmission queue schedules outgoing traffic according to sending rate recommended by the rate controller module. It reports back its occupancy level to the rate controller module to assist future rate control decisions on target video rate, sending rate, and probing rate.

- **Rate Controller**: this module takes the estimated available bandwidth from the network congestion controller, shared states of other flows, as well as occupancy level of the transmission queue as input. It makes holistic decisions on: a) target video rate for the live video encoder; b) sending rate for regulating outgoing media flow(s) for the transmission queue; and c) rate of probing packets when needed. In the case where multiple media streams share a single transport and a common network congestion controller (for estimating available bandwidth in aggregation), the rate controller is also responsible for distributing available bandwidth amongst different media streams according to their relative priorities as well as share state information. When losses occur over the network and some previous media packets need to be retransmitted, the rate controller should also account for the bandwidth needed for retransmission.

- **Network Probe Generator**: A congestion control solution can actively probe to estimate the available bandwidth on the media transmission path by sending more than what the live video encoder
produces. Such an approach can be especially effective during the ramp up period of media and transmission rates, when no congestion has been observed over the network yet. The network probe generator is responsible for generating probing packets according to the probing rate specified by the rate controller. It can employ different techniques in doing so -- for example by generating simple dummy packets with unknown payload type or by generating Forward Error Correction (FEC) packets. While this document does not specify what probing technique to use or how those packets should be generated, a complete congestion control solution needs should specify total rate of the probe packets via the rate controller module.

- Live Video Encoder: the sender typically also contains a live video encoder, which adjusts its encoding parameters according to the target video rate set by the rate controller. The output rate from the video encoder may deviate from this target due to uncertainty in the captured video content characteristics and the encoder rate control process. The output encoded media packets are fed to the transmission queue. Note that internal operations of the live video encoder (i.e., how video encoder rate control works) is out of scope for this document.

- Shared State: In the case of multiple media streams sharing a common sender hence a common network congestion controller, the sender should also contain a shared state module for storage and exchange of congestion control states [Editor's Note from Xiaoqing: examples of congestion control states??] amongst the multiple flows.

4. Example Configurations

4.1. Example Configurations for a Single Stream
Figure 1: RMCAT Solution Framework at the Sender: Single Stream

Figure 1 shows an example configuration at the sender for supporting a single media stream. The Network Congestion Controller estimates available bandwidth based on periodic RTCP feedback reports. The Rate Controller takes as input the estimated available bandwidth (1) and the current occupancy level of the Transmission Queue (2). It calculates as output sending rate (3) for the Transmission Queue, video target rate (4) for the Live Video Encoder, and probing rate (5) -- if they are needed -- for the Network Probe Generator. The Transmission Queue holds packets generated by both the Live Video Encoder and the Network Probe Generator; it paces transmission of its outgoing packets according to the sending rate (3) specified by Rate Controller.

Obviously, it is possible for a congestion control solution to contain alternative configurations between these functional modules. [TODO: add one quick example on alternative wiring.] It is required that the candidate solution draft specify how their internal functional modules align to this framework.
4.2. Example Configurations for Multiple Streams

Figure 2 shows an example configuration for multiple video streams sharing a common Network Congestion Controller. The Network Congestion Controller calculates an aggregated estimated available bandwidth (1) based on periodic RTCP feedback reports. The Rate Controller divides up the aggregate estimated bandwidth (1) from the Network Congestion Controller amongst sub-streams based on their relative priority levels, Shared States, as well as current occupancy level of the Transmission Queue. It subsequently determines the per-flow sending rate (3) as regulated by the Transmission Queue and target video rate (4) for each flow.

In this specific example, the transmission queue is envisioned as a logical entity. For instance, this transmission queue can be implemented priority-based scheduling and one physical queue per stream. For sake of simplicity the role of Network Probe Generator is omitted in the above figure.
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