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Abst ract

Thi s docunent describes NADA (network-assi sted dynami c adaptation), a
novel congestion control scheme for interactive real-tinme nmedia
applications, such as video conferencing. In the proposed schene,
the sender regulates its sending rate based on either inplicit or
explicit congestion signaling, in a unified approach. The schene can
benefit fromexplicit congestion notification (ECN) markings from
network nodes. It also maintains consistent sender behavior in the
absence of such markings, by reacting to queui ng del ays and packet

| osses i nst ead.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

Interactive real-time nmedia applications introduce a uni que set of
chal | enges for congestion control. Unlike TCP, the mechani sm used
for real-tine nmedia needs to adapt quickly to instantaneous bandw dth
changes, accommodate fluctuations in the output of video encoder rate
control, and cause | ow queuing delay over the network. An idea
scheme shoul d al so make effective use of all types of congestion
signal s, including packet |oss, queuing delay, and explicit
congestion notification (ECN) [ RFC3168] nmarkings. The requirements
for the congestion control algorithmare outlined in
[I-D.ietf-rntat-cc-requirenments].

Thi s docunent describes an experinmental congestion control schene
cal | ed network-assisted dynani c adaptati on (NADA). The NADA design
benefits fromexplicit congestion control signals (e.g., ECN
mar ki ngs) fromthe network, yet also operates when only inplicit
congestion indicators (delay and/or |oss) are available. Such a
uni fi ed sender behavi or distingui shes NADA from ot her congestion
control schenes for real-time nedia. 1In addition, its core
congestion control algorithmis designed to guarantee stability for
path round-trip-times (RTTs) below a prescribed bound (e.g., 250ns
with default parameter choices). It further supports wei ghted
bandwi dt h sharing anong conpeting video flows with different
priorities. The signaling mechani smconsists of standard RTP

ti mestanp [ RFC3550] and RTCP feedback reports with non-standard
nmessages.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described [ RFC2119].

3. System Overvi ew

Figure 1 shows the end-to-end systemfor real-tine nedia transport
that NADA operates in. Note that there also exist network nodes

al ong the reverse (potentially uncongested) path that the RTCP
feedback reports traverse. Those network nodes are not shown in the
figure for sake of abrevity.
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Figure 1: System Overview

Medi a encoder with rate control capabilities. 1t encodes raw
medi a (audi o and video) frames into conpressed bitstreamwhich is
| ater packetized into RTP packets. As discussed in
[I-D.ietf-rncat-video-traffic-nodel], the actual output rate from
the encoder r_vout nmay fluctuate around the target r_vin.
Furthernore, it is possible that the encoder can only react to bit
rate changes at rather coarse tine intervals, e.g., once every 0.5
seconds.

RTP sender: responsible for calculating the NADA reference rate
based on network congestion indicators (delay, |oss, or ECN
mar ki ng reports fromthe receiver), for updating the video encoder
with a new target rate r_vin, and for regulating the actua
sending rate r_send accordingly. The RTP sender al so generates a
sendi ng timestanp for each outgoi ng packet.

RTP receiver: responsible for neasuring and estinating end-to-end
del ay (based on sender tinestanp), packet |oss (based on RTP
sequence nunber), ECN nmarking ratios (based on [RFC6679]), and
receiving rate (r_recv) of the flow It calculates the aggregated
congestion signal (x_curr) that accounts for queuing delay, ECN
mar ki ngs, and packet | osses. The receiver also determnes the
node for sender rate adaptation (rnode) based on whether the flow
has encountered any standi ng non-zero congestion. The receiver
sends periodic RTCP reports back to the sender, containing val ues
of x_curr, rnode, and r_recv.

Net work node with several nodes of operation. The systemcan work
with the default behavior of a sinple drop tail queue. It can

al so benefit from advanced AQM features such as PIE, FQ CoDel

RED- based ECN mar ki ng, and PCN marki ng using a token bucket
algorithm Note that network node operation is out of control for
t he desi gn of NADA
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4. Core Congestion Control Algorithm

Li ke TCP-Friendly Rate Control (TFRC) [Fl oyd-CCR0O0] [ RFC5348], NADA
is a rate-based congestion control algorithm |Inits sinplest form
the sender reacts to the collection of network congestion indicators
in the formof an aggregated congestion signal, and operates in one
of two nodes

0 Accelerated ranp-up: when the bottleneck is deened to be
underutilized, the rate increases nultiplicatively with respect to
the rate of previously successful transmi ssions. The rate
increase mutliplier (ganma) is cal cul ated based on observed round-
trip-time and target feedback interval, so as to limt self-
inflicted queui ng del ay.

0 Gadual rate update: in the presence of non-zero aggregate
congestion signal, the sending rate is adjusted in reaction to
both its value (x_curr) and its change in value (x_diff).

This section introduces the list of mathematical notations and
descri bes the core congestion control algorithmat the sender and
recei ver, respectively. Additional details on recomended practica
i mpl ementations are described in Section 5.1 and Section 5. 2.

4.1. Mathematical Notations

This section summari zes the list of variables and parameters used in
the NADA al gorithm

Zhu, et al. Expi res March 22, 2017 [ Page 5]
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oo o o e e e e e e e e e e e e e e e e e e e e ee e +
| Notation | Variabl e Nane |
S o m e m e e e e e e e e e e e e e e e e e e e e mmmmemea— o +

t_curr Current tinestanp

t_|last Last tinme sending/receiving a feedback

delta bserved interval between current and previous

feedback reports: delta =t_curr-t_Iast

r_ref Ref erence rate based on network congestion

r_send Sending rate

r_recv Receiving rate

r vin Target rate for video encoder

r_vout Qutput rate from vi deo encoder

d_base Esti mat ed basel i ne del ay

d_fwd Measured and filtered one-way del ay

d_queue Esti mat ed queuei ng del ay

p_nark Esti mat ed packet ECN narking ratio

p_l oss Estimat ed packet loss ratio

x_curr Aggr egat e congesti on signha

X_prev Previ ous val ue of aggregate congestion signa

x_diff Change in aggregate congestion signal wr.t.
its previous value: x diff = x_curr - x_prev

r rode Rat e update node: (0 = accel erated ranp-up;
1 = gradual update)

gama Rate increase multiplier in accel erated ranp-up
node

rtt Estimated round-trip-tine at sender

I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
| d_ I I
| d_tilde | Equival ent delay after non-Ilinear warping [
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I

Rat e shapi ng buffer occupancy neasured in bytes

Figure 2: List of variables.
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T o m e e e e e e e e e eme— oo - o e oo +
| Notation | Parameter Name | Default Value
S o e e e e e e e e e e e e e ee o S +
| PRIO | Weight of priority of the flow | 1.0
| RMN | Mnimumrate of application | 150 Kbps |
| | supported by nedia encoder | |
| RMAX | Maxi mumrate of application | 1.5 Mops |
| | supported by nedia encoder | |
| XREF | Reference congestion |evel | 20ns |
| KAPPA | Scaling paraneter for gradual [ 0.5 [
| | rate update cal cul ation | |
| ETA | Scaling paraneter for gradual [ 2.0 [
| | rate update cal cul ation | |
| TAU | Upper bound of RTT in gradual | 500ns |
| | rate update cal cul ation | |
| DELTA | Target feedback interval [ 100ms [
| DFILT | Bound on filtering del ay | 120ns |
| LOGW N | Observation windowin tinme for [ 500ms [
[ | calcul ating packet summary | |
| | statistics at receiver | |
| TEXPLOSS | Expiration tine for previously | 30s |
[ | observed packet |oss [ [
| QEPS | Threshold for determ ning queui ng| 10ns |
[ | delay build up at receiver | |
e e e +
| QTrH | Delay threshold for non-linear | 50ns |
| | war ping | |
| DLCSS | Delay penalty for |oss [ 1.0s [
| DMARK | Delay penalty for ECN mar ki ng | 200ns |
o T F +
| GAMVA MAX | Upper bound on rate increase | 50% |
| | ratio for accel erated ranp-up | |
| QBOUND | Upper bound on self-inflicted | 50ns |
[ | queuing delay during ranp up [ [
F o F +
| FPS | Frane rate of incomng video | 30 |
| BETA S | Scaling parameter for nodul ating | 0.1 |
| | outgoing sending rate | |
| BETA V | Scaling parameter for nodul ating | 0.1 |
[ | video encoder target rate [ [
| ALPHA | Smoothing factor in exponential | 0.1 |
| | snoothing of packet |oss and | |
[ | marking ratios [
B Fom e e e e e e e e m e e B +
Figure 3: List of algorithmparaneters
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4.2. Receiver-Side A gorithm
The receiver-side algorithmcan be outlined as bel ow

On initialization:
set d_base = +INFINITY
set p_loss =0
set p_mrk =0
set r_recv =0
set both t last and t_curr as current tine

On receiving a nmedia packet:
obtain current tinestanp t_curr from system cl ock
obtain from packet header sending tinme stanp t_sent
obt ai n one-way del ay neasurenment: d_fwd = t_curr - t_sent
updat e baseline delay: d base = min(d _base, d fwd)
updat e queuing delay: d _queue = d fwd - d_base
updat e packet loss ratio estinmate p_ |l oss
updat e packet marking ratio estimate p_mark
updat e neasurenent of receiving rate r_recv

On tine to send a new feedback report (t_curr - t _last > DELTA):
cal cul ate non-linear warping of delay d tilde if packet |oss exists
cal cul ate current aggregate congestion signal x_curr
determi ne node of rate adaptation for sender: rnode
send RTCP feedback report containing values of: rnode, x_curr, and r_recv
update t_last =t_curr

In order for a delay-based flowto hold its ground when conpeting
agai nst | oss-based flows (e.g., loss-based TCP), it is inportant to
di stinguish between different |evels of observed queuing delay. For
i nstance, a noderate queuing delay val ue bel ow 100nms is likely self-
inflicted or induced by other del ay-based flows, whereas a high
queui ng del ay val ue of several hundreds of mlliseconds may indicate
the presence of a |oss-based flow that does not refrain from

i ncreased del ay.

I f packet |osses are observed within the previous tine w ndow of
TLCSS, the estinmated queui ng delay foll ows a non-linear warping:

/ d_queue, i f d_queue<QrH;
I
d tilde = < (1)
| - (d_queue- QTH)
\' QTH exp(- ---------------- ) , otherwi se.
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In (1), the queuing delay value is unchanged when it is bel ow the
first threshold QTH, otherwise it is scaled down follow ng a non-
linear curve. This non-linear warping is inspired by the del ay-
adaptive congestion wi ndown backoff policy in [Budzisz-TON11], so as
to "gradual | y nudge" the controller to operate based on | oss-induced
congestion signals when conpeting agai nst | oss-based flows. The
exact formof the non-linear function has been sinplified with
respect to [Budzisz- TON11].

The aggregate congestion signal is:

x_curr = d_tilde + p_nmark*DVARK + p_| oss*DLCSS. (2)

Here, DMARK is prescribed delay penalty associated with ECN marki ngs
and DLOSS is prescribed delay penalty associated with packet | osses.
The val ue of DLOSS and DMARK does not depend on configurations at the
networ k node. Since ECN enabl ed active queue nanagenment schenes
typically mark a packet before dropping it, the value of DLOSS SHOULD
be higher than that of DMARK. Furthernore, the values of DLOS and
DMARK need to be set consistently across all NADA flows for themto
conpete fairly.

In the absence of packet marking and | osses, the value of x_curr
reduces to the observed queuing delay d_queue. |In that case the NADA
al gorithmoperates in the regi ne of del ay-based adaptation

G ven observed per-packet delay and |oss information, the receiver is
also in a good position to determ ne whether the network is
underutilized and recommend the correspondi ng rate adaptati on node
for the sender. The criteria for operating in accel erated ranp-up
nmode are:

0 No recent packet |osses within the observation wi ndow LOGA N, and

0 No build-up of queuing delay: d_fwd-d_base < QEPS for all previous
del ay sanples within the observation wi ndow LOGN N.

O herwi se the al gorithm operates in graduate update node.
4.3. Sender-Side Al gorithm

The sender-side algorithmis outlined as foll ows:

Zhu, et al. Expi res March 22, 2017 [ Page 9]
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on initialization:
set r_ ref = RMN
set rtt =0
set x_prev =0
set t last and t_curr as current systemclock tine

on receiving feedback report:
obtain current tinestanp fromsystemclock: t_curr
obt ai n values of rnode, x_curr, and r_recv from feedback report
update estimation of rtt
measure feedback interval: delta =t _curr - t_|ast
if rnode == 0:
update r_ref follow ng accel erated ranmp-up rules
el se:
update r_ref foll ow ng gradual update rules
cliprate r_ref within the range of [RMN, RMAX]
X_prev = x_curr
t last =t _curr

In accel erated ranp-up node, the rate r_ref is updated as foll ows:

QBOUND
gamma = m n( GAMVA MAX, ------------------ ) (3)
rtt+DELTA+DFI LT
r ref = max(r_ref, (l+gamm) r_recv) (4)

The rate increase multiplier gacmma is calcul ated as a function of
upper bound of self-inflicted queuing delay (QBOUND), round-trip-tine
(rtt), target feedback interval (DELTA) and bound on filtering del ay
for calculating d_queue (DFILT). It has a maxi mum val ue of

GAMVA MAX. The rationale behind (3)-(4) is that the longer it takes
for the sender to observe self-inflicted queuing delay build-up, the
nmore conservative the sender should be in increasing its rate, hence
the smaller the rate increase nultiplier

In gradual update node, the rate r_ref is updated as:
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x_offset = x_curr - PRI O XREF* RVAX/ r _r ef (5)
x_diff = X_curr - XxX_prev (6)
delta x_of f set
r ref =r _ref - KAPPA*------- M R *r_ref
TAU TAU
x_diff
- KAPPA*ETA*--------- *r_ref (7)
TAU
The rate changes in proportion to the previous rate decision. It is

affected by two terns: offset of the aggregate congestion signal from
its value at equilibrium (x_offset) and its change (x_diff).

Cal cul ati on of x_offset depends on maxi mumrate of the flow (RVAX),
its weight of priority (PRIO, as well as a reference congestion
signal (XREF). The value of XREF is chosen so that the maxi mumrate
of RMAX can be achi eved when the observed congestion signal level is
bel ow PRI O XREF.

At equilibrium the aggregated congestion signal stablizes at x_curr
= PRIO"XREF*RMAX/r _ref. This ensures that when nultiple flows share
the sane bottl eneck and observe a common val ue of x curr, their rates
at equilibriumw |1l be proportional to their respective priority
levels (PRIO and maxi mumrate (RVAX). Values of RM N and RVAX wil |l
be provided by the nedia codec, as specified in
[I-D.ietf-rntat-cc-codec-interactions]. In the absense of such

i nformation, NADA sender will choose a default value of 0 for RMN,
and 2Mops for RMAX

As nentioned in the sender-side algorithm the final rate is clipped
wi thin the dynam c range specified by the application:

r_ref = nmin(r_ref, RVAX) (8)

r_ref max(r_ref, RMN) (9)

The above operations ignore nmany practical issues such as clock
synchroni zati on between sender and receiver, filtering of noise in
del ay neasurenents, and base delay expiration. These will be
addressed in Section 5
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5. Practical Inplenentation of NADA
5.1. Receiver-Side Qperation

The receiver continuously nonitors end-to-end per-packet statistics
in terms of delay, loss, and/or ECN marking ratios. |t then
aggregates all forms of congestion indicators into the formof an
equi val ent delay and periodically reports this back to the sender.
In addition, the receiver tracks the receiving rate of the flow and
i ncludes that in the feedback nessage.

5.1.1. Estinmation of one-way delay and queui ng del ay

The delay estimation process in NADA follows a simlar approach as in
earlier del ay-based congestion control schenes, such as LEDBAT

[ RFC6817]. Instead of relying on RTP tinestanps, the NADA sender
generates its own tinmestanp based on | ocal system clock and enbeds
that information in the transport packet header. The NADA receiver
estimates the forward delay as having a constant base del ay conponent
plus a time varying queui ng del ay conponent. The base delay is
estimated as the m ni mum val ue of one-way del ay observed over a
relatively long period (e.g., tens of mnutes), whereas the

i ndi vi dual queuing delay value is taken to be the difference between
one-way del ay and base delay. All delay estimations are based on
sender tinestanps with higher granularity than RTP tinestanps.

The i ndividual sample values of queuing delay should be further
filtered agai nst various non-congestion-induced noi se, such as spikes
due to processing "hiccup" at the network nodes. Current

i mpl ementation enploys a 15-tap minimumfilter over per-packet
queui ng del ay esti mates.

5.1.2. Estimation of packet |loss/marking ratio

The receiver detects packet |osses via gaps in the RTP sequence
nunbers of received packets. Packets arriving out-of-order are

di scarded, and count towards |osses. The instantaneous packet |oss
ratio p_inst is estimated as the ratio between the nunber of m ssing
packets over the nunber of total transmtted packets within the
recent observation wi ndow LOGN N. The packet loss ratio p loss is
obt ai ned after exponential snoot hing:

p_loss = ALPHA*p_inst + (1-ALPHA)*p_| oss. (10)

The filtered result is reported back to the sender as the observed
packet loss ratio p_loss.
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Estimation of packet marking ratio p_mark foll ows the sanme procedure
as above. It is assumed that ECN marking information at the IP
header can be passed to the receiving endpoint, e.g., by follow ng
the mechani sm described in [ RFC6679].

5.1.3. Estimation of receiving rate

It is fairly straighforward to estinmate the receiving rate r_recv.
NADA nmai ntains a recent observation window with tinme span of LOGW N,
and sinply divides the total size of packets arriving during that

wi ndow over the time span. The receiving rate (r_recv) is included
as part of the feedback report.

5.2. Sender-Side Operation

Figure 4 provides a detailed view of the NADA sender. Upon receipt
of an RTCP feedback report fromthe receiver, the NADA sender
calculates the reference rate r_ref as specified in Section 4.3. It
further adjusts both the target rate for the live video encoder r_vin
and the sending rate r_send over the network based on the updated
value of r_ref and rate shaping buffer occupancy buffer_I|en

The NADA sender behavior stays the sane in the presence of all types
of congestion indicators: delay, |loss, and ECN marking. This unified
approach allows a graceful transition of the schenme as the network
shifts dynam cally between |ight and heavy congestion | evels.
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| Calculate | <---- RTCP report
| Reference Rate

| Calculate Video | [ Cal cul ate [
| Target Rate | | Sending Rate

r_send

| Video | r_vout ----------- + \
I >
Hommmmmmees + 0 mmmmemeeees + RTP packets
Rat e Shapi ng Buffer

Fi gure 4: NADA Sender Structure
5.2.1. Rate shaping buffer

The operation of the live video encoder is out of the scope of the
design for the congestion control schene in NADA. Instead, its
behavior is treated as a bl ack box.

A rate shaping buffer is enployed to absorb any instantaneous

ni smat ch between encoder rate output r_vout and regul ated sending
rate r_send. |Its current |evel of occupancy is measured in bytes and
is denoted as buffer_I|en

A large rate shaping buffer contributes to higher end-to-end del ay,
whi ch may harm the performance of real-tine media comunications.
Therefore, the sender has a strong incentive to prevent the rate
shapi ng buffer from building up. The nmechani sns adopted are:

0 To deplete the rate shaping buffer faster by increasing the
sending rate r_send; and

o To linmt inconming packets of the rate shaping buffer by reducing
the video encoder target rate r_vin.
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5.2.2. Adjusting video target rate and sending rate

The target rate for the live video encoder deviates fromthe network
congestion control rate r_ref based on the | evel of occupancy in the
rate shapi ng buffer:

rvin =r_ref - BETA V*8*buffer_| en*FPS. (12)
The actual sending rate r_send is regulated in a simlar fashion
r send = r_ref + BETA S*8*buffer_| en*FPS. (12)

In (11) and (12), the first termindicates the rate calculated from
net wor k congestion feedback al one. The second termi ndicates the

i nfluence of the rate shaping buffer. A large rate shaping buffer
nudges the encoder target rate slightly below -- and the sending rate
slightly above -- the reference rate r_ref.

Intuitively, the anpbunt of extra rate offset needed to conpletely
drain the rate shaping buffer within the duration of a single video
franme is given by 8*buffer_I|l en*FPS, where FPS stands for the frame
rate of the video. The scaling paraneters BETA V and BETA S can be
tuned to bal ance between the conpeting goals of maintaining a snall
rate shaping buffer and deviating fromthe reference rate point.

5.3. Feedback Message Requirenents

The following list of information is required for NADA congestion
control to function properly:

0 Recommended rate adaptation node (rnode): a 1-bit flag indicating
whet her the sender should operate in accel erated ranp-up node
(rnode=0) or gradual update node (rnode=1).

0 Aggregated congestion signal (x_curr): the nost recently updated
val ue, calculated by the receiver according to Section 4.2. This
information is expressed with a unit of 100 microsecond (i.e.

1/10 of a mllisecond) in 15 bits. This allows a maxi mum val ue of
X_curr at approximately 3.27 second.

0 Receiving rate (r_recv): the nost recently neasured receiving rate
according to Section 5.1.3. This information is expressed with a
unit of bits per second (bps) in 32 bits (unsigned int). This
all ows a maxi mumrate of approximately 4.3Chps.

The above list of information can be accommopdated by 48 bits, or 6
bytes, in total. Choice of the feedback nessage interval DELTA is
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di scussed in Section 6.3 A target feedback interval of DELTA=100ns is
recommended.

6. Discussions and Further Investigations
6.1. Choice of delay netrics

The current design works with relative one-way-delay (OAD) as the
mai n i ndi cati on of congestion. The value of the relative OAD is
obt ai ned by naintaining the mni num val ue of observed OAD over a
relatively long time horizon and subtract that out fromthe observed
absol ute OAD val ue. Such an approach cancels out the fixed

di fference between the sender and receiver clocks. It has been

wi del y adopted by ot her del ay-based congestion control approaches
such as [RFC6817]. As discussed in [RFC6817], the tine horizon for
tracking the mni mum OAD needs to be chosen with care: it nust be

| ong enough for an opportunity to observe the mninmum O with zero
standi ng queue along the path, and sufficiently short so as to tinely
reflect "true" changes in mnimum OAD i ntroduced by route changes and
other rare events.

The potential drawback in relying on relative OAND as the congestion
signal is that when nultiple flows share the sane bottl eneck, the
flow arriving late at the network experiencing a non-enpty queue nay
m st akenly consi der the standing queuing delay as part of the fixed
pat h propagation delay. This will lead to slightly unfair bandw dth
sharing anong the fl ows.

Al ternatively, one could nove the per-packet statistical handling to
the sender instead and use relative round-trip-tine (RTT) in lieu of
relative OAD, assuning that per-packet acknow edgenments are

avail able. The main drawback of RTT-based approach is the noise in

the measured delay in the reverse direction

Note that the choice of either delay nmetric (relative OAD vs. RITT)

i nvol ves no change in the proposed rate adaptation al gorithm
Therefore, conparing the pros and cons regarding which delay netric
to adopt can be kept as an orthogonal direction of investigation

6.2. Method for delay, loss, and marking ratio estination
Li ke other del ay-based congestion control schenes, perfornmance of
NADA depends on the accuracy of its delay neasurenent and estimation
modul e.  Appendix A in [RFC6817] provides an extensive di scussion on
this aspect.

The current recomrended practice of sinply applying a 15-tab ni ni mum
filter suffices in guarding agai nst processing delay outliers
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observed in wired connections. For wreless connections with a
hi gher packet delay variation (PDV), nore sophisticated techni ques on
de-noising, outlier rejection, and trend anal ysis may be needed.

More sophisticated nmethods in packet loss ratio calculation, such as
t hat adopted by [Floyd-CCR0O0], will likely be beneficial. These
alternatives are currently under investigation

6.3. Inpact of paraneter val ues

In the gradual rate update node, the paranmeter TAU indicates the
upper bound of round-trip-tine (RTT) in feedback control |oop
Typically, the observed feedback interval delta is close to the
target feedback interval DELTA, and the relative ratio of delta/ TAU
versus ETA dictates the relative strength of influence fromthe
aggregat e congestion signal offset term(x _offset) versus its recent
change (x_diff), respectively. These two ternms are anal ogous to the
integral and proportional terms in a proportional-integral (Pl)
controller. The recomended choi ce of TAU=500ns, DELTA=100ms and ETA
= 2.0 corresponds to a relative ratio of 1:10 between the gains of
the integral and proportional ternms. Consequently, the rate
adaptation is nostly driven by the change in the congestion signa
with a long-termshift towards its equilibriumvalue driven by the
offset term Finally, the scaling paraneter KAPPA determi nes the
overal |l speed of the adaptation and needs to strike a bal ance between
responsi veness and stability.

The choice of the target feedback interval DELTA needs to strike the
ri ght bal ance between tinely feedback and | ow RTCP feedback nessage
counts. A target feedback interval of DELTA=100ns is recomended
corresponding to a feedback bandw dth of 16Kbps with 200 bytes per

f eedback nmessage --- approximately 1.6% overhead for a 1 Mps fl ow
Furt hernmore, both sinmulation studies and frequency-domain anal ysis
have established that a feedback interval bel ow 250ns will not break
up the feedback control |oop of NADA congestion control

In calculating the non-linear warping of delay in (1), the current
design uses fixed values of QIH and TLOSS (for determ ni ng whether to
performthe non-linear warpming). It is possible to adapt the val ue
of both based on past observed patterns of queuing delay in the
presence of packet | osses.

In cal cul ati ng the aggregate congestion signal x_curr, the choice of
DMARK and DLCSS i nfluence the steady-state packet |oss/marking ratio
experienced by the flow at a given avail abl e bandwi dth. Hi gher

val ues of DMARK and DLCSS result in | ower steady-state |oss/ marking

rati os, but are nore susceptible to the inpact of individual packet

| oss/ marking events. While the value of DMARK and DLCSS are fixed
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and predeternined in the current design, a scheme for automatically
tuni ng these val ues based on desired bandw dth shari ng behavior in
the presence of other conpeting | oss-based flows (e.g., |oss-based
TCP) is under investigation

[Editor’s note: Choice of start value: is this in scope of congestion
control, or should this be decided by the application?]

6.4. Sender-based vs. receiver-based cal cul ati on

In the current design, the aggregated congestion signal x_curr is
cal cul ated at the receiver, keeping the sender operation conpletely

i ndependent of the form of actual network congestion indications
(delay, loss, or marking). Alternatively, one can nove the |ogics of
(1) and (2) to the sender. Such an approach requires slightly higher
overhead in the feedback nessages, which should contain individua
fields on queuing delay (d_queue), packet loss ratio (p_l oss), packet
marking ratio (p_mark), receiving rate (r_recv), and recomrended rate
adapt ati on node (rnode).

6.5. Increnental depl oynent

One nice property of NADA is the consistent video endpoi nt behavior
irrespective of network node variations. This facilitates gradual
i ncrenmental adoption of the schene.

To start off with, the proposed congestion control mechani smcan be

i npl emented wi thout any explicit support fromthe network, and relies
sol ely on observed one-way del ay nmeasurenents and packet |oss ratios
as inplicit congestion signals.

When ECN i s enabl ed at the network nodes with RED based marking, the
receiver can fold its observations of ECN markings into the

cal culation of the equivalent delay. The sender can react to these
explicit congestion signals w thout any nodification

Utimtely, networks equi pped with proactive marking based on token
bucket |evel metering can reap the additional benefits of zero
standi ng queues and | ower end-to-end delay and work seam essly with
exi sting senders and receivers.

7. Inplenmentation Status

The NADA schenme has been inplenmented in [ns-2] and [ns-3] simulation
pl atforns. Extensive ns-2 sinulation evaluations of an earlier
version of the draft are docunented in [Zhu-PV13]. Evaluation
results of the current draft over several test cases in
[I-D.ietf-rncat-eval -test] have been presented at recent |ETF
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10.

meetings [I ETF-90][I ETF-91]. Evaluation results of the current draft
over several test cases in [I-D.ietf-rncat-wrel ess-tests] have been
presented at [l ETF-93].

The schene has al so been inplenmented and evaluated in a lab setting
as described in [IETF-90]. Prelimnary evaluation results of NADA in
single-flow and nulti-flow scenari os have been presented in
[1ETF-91].

Suggest ed Experinents

NADA has been extensively eval uated under various test scenari o0s,
including the collection of test cases specified by
[I-D.ietf-rncat-eval -test] and the subset of WFi-based test cases in
[I-D.ietf-rncat-wirel ess-tests]. Additional eval uations have been
carried out to characterize how NADA interacts with various active
queue managenent (AQW schenes such as RED, CoDel, and PIE. Mst of
t hese eval uations have been carried out in sinulators. A few key
test cases have al so bee evaluated in inplenmentations enbedded in

vi deo conferencing clients.

Furt her experinents are suggested for the foll owi ng scenari os:

0 Experinents with ECN marking capability turned on at the network
for existing test cases.

0 Experinents with nmultiple RMCAT streans bearing different user-
specified priorities.

o Experiments with additional access technol ogi es, especially over
cellular networks such as 3G LTE

0 Experinents with various nmedia source contents, including audio

only, audio and video, and application content sharing (e.qg.
slide shows).
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Appendi x A, Network Node Operations

NADA can work with di fferent network queue managenent schemes and
does not assume any specific network node operation. As an exanple,
this appendi x describes three variants of queue managenent behavi or
at the network node, leading to either inplicit or explicit
congestion signals.

In all three flavors described bel ow, the network queue operates with
the sinple first-in-first-out (FIFO principle. There is no need to
mai ntain per-flow state. The systemcan scale easily with a large
nunber of video flows and at high |ink capacity.

A.1. Default behavior of drop tail queues

In a conventional network with drop tail or RED queues, congestion is
inferred fromthe estimtion of end-to-end delay and/or packet |oss.
Packet drops at the queue are detected at the receiver, and
contributes to the cal culation of the aggregated congestion signha
x_curr. No special action is required at network node.
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A. 2. RED- based ECN narking

In this node, the network node randomy marks the ECN field in the IP
packet header follow ng the Random Early Detection (RED) al gorithm

[ RFC2309]. Calculation of the marking probability involves the
fol |l owi ng steps:

on packet arrival
updat e snmoot hed queue size ¢_avg as:
g_avg = wq + (1-w) *q_avg.

cal cul ate marking probability p as:

/ 0, if q<q_lo;
|
[ g_avg - g_lo
p= < p_max*-------------- , if g_lo<=gqg < qg_hi;
| g_hi - g_lo
I
\' p =1, if g >= g_hi

Here, g lo and q_hi corresponds to the | ow and hi gh threshol ds of
queue occupancy. The maxi num nmarki ng probability is p_nax.

The ECN mar ki ngs events will contribute to the calculation of an
equi val ent delay x_curr at the receiver. No changes are required at
t he sender.

A. 3. Random Early Marking with Virtual Queues

Advanced network nodes may support random early nmarki ng based on a
t oken bucket algorithmoriginally designed for Pre-Congestion
Notification (PCN) [RFC6660]. The early congestion notification
(ECN) bit in the I P header of packets are marked randomy. The
mar ki ng probability is cal cul ated based on a token-bucket al gorithm
originally designed for the Pre-Congestion Notification (PCN

[ RFC6660]. The target link utilization is set as 90% the narking
probability is designed to grow linearly with the token bucket size
when it varies between 1/3 and 2/3 of the full token bucket limt.

* upon packet arrival, nmeter packet against token bucket (r,b);
* update token level b_tk;

* calculate the marking probability as:
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/ 0, if b-b_tk < b_lo;
I
| b-b_tk-b_lo
p =< p_mx* -------------- , if b lo<= b-b tk <b_hi;
I b_hi-b_lo
\ 1, if b-b_tk>=b_hi.

Here, the token bucket |ower and upper limts are denoted by b |o and
b hi, respectively. The paraneter b indicates the size of the token
bucket. The paraneter r is chosen to be below capacity, resulting in
slight under-utilization of the link. The maxi mum marKki ng
probability is p_max.

The ECN markings events will contribute to the calculation of an

equi val ent delay x_curr at the receiver. No changes are required at
the sender. The virtual queuing nmechani smfromthe PCN based marking
algorithmwi Il lead to additional benefits such as zero standing
gueues.
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