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Abstract

Connecting an enterprise site to nultiple | SPs using provider-
assigned addresses is difficult without the use of sone form of

Net wor k Address Translation (NAT). Mich has been witten on this
topic over the last 10 to 15 years, but it still remains a problem
without a clearly defined or widely inplenmented solution. Any

mul ti hom ng sol ution without NAT requires hosts at the site to have
addresses fromeach ISP and to select the egress ISP by selecting a
source address for outgoing packets. It also requires routers at the
site to take into account those source addresses when forwarding
packets out towards the | SPs.

This docunment attenpts to define a conplete solution to this problem
It covers the behavior of routers to forward traffic taking into
account source address, and it covers the behavior of host to select
appropriate source addresses. It also covers any possible role that
routers mght play in providing information to hosts to help them

sel ect appropriate source addresses. In the process of exploring
potential solutions, this docunents al so nakes explicit requirements
for how the solution would be expected to behave fromthe perspective
of an enterprise site network adm nistrator

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
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1. Introduction

Site nmultihoning, the connection of a subscriber network to multiple
upstream networ ks using redundant uplinks, is a common enterprise
architecture for inproving the reliability of its Internet
connectivity. |If the site uses provider-independent (Pl) addresses,
all traffic originating fromthe enterprise can use source addresses
fromthe Pl address space. Site nultihonming with Pl addresses is
comonly used with both I Pv4 and | Pv6, and does not present any new
techni cal chall enges

It may be desirable for an enterprise site to connect to multiple

| SPs usi ng provider-assigned (PA) addresses, instead of Pl addresses.
Mul ti homi ng with provider-assigned addresses is typically |ess
expensive for the enterprise relative to using provider-independent
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addresses. PA multihoming is also a practice that should be
facilitated and encouraged because it does not add to the size of the
Internet routing table, whereas Pl multihom ng does. Note that PAis
al so used to nean "provider-aggregatable". |In this docunent we
assune that provider-assigned addresses are al ways provider-

aggr egat abl e.

Wth PA nultihomng, for each ISP connection, the site is assigned a
prefix fromw thin an address block allocated to that ISP by its
Nati onal or Regional Internet Registry. |In the sinple case of two
ISPs (I1SP-A and ISP-B), the site will have two different prefixes
assigned to it (prefix-A and prefix-B). This arrangenent is
problematic. First, packets with the "wong" source address may be
dropped by one of the ISPs. In order to linmt denial of service
attacks using spoofed source addresses, BCP38 [ RFC2827] recommends
that ISPs filter traffic fromcustoner sites to only allow traffic
with a source address that has been assigned by that I1SP. So a
packet sent froma nultihomed site on the uplink to ISP-B with a
source address in prefix-A may be dropped by | SP-B

However, even if |SP-B does not inplenent BCP38 or | SP-B adds
prefix-Ato its list of allowed source addresses on the uplink from
the multi honed site, two-way comuni cation may still fail. |[If the
packet with source address in prefix-A was sent to | SP-B because the
uplink to ISP-A failed, then if |SP-B does not drop the packet and
the packet reaches its destination sonewhere on the Internet, the
return packet will be sent back with a destination address in prefix-
A. The return packet will be routed over the Internet to I SP-A but
it will not be delivered to the multihoned site because its link with
| SP-A has failed. Two-way conmuni cati on would require sone
arrangenment for |SP-B to advertise prefix-A when the uplink to I SP-A
fails.

Note that the sanme may be true with a provider that does not

i mpl ement BCP 38, if his upstream provider does, or has no
corresponding route. The issue is not that the inmredi ate provider
i mplements ingress filtering;, it is that soneone upstream does, or
| acks a route.

Wth IPv4, this problemis comonly solved by using [ RFC1918] private
address space within the nulti-homed site and Network Address
Transl ati on (NAT) or Network Address/Port Translation (NAPT) on the
uplinks to the I SPs. However, one of the goals of IPv6 is to
elimnate the need for and the use of NAT or NAPT. Therefore,
requiring the use of NAT or NAPT for an enterprise site to nultihone
wi th provider-assigned addresses is not an attractive sol ution.
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[ RFC6296] describes a translation solution specifically tailored to
meet the requirements of nulti-hom ng with provider-assigned | Pv6
addresses. Wth the I Pv6-to-1Pv6 Network Prefix Translation (NPTv6)
solution, within the site an enterprise can use Uni que Loca

Addr esses [ RFC4193] or the prefix assigned by one of the | SPs. As
traffic | eaves the site on an uplink to an ISP, the source address
gets translated to an address within the prefix assigned by the | SP
on that uplink in a predictable and reversible manner. [RFC6296] is
currently classified as Experinental, and it has been inplenmented by
several vendors. See Section 5.2, for nore discussion of NPTv6.

Thi s docunment defines routing requirenents for enterprise nultihom ng
usi ng provider-assigned | Pv6 addresses. W have nade no attenpt to
wite these requirenents in a manner that is agnostic to potential
solutions. Instead, this docunent focuses on the follow ng genera

cl ass of solutions.

Each host at the enterprise has multiple addresses, at |east one from
each | SP-assi gned prefix. Each host, as discussed in Section 4.1 and
[ RFC6724], is responsible for choosing the source address applied to
each packet it sends. A host SHOULD be able respond dynamcally to
the failure of an uplink to a given ISP by no | onger sendi ng packets
with the source address corresponding to that |ISP. Potenti al
mechani snms for the communi cati on of changes in the network to the
host are Nei ghbor Di scovery Router Advertisenents, DHCPv6, and

| CMPV6.

The routers in the enterprise network are responsi ble for ensuring
that packets are delivered to the "correct" ISP uplink based on
source address. This requires that at |east sonme routers in the site
network are able to take into account the source address of a packet
when deciding how to route it. That is, sonme routers mnmust be capabl e
of some form of Source Address Dependent Routing (SADR), if only as
described in [RFC3704]. At a mininum the routers connected to the
ISP uplinks (the site exit routers or SERs) nust be capabl e of Source
Addr ess Dependent Routing. Expanding the connected donmain of routers
capabl e of SADR fromthe site exit routers deeper into the site
network will generally result in nore efficient routing of traffic
with external destinations.

The docunent first looks in nore detail at the enterprise networking
environnments in which this solution is expected to operate. It then
di scusses existing and proposed nechanisns for hosts to select the
source address applied to packets. Finally, it |looks at the
requirenents for routing that are needed to support these enterprise
networ k scenarios and the mechani sns by which hosts are expected to
sel ect source addresses dynanically based on network state.
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2. Enterprise Miltihom ng Requirenents
2.1. Simple ISP Connectivity with Connected SERs

We start by | ooking at a scenario in which a site has connections to
two | SPs, as shown in Figure 1. The site is assigned the prefix
2001: db8: 0: a000: : / 52 by | SP-A and prefix 2001: db8: 0: b000: : / 52 by | SP-
B. W consider three hosts in the site. H31 and H32 are on a LAN
that has been assi gned subnets 2001: db8: 0: a010::/64 and

2001: db8: 0: b010::/64. H31 has been assigned the addresses

2001: db8: 0: a010: : 31 and 2001: db8: 0: b010::31. H32 has been assi gned
2001: db8: 0: a010: : 32 and 2001: db8: 0: b010::32. H41 is on a different
subnet that has been assigned 2001: db8: 0: a020: :/ 64 and

2001: db8: 0: b020: : / 64.

2001: db8: 0: 1234:: 101 H101

2001: db8: 0: a010::31 Lo

2001: db8: 0: b010: : 31 , o . / \
+- -+ +- -+ R ‘L : :
+---|Rl|---|R4|---+---| SERa| - + | SP- A +om - -
H31--+ +- -+ +- -+ | +----+  f, , ! :
| | SRR ' : Internet
I I '
I I
I I
| | Lo
H32- -+ +- -+ | R L :
+--|R2| - - - - +---| SERp| - + | SP-B +o - - -
+- -+ | F----+ ] :
| L i)
| : :
+--+ +--+ +--+ \ /
HAL- - - - - |R3l--|RS|--|R6]  eeeee-

T ST N g

2001: db8: 0: a020: : 41
2001: db8: 0: b020: : 41

Figure 1: Sinple ISP Connectivity Wth Connected SERs
We refer to a router that connects the site to an ISP as a site edge
router (SER). Several other routers provide connectivity anmong the

internal hosts (H31, H32, and H41), as well as connecting the
internal hosts to the Internet through SERa and SERb. 1In this
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exanpl e SERa and SERb share a direct connection to each other. In
Section 2.2, we consider a scenario where this is not the case.

For the nonent, we assune that the hosts are able to nmake good

choi ces about which source addresses through sone nmechani smt hat
doesn’t involve the routers in the site network. Here, we focus on
primary task of the routed site network, which is to get packets
efficiently to their destinations, while sending a packet to the ISP
that assigned the prefix that matches the source address of the
packet. In Section 4, we exanine what role the routed network nay
pl ay in hel ping hosts make good choi ces about source addresses for
packets.

Wth this solution, routers will need form of Source Address
Dependent Routing, which will be new functionality. It would be
useful if an enterprise site does not need to upgrade all routers to
support the new SADR functionality in order to support PA nulti-

homi ng. W consider if this is possible and what are the tradeoffs
of not having all routers in the site support SADR functionality.

In the topology in Figure 1, it is possible to support PA multihom ng
with only SERa and SERb bei ng capabl e of SADR  The other routers can
continue to forward based only on destination address, and exchange
routes that only consider destination address. 1In this scenario,
SERa and SERb communi cat e source-scoped routing information across
their shared connection. When SERa receives a packet with a source
address matching prefix 2001: db8: 0: b000::/52 , it forwards the packet
to SERb, which forwards it on the uplink to | SP-B. The anal ogous
behavi our holds for traffic that SERb receives with a source address
mat chi ng prefix 2001: db8: 0: a000: : /52

In Figure 1, when only SERa and SERb are capabl e of source address
dependent routing, PA nulti-homng will work. However, the paths
over which the packets are sent will generally not be the shortest
paths. The forwarding paths will generally be nore efficient as nore
routers are capable of SADR  For exanple, if R4, R2, and R6 are
upgraded to support SADR, then can exchange source-scoped routes with
SERa and SERb. They will then know to send traffic with a source
address matching prefix 2001: db8: 0: b000: : /52 directly to SERb,

wi thout sending it to SERa first.

2.2. Sinple ISP Connectivity Wiere SERs Are Not Directly Connected

In Figure 2, we nodify the topology slightly by inserting R7, so that
SERa and SERb are no longer directly connected. Wth this topol ogy,
it is not enough to just enable SADR routing on SERa and SERb to
support PA multi-homing. There are two solutions to ways to enabl e
PA mul ti homing in this topol ogy.
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2001: db8: 0: 1234: : 101 H101

2001: db8: 0:a010::31 e

2001: db8: 0: b010:: 31 R . / \
+- -+ +- -+ Fo---+ 7 ‘o : :
+---| R ---|R4|---+--| SERa| - + | SP- A +- - 4= -
H31- -+ +- -+ +- -+ | F----+ ! :
| | fa---- ’ : Internet
[ +- -+ :
I | R7|
| +- -+
| | y T T T .
H32- - + +- -+ | R L :
+--|R2|---------- +---| SERp| - + | SP-B +- - +- -
+- -+ [ oo+, , ! :
| L £
| : :
-+ -+ H--+ \ /
H1------ | R3[--|RS|--|R}  eeee-e--

e e |

2001: db8: 0: a020: : 41 2001: db8: 0: 5678: : 501 H501
2001: db8: 0: b020: : 41

Figure 2: Sinple ISP Connectivity Where SERs Are Not Directly
Connect ed

One option is to effectively nodify the topology by creating a

| ogi cal tunnel between SERa and SERb, using GRE for exanple.

Al t hough SERa and SERb are not directly connected physically in this
topol ogy, they can be directly connected logically by a tunnel

The other option is to enable SADR functionality on R7. In this way,
R7 wi |l exchange source-scoped routes with SERa and SERb, making the
three routers act as a single SADR donmain. This illustrates the

basic principle that the mnimumrequirenent for the routed site
network to support PA multi-homng is having all of the site exit
routers be part of a connected SADR domain. Extending the connected
SADR donmai n beyond that point can produce nore efficient forwarding
pat hs.

.3. Enterprise Network Operator Expectations
Bef ore considering a nore conplex scenario, let’'s ook in nore detai

at the reasonably sinple nultihom ng scenario in Figure 2 to
under stand what can reasonably be expected fromthis solution. As a
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general guiding principle, we assune an enterprise network operator
will expect a nultihoned network to behave as close as to a single-
honed network as possible. So a solution that neets those
expectations where possible is a good thing.

For traffic between internal hosts and traffic fromoutside the site
to internal hosts, an enterprise network operator woul d expect there
to be no visible change in the path taken by this traffic, since this
traffic does not need to be routed in a way that depends on source
address. It is also reasonable to expect that internal hosts should
be able to communicate with each other using either of their source
addresses without restriction. For exanple, H31 should be able to
communi cate with H41 using a packet with S=2001: db8: 0: a010: : 31
D=2001: db8: 0: b010: : 41, regardless of the state of uplink to |ISP-B

These goal s can be acconplished by having all of the routers in the
network continue to originate nornal unscoped destination routes for
their connected networks. |If we can arrange so that these unscoped
destination routes get used for forwarding this traffic, then we wll
have acconplished the goal of keeping forwarding of traffic destined
for internal hosts, unaffected by the multihom ng sol ution

For traffic destined for external hosts, it is reasonable to expect
that traffic with an source address fromthe prefix assigned by |SP-A
to follow the path to that the traffic would followif there is no
connection to ISP-B. This can be acconplished by having SERa
originate a source-scoped route of the form (S=2001: db8: 0: a000: : / 52
D=::/0) . If all of the routers in the site support SADR, then the
path of traffic exiting via | SP-A can match that expectation. |f
some routers don’t support SADR, then it is reasonable to expect that
the path for traffic exiting via | SP-A may be different within the
site. This is a tradeoff that the enterprise network operator may
deci de to make

It is inmportant to understand how this nultihomi ng solution behaves
when an uplink to one of the ISPs fails. To sinplify this

di scussion, we assune that all routers in the site support SADR W
first start by |ooking at how the network operates when the uplinks
to both I SP-A and | SP-B are functioning properly. SERa originates a
source-scoped route of the form (S=2001: db8: 0: a000: : /52, D=::/0), and
SERb is originates a source-scoped route of the form
(S=2001: db8: 0: b000: : /52, D=::/0). These routes are distributed
through the routers in the site, and they establish within the
routers two set of forwarding paths for traffic |eaving the site.
One set of forwarding paths is for packets with source address in
2001: db8: 0: a000: : / 52. The other set of forwarding paths is for
packets with source address in 2001: db8: 0: b000: :/52. The nornal
destination routes which are not scoped to these two source prefixes
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play no role in the forwarding. Wether a packet exits the site via
SERa or via SERb is conpletely determ ned by the source address
applied to the packet by the host. So for exanple, when host H31
sends a packet to host H101 with (S=2001: db8:0: a010:: 31
D=2001: db8: 0: 1234::101), the packet will only be sent out the link
from SERa to | SP-A.

Now consi der what happens when the uplink from SERa to | SP-A fails.
The only way for the packets fromH31 to reach H101 is for H31 to
start using the source address for ISP-B. H31 needs to send the
foll owi ng packet: (S=2001: db8:0: b010::31, D=2001:db8:0:1234::101).

Thi s behavior is very different fromthe behavior that occurs with
site multihomi ng using Pl addresses or with PA addresses using NAT.
In these other nulti-hom ng solutions, hosts do not need to react to
network failures several hops away in order to regain Internet

access. Instead, a host can be largely unaware of the failure of an
uplink to an I SP. Wen nultihomi ng with PA addresses and NAT

exi sting sessions generally need to be re-established after a failure
since the external host will receive packets fromthe internal host
with a new source address. However, new sessions can be established
wi thout any action on the part of the hosts.

Anot her exanpl e where the behavior of this nultihom ng solution
differs significantly fromthat of nultihom ng with Pl address or
with PA addresses using NAT is in the ability of the enterprise
network operator to route traffic over different |SPs based on
destination address. W still consider the fairly sinple network of
Figure 2 and assune that uplinks to both | SPs are functioning.
Assume that the site is nultihomed using PA addresses and NAT, and
that SERa and SERb each originate a normal destination route for
D=::/0, with the route origination dependent on the state of the
uplink to the respective ISP

Now suppose it is observed that an inportant application running
bet ween internal hosts and external host H101l experience nuch better
performance when the traffic passes through | SP-A (perhaps because
| SP-A provides |lower latency to H101.) Wen multihonming this site
with Pl addresses or with PA addresses and NAT, the enterprise

net wor k operator can configure SERa to originate into the site
network a normal destination route for D=2001: db8: 0: 1234::/64 (the
destination prefix to reach H101) that depends on the state of the
uplink to ISP-A.  When the link to ISP-A is functioning, the
destination route D=2001: db8: 0:1234::/64 will be originated by SERa
so traffic fromall hosts will use ISP-A to reach H101 based on the
| ongest destination prefix match in the route | ookup
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I mpl enenting the same routing policy is nmore difficult with the PA
mul ti hom ng sol ution described in this docunent since it doesn't use
NAT. By design, the only way to control where a packet exits this
network is by setting the source address of the packet. Since the
networ k cannot nodify the source address without NAT, the host nust
set it. To inplenent this routing policy, each host needs to use the
source address fromthe prefix assigned by ISP-A to send traffic
destined for H101. Mechani sns have been proposed to allow hosts to
choose the source address for packets in a fine grained manner. W
wi Il discuss these proposals in Section 4. However, interacting with
host operating systens in sone nmanner to ensure a particul ar source
address is chosen for a particular destination prefix is not what an
enterprise network administrator woul d expect to have to do to

i mpl enment this routing policy.

2.4. More conplex | SP connectivity

The previous sections considered two variations of a sinple

mul ti hom ng scenario where the site is connected to two | SPs offering
only Internet connectivity. It is likely that many actual enterprise
mul ti hom ng scenarios will be simlar to this sinple exanple.

However, there are nore conplex nmultihom ng scenarios that we woul d
like this solution to address as wel|.

It is fairly common for an ISP to offer a service in addition to

I nternet access over the same uplink. Two variation of this are
reflected in Figure 3. In addition to Internet access, |ISP-A offers
a service which requires the site to access host H51 at

2001: db8: 0: 5555::51. The site has a single physical and | ogica
connection with ISP-A, and ISP-A only allows access to H51 over that
connection. So when H32 needs to access the service at H51 it needs
to send packets with (S=2001: db8: 0: a010: : 32, D=2001: db8: 0: 5555: : 51)
and those packets need to be forward out the link from SERa to | SP-A
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2001: db8: 0: 1234: : 101 H101

2001: db8: 0:a010::31 e

2001: db8: 0: b010:: 31 R . / \
+- -+ +- -+ +----+ 7 L : .
+---| R ---|R4|---+--| SERa| - + | SP- A +e - - -
H31- -+ +- -+ +- -+ | F----+ ! :
[ [ fe---- ’ : Internet
I I I :
| | H51
| | 2001: db8: 0: 5555: : 51
| +- -+
I | R7|
| +- -+
I I
| | T T .
H32- - + +- -+ | +----- + L :
+--|R2|----- +----+--| SERb1| - + | SP-B +e - - -
+- -+ | +----- + ‘. ! :
+- -+ e - : :
2001: db8: 0: a010: : 32 | R8| [ \ /
+- -+ B
| to---- + 1, ‘ |
Fommmmm - | SERb2]| - + | SP-B | |
| +----- + ] H501
| feea-- ’ 2001: db8: 0: 5678
[ [ :: 501
+o-+  H--+ H61
H1------ | R3] --| R5| 2001: db8: 0: 6666: : 61

oot -+

2001: db8: 0: a020: : 41
2001: db8: 0: b020: : 41

Figure 3: Internet access and services offered by ISP-A and | SP-B

ISP-Billustrates a variation on this scenario. In addition to
Internet access, |ISP-B also offers a service which requires the site
to access host H61. The site has two connections to two different
parts of |SP-B (shown as SERb1 and SERb2 in Figure 3). |SP-B expects
Internet traffic to use the uplink from SERb1, while it expects it
expects traffic destined for the service at H61 to use the uplink
from SERb2. For either uplink, |SP-B expects the ingress traffic to
have a source address matching the prefix it assigned to the site,
2001: db8: 0: b00O0: : / 52
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As di scussed before, we rely conpletely on the internal host to set
the source address of the packet properly. |In the case of a packet
sent by H31 to access the service in I SP-B at H61, we expect the
packet to have the foll ow ng addresses: (S=2001: db8:0: b010:: 31
D=2001: db8: 0: 6666: :61). The routed network has two potential ways of
distributing routes so that this packet exits the site on the uplink
at SERb2.

We could just rely on normal destination routes, wthout using
source-prefix scoped routes. |If we have SERb2 originate a norna
unscoped destination route for D=2001: db8: 0: 6666: : /64, the packets
fromH31 to H61 will exit the site at SERb2 as desired. W should
not have to worry about SERa needing to originate the same route,
because | SP-B shoul d choose a globally unique prefix for the service
at Ho6l.

The alternative is to have SERb2 originate a source-prefix-scoped
destination route of the form (S=2001: db8: 0: b000: : / 52
D=2001: db8: 0: 6666::/64). Froma forwardi ng point of view, the use of
the source-prefix-scoped destination route would result in traffic
with source addresses corresponding only to | SP-B being sent to
SERb2. Instead, the use of the unscoped destination route would
result in traffic with source addresses corresponding to | SP-A and

| SP-B being sent to SERb2, as long as the destination address matches
the destination prefix. It seens |ike either forwarding behavior
woul d be accept abl e.

However, fromthe point of view of the enterprise network

adm nistrator trying to configure, nmaintain, and troubl e-shoot this
mul ti homi ng solution, it seenms nuch clearer to have SERb2 origi nate
the source-prefix-scoped destination route correspond to the service
offered by ISP-B. In this way, all of the traffic |eaving the site
is determ ned by the source-prefix-scoped routes, and all of the
traffic within the site or arriving fromexternal hosts is deternined
by the unscoped destination routes. Therefore, for this nultihom ng
solution we choose to originate source-prefix-scoped routes for al
traffic leaving the site.

2.5. 1SPs and Provider-Assigned Prefixes

Wil e we expect that nost site nmultihoning involves connecting to
only two ISPs, this solution allows for connections to an arbitrary
nunber of 1SPs to be supported. However, when eval uating scal able

i mpl ement ations of the solution, it would be reasonable to assume
that the maxi mum nunber of |1SPs that a site would connect to is five.
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It is also useful to note that the prefixes assigned to the site by
different 1SPs will not overlap. This nust be the case , since the
provi der - assi gned addresses have to be gl obally unique.

2.6. Sinplified Topol ogi es

The t opol ogi es of many enterprise sites using this multihoning
solution may in practice be sinpler than the exanples that we have
used. The topology in Figure 1 could be further sinplified by having
all hosts directly connected to the LAN connecting the two site exit
routers, SERa and SERb. The topology could also be sinplified by
having the uplinks to | SP-A and | SP-B both connected to the sanme site
exit router. However, it is the aimof this draft to provide a
solution that applies to a broad a range of enterprise site network
topol ogies, so this draft focuses on providing a solution to the nore
general case. The sinplified cases will also be supported by this
solution, and there nmay even be optim zations that can be nade for
simplified cases. This solution however needs to support nore
conmpl ex topol ogi es.

We are starting with the basic assunption that enterprise site
networ ks can be quite conplex froma routing perspective. However,
even a conplex site network can be nultihomed to different 1SPs with
PA addresses using |Pv4 and NAT. It is not reasonable to expect an
enterprise network operator to change the routing topol ogy of the
site in order to deploy I|IPve6.

3. Generating Source-Prefix-Scoped Forwardi ng Tabl es

So far we have described in general ternms how the routers in this
solution that are capable of Source Address Dependent Routing will
forward traffic using both normal unscoped destination routes and
source-prefi x-scoped destination routes. Here we give a precise
met hod for generating a source-prefix-scoped forwarding table on a
router that supports SADR

1. Compute the next-hops for the source-prefix-scoped destination
prefixes using only routers in the connected SADR domain. These
are the initial source-prefix-scoped forwarding table entries.

2. Conpute the next-hops for the unscoped destination prefixes using
all routers inthe IGP. This is the unscoped forwarding table.

3. Augnent each source-prefix-scoped forwarding table with unscoped
forwarding table entries based on the following rule. |If the
destination prefix of the unscoped forwarding entry exactly
mat ches the destination prefix of an existing source-prefix-
scoped forwarding entry (including destination prefix |ength),
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The
way

The

then do not add the unscoped forwarding entry. |If the
destination prefix does NOT match an existing entry, then add the
entry to the source-prefix-scoped forwarding table.

forward tabl es produced by this process are used in the foll ow ng
to forward packets.

If the source address of the packet matches one of the source
prefixes, then | ook up the destination address of the packet in
the correspondi ng source-prefix-scoped forwarding table to
determi ne the next-hop for the packet.

If the source address of the packet does NOT match one of the
source prefixes, then | ook up the destination address of the
packet in unscoped forwarding table to deternine the next-hop for
t he packet.

followi ng exanple illustrates how this process is used to create

a forwarding table for each provider-assigned source prefix. W
consider the multihomed site network in Figure 3. Initially we
assune that all of the routers in the site network support SADR
Figure 4 shows the routes that are originated by the routers in the
site network.
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Rout es origi nated by SERa:

(S=2001: db8: 0: a000: : / 52, D=2001: db8: 0: 5555/ 64)
(S=2001: db8: 0: a000: : /52, D=::/0)

(D=2001: db8: 0: 5555: : / 64)

(D=::10)

Rout es origi nated by SERDb1:
(S=2001: db8: 0: b000: : /52, D=::/0)
(D=::10)

Rout es origi nated by SERb2:
(S=2001: db8: 0: b000: : /52, D=2001: db8: 0: 6666: : / 64)
(D=2001: db8: 0: 6666: : / 64)

Rout es origi nated by R1:
(D=2001: db8: 0: a010: : / 64)
(D=2001: db8: 0: b010: : / 64)

Routes originated by R2:
(D=2001: db8: 0: a010: : / 64)
(D=2001: db8: 0: b010: : / 64)

Rout es origi nated by R3:
(D=2001: db8: 0: a020: : / 64)
(D=2001: db8: 0: b020: : / 64)

Figure 4: Routes Originated by Routers in the Site Network

Each SER origi nates destination routes which are scoped to the source
prefix assigned by the ISP that the SER connects to. Note that the
SERs al so originate the correspondi ng unscoped destination route.
This is not needed when all of the routers in the site support SADR
However, it is required when sone routers do not support SADR  This
will be discussed in nore detail later.

We focus on how R8 constructs its source-prefix-scoped forwarding
tables fromthese route advertisements. R8 conmputes the next hops
for destination routes which are scoped to the source prefix

2001: db8: 0: a000: : / 52. The results are shown in the first table in
Figure 5. (In this exanple, the next hops are conputed assum ng that
all links have the sane nmetric.) Then, R8 conputes the next hops for
destination routes which are scoped to the source prefix

2001: db8: 0: b000: : /52. The results are shown in the second table in
Figure 5. Finally, R8 conputes the next hops for the unscoped
destination prefixes. The results are shown in the third table in

Fi gure 5.
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forwarding entries scoped to
source prefix = 2001: db8: 0: a000: : / 52

D=2001: db8: 0: 5555/ 64 NH=R7
D=::/0 NH=R7

forwarding entries scoped to
source prefix = 2001: db8: 0: b000: : / 52

D=2001: db8: 0: 6666/ 64 NH=SERb?2
D=::/0 NH=SERb1

unscoped forwarding entries

D=2001: db8: 0: a010: : / 64 NH=R2
D=2001: db8: 0: b010: : / 64 NH=R2
D=2001: db8: 0: a020: : / 64 NH=R5
D=2001: db8: 0: b020: :/ 64 NH=R5
D=2001: db8: 0: 5555: : / 64 NH=R7
D=2001: db8: 0: 6666: : / 64 NH=SERb?2
D=::/0 NH=SERb1

Figure 5: Forwarding Entries Conputed at R8

The final step is for R8 to augnment the source-prefix-scoped
forwarding entries with unscoped forwarding entries. |f an unscoped
forwarding entry has the exact same destination prefix as an source-
prefix-scoped forwarding entry (including destination prefix |ength),
then the source-prefix-scoped forwarding entry wins.

As as an exanple of how the source scoped forwarding entries are
augrmented with unscoped forwarding entries, we consider how the two
entries in the first table in Figure 5 (the table for source prefix =
2001: db8: 0: a000: : / 52) are augnented with entries fromthe third table
in Figure 5 (the table of unscoped forwarding entries). The first
four unscoped forwarding entries (D=2001: db8: 0: a010: :/ 64,
D=2001: db8: 0: b010: : / 64, D=2001: db8: 0: a020: : / 64, and
D=2001: db8: 0: b020: :/ 64) are not an exact match for any of the
existing entries in the forwarding table for source prefix

2001: db8: 0: a000: : /52. Therefore, these four entries are added to the
final forwarding table for source prefix 2001: db8: 0:a000::/52. The
result of adding these entries is reflected in first four entries the
first table in Figure 6.

The next unscoped forwarding table entry is for
D=2001: db8: 0: 5555::/64. This entry is an exact match for the
existing entry in the forwarding table for source prefix

2001: db8: 0: a000: : /52. Therefore, we do not replace the existing
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entry with the entry fromthe unscoped forwarding table. This is
reflected in the fifth entry in the first table in Figure 6. (Note
that since both scoped and unscoped entries have R7 as the next hop
the result of applying this rule is not visible.)

The next unscoped forwarding table entry is for
D=2001: db8: 0: 6666::/64. This entry is not an exact match for any
existing entries in the forwarding table for source prefix

2001: db8: 0: a000: : / 52. Therefore, we add this entry. This is
reflected in the sixth entry in the first table in Figure 6

The next unscoped forwarding table entry is for D=::/0. This entry
is an exact match for the existing entry in the forwarding table for
source prefix 2001: db8: 0: a000: : /52. Therefore, we do not overwite
the existing source-prefix-scoped entry, as can be seen in the |ast

entry in the first table in Figure 6
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i f source address matches 2001: db8: 0: a000: : /52
then use this forwarding table

D=2001: db8: 0: a010: : / 64 NH=R2
D=2001: db8: 0: b010: : / 64 NH=R2
D=2001: db8: 0: a020: : / 64 NH=R5
D=2001: db8: 0: b020: : / 64 NH=R5
D=2001: db8: 0: 5555: : / 64 NH=R7
D=2001: db8: 0: 6666: : / 64 NH=SERb?2
D=::/0 NH=R7

el se if source address natches 2001: db8: 0: b000: : /52
then use this forwarding table

D=2001: db8: 0: a010: : / 64 NH=R2
D=2001: db8: 0: b010: : / 64 NH=R2
D=2001: db8: 0: a020: : / 64 NH=R5
D=2001: db8: 0: b020: :/ 64 NH=R5
D=2001: db8: 0: 5555: : / 64 NH=R7
D=2001: db8: 0: 6666: : / 64 NH=SERb?2
D=::/0 NH=SERb1

el se use this forwarding table

D=2001: db8: 0: a010: : / 64 NH=R2
D=2001: db8: 0: b010: : / 64 NH=R2
D=2001: db8: 0: a020: : / 64 NH=R5
D=2001: db8: 0: b020: : / 64 NH=R5
D=2001: db8: 0: 5555: : / 64 NH=R7
D=2001: db8: 0: 6666: : / 64 NH=SERb?2
D=::/0 NH=SERb1

Figure 6: Conpl ete Forwardi ng Tabl es Conputed at R8

The forwarding tables produced by this process at R8 have the desired
properties. A packet with a source address in 2001: db8: 0: a000: : / 52
will be forwarded based on the first table in Figure 6. |f the
packet is destined for the Internet at large or the service at
D=2001: db8: 0: 5555/ 64, it will be sent to R7 in the direction of SERa
If the packet is destined for an internal host, then the first four
entries will send it to R2 or R5 as expected. Note that if this
packet has a destination address corresponding to the service offered
by | SP-B (D=2001: db8: 0: 5555::/64), then it will get forwarded to
SERb2. It will be dropped by SERb2 or by ISP-B, since it the packet
has a source address that was not assigned by |ISP-B. However, this

i s expected behavior. 1In order to use the service offered by |ISP-B
the host needs to originate the packet with a source address assi gned
by | SP-B.
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In this exanple, a packet with a source address that doesn’t match
2001: db8: 0: a000: : / 52 or 2001: db8: 0: b000: : / 52 must have ori gi nat ed
froman external host. Such a packet will use the unscoped
forwarding table (the last table in Figure 6). These packets wll
flow exactly as they would in absence of nultihoning.

We can also nodify this exanple to illustrate how it supports

depl oynents where not all routers in the site support SADR
Continuing with the topol ogy shown in Figure 3, suppose that R3 and
R5 do not support SADR Instead they are only capabl e of

under st andi ng unscoped route advertisenents. The SADR routers in the
network will still originate the routes shown in Figure 4. However,
R3 and R5 will only understand the unscoped routes as shown in

Figure 7.

Rout es ori gi nated by SERa:
(D=2001: db8: 0: 5555: : / 64)
(D=::10)

Rout es origi nated by SERb1:
(D=::10)

Rout es ori gi nated by SERb2:
(D=2001: db8: 0: 6666: : / 64)

Rout es origi nated by R1:
(D=2001: db8: 0: a010: : / 64)
(D=2001: db8: 0: b010: : / 64)

Routes originated by R2:
(D=2001: db8: 0: a010: : / 64)
(D=2001: db8: 0: b010: : / 64)

Rout es origi nated by R3:
(D=2001: db8: 0: a020: : / 64)
(D=2001: db8: 0: b020: : / 64)

Figure 7: Routes Advertisenents Understood by Routers that do no
Support SADR

Wth these unscoped route advertisenents, R5 will produce the
forwarding table shown in Figure 8.
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forwardi ng tabl e

D=2001: db8: 0: a010: : / 64 NH=R8
D=2001: db8: 0: b010: : / 64 NH=R8
D=2001: db8: 0: a020: : / 64 NH=R3
D=2001: db8: 0: b020: :/ 64 NH=R3
D=2001: db8: 0: 5555: : / 64 NH=R8
D=2001: db8: 0: 6666: : / 64 NH=SERb?2
D=::/0 NH=R8

Fi gure 8: Forwarding Table For R5, Wich Doesn’t Understand Source-
Prefi x- Scoped Rout es

Any traffic that needs to exit the site will eventually hit a SADR-
capable router. Once that traffic enters the SADR-capabl e domai n,
then it will not |eave that domain until it exits the site. This
property is required in order to guarantee that there will not be
routing | oops involving SADR-capabl e and non- SADR- capabl e routers.

Note that the mechani sm described here for converting source-prefix-
scoped destination prefix routing advertisenents into forwarding
state is sonewhat different fromthat proposed in
[I-D.ietf-rtgwg-dst-src-routing]. The nethod described in this
docunent is intended to be easy to understand for network enterprise
operators while at the sane tine being functionally correct. Another
difference is that the method in this docunent assunes that source
prefix will not overlap. Oher differences between the two
approaches still need to be understood and reconcil ed.

An interesting side-effect of deploying SADRis if all routers in a
gi ven networ k support SADR and have a scoped forwarding table, then
the unscoped forwardi ng table can be elini nated which ensures that
packets with legitinmte source addresses only can | eave the network
(as there are no scoped forwardi ng tables for spoofed/ bogon source
addresses). It would prevent accidental |eaks of ULA/reserved/li nk-
| ocal sources to the Internet as well as ensures that no spoofing is
possi bl e fromthe SADR-enabl ed networ k.

4. Mechani sms For Hosts To Choose Good Source Addresses In A Miltihoned
Site

Until this point, we have nade the assunption that hosts are able to
choose the correct source address using sone unspecified mechani sm
This has allowed us to just focus on what the routers in a multihoned
site network need to do in order to forward packets to the correct

| SP based on source address. Now we | ook at possible nechanisns for
hosts to choose the correct source address. W also | ook at what
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role, if any, the routers may play in providing information that
hel ps hosts to choose source addresses.

Any host that needs to be able to send traffic using the uplinks to a
given ISP is expected to be configured with an address fromthe
prefix assigned by that 1SP. The host will control which ISP is used
for its traffic by selecting one of the addresses configured on the
host as the source address for outgoing traffic. It is the
responsibility of the site network to ensure that a packet with the
source address froman ISP is not sent on an uplink to that |SP

If all of the ISP uplinks are working, the choice of source address
by the host may be driven by the desire to | oad share across | SP
uplinks, or it may be driven by the desire to take advantage of
certain properties of a particular uplink or ISP. |If any of the ISP
uplinks is not working, then the choice of source address by the host
can determne if packets get dropped.

How a host shoul d nake good deci si ons about source address sel ection
ina multihoned site is not a solved problem W do not attenpt to
solve this problemin this docunment. Instead we discuss the current
state of affairs with respect to standardi zed sol uti ons and

i mpl ementation of those solutions. W also | ook at proposed
solutions for this problem

An external host initiating communication with a host internal to a
PA mul ti honed site will need to know nultiple addresses for that host
in order to comunicate with it using different 1SPs to the
mul ti honed site. These addresses are typically |learned through DNS
(For sinplicity, we assune that the external host is single-honed.)
The external host chooses the ISP that will be used at the renote
mul ti honed site by setting the destination address on the packets it
transmts. For a sessions originated froman external host to an
internal host, the choice of source address used by the internal host
is sinple. The internal host has no choice but to use the
destination address in the received packet as the source address of
the transmtted packet.

For a session originated by a host internal to the multi-homed site,
the decision of what source address to select is nore conpli cated.

We consider three main nethods for hosts to get infornmation about the
network. The two proactive nethods are Nei ghbor D scovery Router
Advertisenents and DHCPv6. The one reactive nethod we consider is

| CMPv6. Note that we are explicitly excluding the possibility of
havi ng hosts participate in or even listen directly to routing
protocol advertisenents.
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First we look at how a host is currently expected to select the
source and destination address with which it sends a packet.

4.1. Source Address Selection Algorithmon Hosts

[ RFC6724] defines the algorithms that hosts are expected to use to
sel ect source and destination addresses for packets. It defines an
algorithm for selecting a source address and a separate al gorithmfor
sel ecting a destination address. Both of these al gorithns depend on
a policy table. [RFC6724] defines a default policy which produces
certain behavior.

The rules in the two algorithns in [RFC6724] depend on nany different
properties of addresses. Wile these are needed for understandi ng
how a host shoul d choose addresses in an arbitrary environnment, nost
of the rules are not rel evant for understandi ng how a host should
choose anong nmultiple source addresses in mulitihonmed envi nronnent
when sending a packet to a renote host. Returning to the exanple in
Figure 3, we look at what the default algorithms in [ RFC6724] say
about the source address that internal host H31 should use to send
traffic to external host H101, sonmewhere on the Internet. Let’s |ook
at what rules in [ RFC6724] are actually used by H31 in this case.

There is no choice to be nmade with respect to destination address.
H31 needs to send a packet with D=2001: db8:0: 1234::101 in order to
reach H101. So H31 have to choose between using
S=2001: db8: 0: a010: : 31 or S=2001: db8: 0: b010:: 31 as the source address
for this packet. W go through the rules for source address
selection in Section 5 of [RFC6724]. Rule 1 (Prefer sane address) is
not useful to break the tie between source addresses, because neither
the candi date source addresses equals the destination address. Rule
2 (Prefer appropriate scope) is also not used in this scenario,
because both source addresses and the destination address have gl oba
scope.

Rul e 3 (Avoi d deprecated addresses) applies to an address that has
been aut oconfigured by a host using statel ess address

aut oconfiguration as defined in [ RFC4862]. An address autoconfi gured
by a host has a preferred lifetime and a valid lifetinme. The address
is preferred until the preferred lifetime expires, after which it

becones deprecated. A deprecated address can still be used, but it
is better to use a preferred address. Wen the valid lifetine
expires, the address cannot be used at all. The preferred and valid

lifetimes for an autoconfigured address are set based on the
corresponding lifetimes in the Prefix Information Option in Neighbor
Di scovery Router Advertisenents. So a possible tool to contro
source address selection in this scenario would be to a host to make
an address deprecated by having routers on that link, RlL and R2 in
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Figure 3, send Prefix Information Option nmessages with the preferred
lifetime for the source prefix to be discouraged (or prohibited) set
to zero. This is a rather blunt tool, because it discourages or
prohibits the use of that source prefix for all destinations.
However, it may be useful in sone scenarios.

Rule 4 (Avoid hone addresses) does not apply here because we are not
considering Mobile IP

Rule 5 (Prefer outgoing interface) is not useful in this scenario,
because both source addresses are assigned to the sane interface.

Rule 5.5 (Prefer addresses in a prefix advertised by the next-hop) is
not useful in the scenario when both RL and R2 will advertise both
source prefixes. However potentially this rule may allow a host to
sel ect the correct source prefix by selecting a next-hop. The nost
obvi ous way would be to make Rl to advertise itself as a default
router and send Pl O for 2001: db8: 0: a010::/64, while R2 is advertising
itself as a default router and sending Pl O for 2001: db8: 0: b010: : / 64.
We' || discuss later how Rule 5.5 can be used to influence a source
address selection in single-router topologies (e.g. when H4l1l is
sending traffic using R3 as a default gateway).

Rule 6 (Prefer matching label) refers to the Label val ue determ ned
for each source and destination prefix as a result of applying the
policy table to the prefix. Wth the default policy table defined in
Section 2.1 of [RFC6724], Label (2001: db8: 0: a010::31) = 5,

Label (2001: db8: 0: b010::31) = 5, and Label (2001: db8: 0: 1234::101) = 5.
So with the default policy, Rule 6 does not break the tie. However,
the algorithnms in [RFC6724] are defined in such as way that non-
default address selection policy tables can be used. [RFC7078]
defines a way to distribute a non-default address sel ection policy
table to hosts using DHCPv6. So even though the application of rule
6 to this scenario using the default policy table is not useful, rule
6 may still be a useful tool

Rule 7 (Prefer tenporary addresses) has to do with the technique
described in [RFC4941] to periodically random ze the interface
portion of an | Pv6 address that has been generated using stateless
address autoconfiguration. 1In general, if H31 were using this
technique, it would use it for both source addresses, for exanple
creating tenporary addresses 2001: db8: 0: a010: 2839: 9938: ab58: 830f and
2001: db8: 0: b010: 4838: f 483: 8384: 3208, in addition to

2001: db8: 0: a010: : 31 and 2001: db8: 0: b010::31. So this rule would
prefer the two tenporary addresses, but it would not break the tie
bet ween the two source prefixes froml|SP-A and | SP-B.
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Rule 8 (Use | ongest matching prefix) dictates that between two

candi dat e source addresses the one which has | ongest comon prefix
length with the destination address. For exanple, if H31 were

sel ecting the source address for sending packets to H101, this rule
woul d not be a tie breaker as for both candi date source addresses
2001: db8: 0: @a101: : 31 and 2001: db8: 0: b101::31 the comon prefix |length
with the destination is 48. However if H31 were selecting the source
address for sending packets H41 address 2001: db8: 0: a020:: 41, then
this rule would result in using 2001: db8: 0: a101::31 as a source
(2001: db8: 0: a101:: 31 and 2001: db8: 0: a020: : 41 share the conmon prefix
2001: db8: 0: a000: : /58, while for ‘2001: db8:0: b101::31 and

2001: db8: 0: a020: : 41 the comon prefix is 2001: db8: 0: a000: : / 51).
Therefore rule 8 mi ght be useful for selecting the correct source
address in some but not all scenarios (for exanple if |1SP-B services
bel ong to 2001: db8: 0: b000: : /59 then H31 woul d al ways use

2001: db8: 0: b010:: 31 to access those destinations).

So we can see that of the 8 source selection address rules from
[ RFC6724], five actually apply to our basic site nultihom ng
scenario. The rules that are relevant to this scenario are
summari zed bel ow.

0o Rule 3: Avoid deprecated addresses.

0 Rule 5.5: Prefer addresses in a prefix advertised by the next-hop
0o Rule 6: Prefer matching | abel

o Rule 8: Prefer |ongest nmatching prefix.

The two nethods that we discuss for controlling the source address
sel ection through the four relevant rul es above are SLAAC Router
Advertisenment nessages and DHCPv6.

We al so consider a possible role for ICMPv6 for getting traffic-
driven feedback fromthe network. Wth the source address sel ection
al gorithm di scussed above, the goal is to choose the correct source
address on the first try, before any traffic is sent. However,

anot her strategy is to choose a source address, send the packet, get
feedback fromthe network about whether or not the source address is
correct, and try another source address if it is not.

We consider four scenarios where a host needs to select the correct
source address. The first is when both uplinks are working. The
second i s when one uplink has failed. The third one is a situation
when one failed uplink has recovered. The last one is failure of
both (all) uplinks.
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4.

4.

4.

2

2

2

Sel ecti ng Source Address When Both Uplinks Are Wrking

Again we return to the topology in Figure 3. Suppose that the site
adm nistrator wants to inplenent a policy by which all hosts need to
use I SP-A to reach HO1 at D=2001: db8:0: 1234::101. So for exanple,
H31 needs to sel ect S=2001: db8: 0: a010:: 31

1. Distributing Address Selection Policy Table w th DHCPv6

This policy can be inplenented by using DHCPv6 to distribute an
address selection policy table that assigns the sane |abel to
destination address that nmatch 2001: db8:0:1234::/64 as it does to
source addresses that nmatch 2001: db8: 0: a000: :/52. The follow ng two
entries acconplish this.

Prefix Pr ecedence Labe
2001: db8: 0: 1234: :/ 64 50 33
2001: db8: 0: a000: : / 52 50 33

Figure 9: Policy table entries to inplenent a routing policy

This requires that the hosts inplenent [ RFC6724], the basic source
and destination address franework, along with [ RFC7078], the DHCPv6
extension for distributing a non-default policy table. Note that it
does NOT require that the hosts use DHCPv6 for address assignment.
The hosts could still use statel ess address autoconfiguration for
address configuration, while using DHCPv6 only for policy table
distribution (see [RFC3736]). However this nmethod has a nunber of
di sadvant ages:

0 DHCPv6 support is not a mandatory requirement for |Pv6 hosts, so
this method might not work for all devices.

0 Network administrators are required to explicitly configure the
desired network access policies on DHCPv6 servers.

2. Controlling Source Address Selection Wth Router Advertisenents

Nei ghbor Di scovery currently has two nmechani snms to communi cate prefix
information to hosts. The base specification for Neighbor Discovery
(see [ RFC4861]) defines the Prefix Information Option (PIO in the
Rout er Advertisenent (RA) nessage. Wien a host receives a PIOwith
the A-flag set, it can use the prefix in the PIO as source prefix
fromwhich it assigns itself an |IP address using statel ess address
aut oconfiguration (SLAAC) procedures described in [RFC4862]. 1In the
exanple of Figure 3, if the site network is using SLAAC, we woul d
expect both Rl and R2 to send RA nessages with PIGCs for both source
prefixes 2001: db8: 0: a010: : /64 and 2001: db8: 0: b010::/64 with the
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A-flag set. H31 would then use the SLAAC procedure to configure
itself with the 2001: db8: 0: a010: : 31 and 2001: db8: 0: b010:: 31

Whereas a host | earns about source prefixes from Pl O nessages, hosts
can | earn about a destination prefix froma Router Advertisenent
contai ning Route Information Option (RO, as specified in [ RFC4191].
The destination prefixes in RIGCs are intended to allow a host to
choose the router that it uses as its first hop to reach a particul ar
destination prefix.

As currently standardi zed, neither PIO nor RI O options contained in
Nei ghbor Di scovery Router Advertisements can comunicate the

i nformati on needed to inplenment the desired routing policy. PIOs
communi cate source prefixes, and R O communi cate destination
prefixes. However, there is currently no standardi zed way to
directly associate a particular destination prefix with a particul ar
source prefix.

[I-D. pfister-6man-sadr-ra] proposes a Source Address Dependent Route
Information option for Neighbor Discovery Router Advertisenents which
woul d associate a source prefix and with a destination prefix. The
details of [I-D. pfister-6man-sadr-ra] night need tweaking to address
this use case. However, in order to be able to use Nei ghbor

Di scovery Router Advertisements to inplenent this routing policy, an
extension that allows a RL and R2 to explicitly comunicate to H31 an
associ ati on between S=2001: db8: 0: a000: : / 52 D=2001: db8: 0: 1234::/ 64
woul d be needed.

However the Rule 5.5 of the source address selection (discussed
above) together with default router preference (specified in

[ RFC4191]) and RI O can be used to influence a source address

sel ection on a host as described below Let’s |ook at source address
sel ection on the host H41. It receives RAs fromR3 with PIGs for
2001: db8: 0: a020: : / 64 and 2001: db8: 0: b020: : /64. At that point al
traffic would use the sane next-hop (R3 link-local address) so Rule
5.5 does not apply. Now let’'s assune that R3 supports SADR and has
two scoped forwardi ng tables, one scoped to S=2001: db8: 0: a000: : /52
and anot her scoped to S=2001:db8: 0: b000::/52. |If R3 generates two
different link-1ocal addresses for its interface facing H41 (one for
each scoped forwarding table, LLA A and LLA B) and starts sending two
different RAs: one is sent fromLLA A and includes PIO for

2001: db8: 0: a020: : / 64, another us sent fromLLA B and includes PIO for
2001: db8: 0: b020::/64. Now it is possible to influence H41l source
address selection for destinations which follow the default route by
setting default router preference in RAs. |If it is desired that H4l
reaches H101 (or any destinations in the Internet) via | SP-A, then
RAs sent from LLA A should have default router preference set to 01
(high priority), while RAs sent fromLLA B should have preference set
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to 11 (low). Then LLA A would be chosen as a next-hop for H101 and
therefore (as per rule 5.5) 2001: db8: 0:a020::41 woul d be sel ected as
the source address. |If, at the sane tine, it is desired that H61 is
accessible via ISP-B then R3 should include a R O for

2001: db8: 0: 6666::/64 to its RA sent fromLLA B. H41l would chose
LLA B as a next-hop for all traffic to H61l and then as per Rule 5.5,
2001: db8: 0: b020: : 41 woul d be selected as a source address.

If in the above nentioned scenario it is desirable that all Internet
traffic |l eaves the network via | SP-A and the link to ISP-B is used
for accessing |ISP-B services only (not as ISP-A |ink backup), then
RAs sent by R3 fromLLA B should have Router Lifetinme set to 0 and
shoul d include RIGCs for |SP-B address space. It would instruct H41
to use LLA A for all Internet traffic but use LLA B as a next-hop
whil e sending traffic to | SP-B addresses.

The proposed solution relies on SADR support by first-hop routers as
wel | as SERs.

4.2.3. Controlling Source Address Selection Wth | CMPv6

We now di scuss how one m ght use ICVMPv6 to inplenent the routing
policy to send traffic destined for HLO1l out the uplink to | SP-A,
even when uplinks to both ISPs are working. |If H31 started sending
traffic to HLO1 with S=2001: db8: 0: b010: : 31 and
D=2001: db8: 0: 1234::101, it would be routed through SER-bl and out the
uplink to I SP-B. SERb1 could recognize that this is traffic is not
followi ng the desired routing policy and react by sending an | CMPv6
message back to H31.

In this exanple, we could arrange things so that SERb1l drops the
packet wi th S=2001: db8: 0: b010:: 31 and D=2001: db8: 0: 1234:: 101, and
then sends to H31 an I CMPv6 Destination Unreachabl e nessage with Code
5 (Source address failed ingress/egress policy). When H31 receives
this packet, it would then be expected to try another source address
to reach the destination. 1In this exanple, H31 would then send a
packet with S=2001: db8: 0: a010:: 31 and D=2001: db8: 0: 1234:: 101, which
will reach SERa and be forwarded out the uplink to I SP-A

However, we would also want it to be the case that SERb1l does not
enforce this routing policy when the uplink from SERa to | SP-A has
failed. This could be acconplished by having SERa originate a
source-prefix-scoped route for (S=2001:db8: 0:a000::/52
D=2001: db8: 0: 1234::/64) and have SERb1l nonitor the presence of that
route. |If that route is not present (because SERa has stopped
originating it), then SERbl1 will not enforce the routing policy, and
it will forward packets with S=2001: db8: 0: b010: : 31 and
D=2001: db8: 0: 1234::101 out its uplink to |ISP-B
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We can al so use this source-prefix-scoped route originated by SERa to
communi cate the desired routing policy to SERbl. W can define an
EXCLUSI VE flag to be advertised together with the 1GP route for
(S=2001: db8: 0: a000: : / 52, D=2001:db8:0:1234::/64). This would all ow
SERa to conmunicate to SERb that SERb should reject traffic for
D=2001: db8: 0: 1234::/64 and respond with an | CMPv6 Desti nation
Unreachabl e Code 5 nessage, as long as the route for
(S=2001: db8: 0: a000: : / 52, D=2001:db8: 0:1234::/64) is present.

Finally, if we are willing to extend ICMPv6 to support this solution
then we could create a nmechanismfor SERb1 to tell the host what
source address it should be using to successfully forward packets
that nmeet the policy. Inits current form when SERb1l sends an

| CMPv6 Destination Unreachable Code 5 nessage, it is basically
saying, "This source address is wong. Try another source address.”
It would be better is if the |CMPv6 nessage could say, "This source
address is wong. Instead use a source address in
S=2001: db8: 0: a000: : / 52. "

However using | CVWPv6 for signalling source address information back
to hosts introduces new chall enges. Mst routers currently have
software or hardware limts on generating | CMP nessages. An site

adm ni strator deploying a solution that relies on the SERs generating
| CMP nessages could try to inprove the performance of SERs for
generating | CMP nmessages. However, in a large network, it is stil
likely that | CMP nessage generation limts will be reached. As a
result hosts would not receive | CMPv6 back which in turns leads to
traffic blackholing and poor user experience. To inprove the

scal ability of |CWPv6-based signalling hosts SHOULD cache the
preferred source address (or prefix) for the given destination. In
addition, the same source prefix SHOULD be used for other
destinations in the sane /64 as the original destination address.

The source prefix SHOULD have a specific lifetime. Expiration of the
lifetinme SHOULD trigger the source address selection algorithm again.

Using | COWPv6 Code 5 nmessage for influencing source address sel ection
allows an attacker to exhaust the list of candidate source addresses
on the host by sending spoofed | CMPv6 Code 5 for all prefixes known
on the network (therefore preventing a victimfromestablishing a
communi cation with the destination host). To protect from such
attack hosts SHOULD verify that the original packet header included
into | CMPv6 error nessage was actually sent by the host.
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4.2.4. Summary of Methods For Controlling Source Address Sel ection To
| mpl enent Routing Policy

So to sunmmari ze this section, we have | ooked at three nethods for

i mpl ementing a sinple routing policy where all traffic for a given
destination on the Internet needs to use a particular ISP, even when
the uplinks to both | SPs are worKking.

The default source address selection policy cannot distinguish

bet ween the source addresses needed to enforce this policy, so a non-
default policy table using associating source and destination
prefixes using Label values would need to be installed on each host.
A mechani sm exists for DHCPv6 to distribute a non-default policy
tabl e but such solution would heavily rely on DHCPv6 support by host
operating system Mreover there is no nechanismto translate
desired routing/traffic engineering policies into policy tables on
DHCPv6 servers. Therefore using DHCPv6 for controlling address
selection policy table is not reconmended and SHOULD NOT be used.

At the same tinme Router Advertisements provide a reliable nechani sm
to influence source address sel ection process via PIO, R O and
default router preferences. As all those options have been
standardi zed by | ETF and are supported by various operating systens,
no changes are required on hosts. First-hop routers in the
enterprise network need to be able of sending different RAs for

di fferent SLAAC prefixes (either based on scoped forwarding tables or
based on pre-configured policies).

SERs can enforce the routing policy by sending | CMPv6 Desti nation
Unreachabl e nessages with Code 5 (Source address failed ingress/
egress policy) for traffic that is being sent with the wong source
address. The policy distribution can be automated by defining an
EXCLUSI VE flag for the source-prefix-scoped route which can be set on
the SER that originates the route. As |ICMPv6 nmessage generation can
be rate-linted on routers, it SHOULD NOT be used as the only
mechani smto influence source address selection on hosts. Wile
hosts SHOULD sel ect the correct source address for a given
destination the network SHOULD signal any source address issues back
to hosts using | CMPv6 error mnessages.

4.3. Selecting Source Address When One Uplink Has Failed

Now we discuss if DHCPv6, Nei ghbor Discovery Router Advertisements,
and | CMPv6 can hel p a host choose the right source address when an
uplink to one of the I1SPs has failed. Again we |look at the scenario
in Figure 3. This time we look at traffic fromH31 destined for
external host H501 at D=2001:db8:0:5678::501. W initially assune
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that the uplink fromSERa to | SP-A is working and that the uplink
from SERb1 to I SP-B i s worKking.

We assune there is no particular routing policy desired, so H31 is
free to send packets with S=2001: db8: 0: a010:: 31 or
S=2001: db8: 0: b010: : 31 and have them delivered to H501. For this
exanpl e, we assunme that H31 has chosen S=2001: db8: 0: b010:: 31 so that
the packets exit via SERb to I SP-B. Now we see what happens when the
link fromSERb1 to ISP-B fails. How should H31 learn that it needs
to start sending the packet to H501 with S=2001: db8: 0:a010::31 in
order to start using the uplink to ISP-A? W need to do this in a
way that doesn’'t prevent H31 fromstill sending packets with
S=2001: db8: 0: b010: : 31 in order to reach H61 at D=2001: db8: 0: 6666: : 61

4.3.1. Controlling Source Address Sel ection Wth DHCPv6

For this exanple we assune that the site network in Figure 3 has a
centralized DHCP server and all routers act as DHCP rel ay agents. W
assume that both of the addresses assigned to H31 were assigned via
DHCP

We could try to have the DHCP server nonitor the state of the uplink
fromSERb1 to ISP-B in sone manner and then tell H31 that it can no

| onger use S=2001: db8: 0: b010:: 31 by settings its valid lifetine to
zero. The DHCP server could initiate this process by sending a
Reconfi gure Message to H31 as described in Section 19 of [RFC3315].
O the DHCP server can assign addresses with short lifetimes in order
to force clients to renew them often

Thi s approach woul d prevent H31 from using S=2001: db8: 0: b010::31 to
reach the a host on the Internet. However, it would also prevent H31
fromusing S=2001: db8: 0: b010:: 31 to reach H61 at
D=2001: db8: 0: 6666: : 61, which is not desirable.

Anot her potential approach is to have the DHCP server nonitor the
uplink from SERb1l to | SP-B and control the choice of source address
on H31 by updating its address selection policy table via the
mechani smin [ RFC7078]. The DHCP server could initiate this process
by sending a Reconfigure Message to H31l. Note that [RFC3315]
requires that Reconfigure Message use DHCP aut hentication. DHCP
aut henti cation could be avoided by using short address lifetines to
force clients to send Renew nessages to the server often. |f the
host is not obtaining its I P addresses fromthe DHCP server, then it
woul d need to use the Information Refresh Time option defined in

[ RFC4242] .

If the following policy table can be installed on H31 after the
failure of the uplink from SERb1, then the desired routing behavior
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4.

3.

shoul d be achi eved based on source and destination prefix being
mat ched with | abel val ues.

Prefix Pr ecedence Labe
/0 50 44
2001: db8: 0: a000: : /52 50 44
2001: db8: 0: 6666: : / 64 50 55
2001: db8: 0: b00O0: : / 52 50 55

Figure 10: Policy Table Needed On Failure O Uplink From SERb1l

The described sol ution has a nunmber of significant drawbacks, some of
them al ready discussed in Section 4.2.1

0 DHCPv6 support is not required for an I Pv6 host and there are
operating systens which do not support DHCPv6. Besides that, it
does not appear that [RFC7078] has been widely inplenmented on host
operating systens.

o [RFC7078] does not clearly specify this kind of a dynam c use case
wher e address sel ection policy needs to be updated quickly in
response to the failure of alink. In a large network it would
present scalability issues as many hosts need to be reconfigured
in very short period of tine.

0 No nechani smexists for making DHCPv6 servers aware of network
topol ogy/routing changes in the network. In general DHCPv6
servers nonitoring network-related events sounds |ike a bad idea
as conpletely new functionality beyond the scope of DHCPv6 role is
required.

2. Controlling Source Address Sel ection Wth Router Advertisenents

The same mechani sm as discussed in Section 4.2.2 can be used to
control the source address selection in the case of an uplink
failure. |If a particular prefix should not be used as a source for
any destinations, then the router needs to send RAwith Preferred
Lifetime field for that prefix set to O.

Let’'s consider a scenario when all uplinks are operational and H41
receives two different RAs from R3: one fromLLA Awith PIOfor

2001: db8: 0: a020: : / 64, default router preference set to 11 (low) and
anot her one fromLLA B with PIO for 2001: db8: 0: a020: : /64, default
router preference set to 01 (high) and RI O for 2001: db8: 0: 6666: : / 64.
As a result HA1l is using 2001: db8: 0: b020::41 as a source address for
all Internet traffic and those packets are sent by SERs to ISP-B. |If
SERb1 uplink to ISP-B failed, the desired behavior is that H41l stops
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usi ng 2001: db8: 0: b020: : 41 as a source address for all destinations
but H61. To achieve that R3 should react to SERb1l uplink failure
(whi ch could be detected as the scoped route (S=2001: db8: 0: b000: : / 52
D=::/0) disappearance) by withdrawing itself as a default router. R3
sends a new RA from LLA B with Router Lifetine value set to 0 (which
means that it should not be used as default router). That RA stil
contains PIO for 2001: db8: 0: b020: :/64 (for SLAAC purposes) and RO
for 2001: db8: 0: 6666::/64 so HA1 can reach H61 using LLA B as a next-
hop and 2001: db8: 0: b020::41 as a source address. For all traffic
followi ng the default route, LLA A will be used as a next-hop and
2001: db8: 0: a020: : 41 as a source address.

If all uplinks to | SP-B have failed and therefore source addresses
from | SP-B address space should not be used at all, the forwarding
tabl e scoped S=2001: db8: 0: b000:: /52 contains no entries. Hosts can
be instructed to stop using source addresses fromthat bl ock by
sendi ng RAs containing PIOw th Preferred Lifetine set to O.

4.3.3. Controlling Source Address Selection Wth | CMPv6

Now we | ook at how | CMPv6 nessages can provide information back to
H31. W assune again that at the tine of the failure H31 is sending
packets to H501 using (S=2001: db8: 0: b010: : 31
D=2001: db8: 0: 5678: : 501). Wen the uplink from SERb1 to | SP-B fails,
SERb1 woul d stop originating its source-prefix-scoped route for the
default destination (S=2001:db8:0:b000::/52, D=::/0) as well as its
unscoped default destination route. Wth these routes no longer in
the IGP, traffic with (S=2001: db8: 0: b010:: 31, D=2001: db8: 0: 5678: : 501)
woul d end up at SERa based on the unscoped default destination route
being originated by SERa. Since that traffic has the wong source
address to be forwarded to | SP-A, SERa would drop it and send a
Desti nation Unreachabl e message with Code 5 (Source address failed

i ngress/egress policy) back to H31. H31 would then know to use

anot her source address for that destination and would try with
(S=2001: db8: 0: a010: : 31, D=2001: db8: 0:5678::501). This would be
forwarded to SERa based on the source-prefix-scoped default
destination route still being originated by SERa, and SERa woul d
forward it to I SP-A. As discussed above, if we are willing to extend
| CMPv6, SERa can even tell H31 what source address it should use to
reach that destination. The expected host behavi our has been

di scussed in Section 4.2.3. Potential issue with using | CMPv6 for
signal | i ng source address issues back to hosts is that uplink to an
ISP-B failure i medi ately invalidates source addresses from

2001: db8: 0: b000: : /52 for all hosts which triggers a | arge nunber of

| CMPv6 being sent back to hosts - the same scalability/rate limting
i ssues discussed in Section 4.2.3 would apply.
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4.3.4. Summary OF Methods For Controlling Source Address Sel ection On
The Failure O An Uplink

It appears that DHCPv6 is not particularly well suited to quickly
changi ng the source address used by a host in the event of the
failure of an uplink, which elinmnates DHCPv6 fromthe |ist of
potential solutions. On the other hand Router Advertisenents
provides a reliable nechanismto dynamically provide hosts with a
list of valid prefixes to use as source addresses as well as prevent
particul ar prefixes to be used. Wile no additional new features are
required to be inplenented on hosts, routers need to be able to send
RAs based on the state of scoped forwarding tables entries and to
react to network topol ogy changes by sending RAs with particul ar
paraneters set.

The use of | CMPv6 Destination Unreachabl e nessages generated by the
SER (or any SADR-capable) routers seemlike they have the potential
to provide a support nechanismtogether with RAs to signal source
address selection errors back to hosts, however scalability issues
may arise in large networks in case of sudden topol ogy change.
Therefore it is highly desirable that hosts are able to select the
correct source address in case of uplinks failure with | CMPv6 bei ng
an additional nechanismto signal unexpected failures back to hosts.

The current behavior of different host operating system when
receiving | CMPv6 Destination Unreachabl e nessage with code 5 (Source
address failed ingress/egress policy) is not clear to the authors.
Information frominplenenters, users, and testing would be quite

hel pful in evaluating this approach

4.4. Selecting Source Address Upon Failed Uplink Recovery

The next | ogical step is to |look at the scenario when a failed uplink
on SERb1l to ISP-B is com ng back up, so hosts can start using source
addresses bel onging to 2001: db8: 0: b000: : / 52 agai n.

4.4.1. Controlling Source Address Selection Wth DHCPv6

The mechanismto use DHCPv6 to instruct the hosts (H31 in our
exanple) to start using prefixes from|SP-B space (e.qg.
S=2001: db8: 0: b010: : 31 for H31) to reach hosts on the Internet is
quite sinmilar to one discussed in Section 4.3.1 and shares the sane
dr awbacks.
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4.4.2. Controlling Source Address Selection Wth Router Advertisements

Let’s | ook at the scenario discussed in Section 4.3.2. |If the
uplink(s) failure caused the conplete withdrawal of prefixes from
2001: db8: 0: b000: : / 52 address space by setting Preferred Lifetine
value to 0, then the recovery of the link should just trigger new RA
bei ng sent with non-zero Preferred Lifetine. In another scenario

di scussed in Section 4.3.2, the SERb1 uplink to ISP-B failure |eads
to di sappearance of the (S=2001: db8:0: b000::/52, D=::/0) entry from
the forwarding table scoped to S=2001: db8: 0: b000::/52 and, in turn,
caused R3 to send RAs fromLLA B with Router Lifetine set to 0. The
recovery of the SERb1 uplink to ISP-B |leads to
(S=2001: db8: 0: b000: : /52, D=::/0) scoped forwarding entry re-
appearance and instructs R3 that it should advertise itself as a
default router for |ISP-B address space domain (send RAs fromLLA B
with non-zero Router Lifetine).

4.4.3. Controlling Source Address Selection Wth | CWP

It Iooks like ICVWPv6 provides a rather limted functionality to
signal back to hosts that particul ar source addresses have becone
valid again. Unless the changes in the uplink state a particul ar
(S,D) pair, hosts can keep using the sane source address even after
an | SP uplink has conme back up. For exanple, after the uplink from
SERb1 to | SP-B had failed, H31 received | CMPv6 Code 5 nessage (as
described in Section 4.3.3) and allegedly started using
(S=2001: db8: 0: a010: : 31, D=2001: db8: 0: 5678::501) to reach H501. Now
when the SERb1 uplink cones back up, the packets with that (S, D) pair
are still routed to SERal and sent to the Internet. Therefore H31 is
not informed that it should stop using 2001: db8: 0: a010:: 31 and start
usi ng 2001: db8: 0: b010:: 31 again. Unless SERa has a policy configured
to drop packets (S=2001: db8:0: a010: : 31, D=2001: db8: 0: 5678: : 501) and
send | CWPv6 back if SERb1 uplink to ISP-B is up, H31 will be unaware
of the network topol ogy change and keep using S=2001: db8: 0: a010: : 31
for Internet destinations, including H51

One of the possible option may be using a scoped route with EXCLUSI VE
flag as described in Section 4.2.3. SERal uplink recovery woul d
cause (S=2001: db8: 0: a000: : /52, D=2001: db8:0:1234::/64) route to
reappear in the routing table. |In the absence of that route packets
to H101 which were sent to ISP-B (as | SP-A uplink was down) with
source addresses from 2001: db8: 0: b000: : /52. When the route re-
appears SERb1 woul d reject those packets and sends | CMPv6 back as

di scussed in Section 4.2.3. Practically it mght lead to scalability
i ssues whi ch have been already discussed in Section 4.2.3 and

Section 4.4.3.
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4.4.4. Summary O Methods For Controlling Source Address Sel ecti on Upon
Fail ed Uplink Recovery

Once again DHCPv6 does not | ook |ike reasonable choice to manipul ate
source address selection process on a host in the case of network
topol ogy changes. Using Router Advertisenent provides the flexible
mechani smto dynanically react to network topol ogy changes (if
routers are able to use routing changes as a trigger for sending out
RAs with specific paraneters). |1CWVPv6 could be considered as a
supporting nmechanismto signal incorrect source address back to hosts
but shoul d not be considered as the only nechanismto control the
address selection in multihomed environments.

4.5. Selecting Source Address Wien Al Uplinks Failed

One particular tricky case is a scenario when all uplinks have
failed. In that case there is no valid source address to be used for
any external destinations while it might be desirable to have intra-
site connectivity.

4.5.1. Controlling Source Address Sel ection Wth DHCPv6

From DHCPv6 perspective uplinks failure should be treated as two

i ndependent failures and processed as described in Section 4.3.1. At
this stage it is quite obvious that it would result in quite
complicated policy table which needs to be explicitly configured by
adm nistrators and therefore seens to be inpractical

4.5.2. Controlling Source Address Sel ection Wth Router Advertisenents

As discussed in Section 4.3.2 an uplink failure causes the scoped
default entry to di sappear fromthe scoped forwardi ng table and
triggers RAs with zero Router Lifetinme. Conplete di sappearance of

all scoped entries for a given source prefix would cause the prefix
bei ng withdrawn from hosts by setting Preferred Lifetine value to
zero in PIO  If all uplinks (SERa, SERb1l and SERb2) failed, hosts
either lost their default routers and/or have no gl obal |Pv6
addresses to use as a source. (Note that 'uplink failure mnight nmean
"I Pv6 connectivity failure with IPv4 still being reachable’ , in which
case hosts might fall back to IPv4 if there is |IPv4d connectivity to
destinations). As a results intra-site connectivity is broken. One
of the possible way to solve it is to use ULAs.

Al'l hosts have ULA addresses assigned in addition to GUAs and used
for intra-site comrunication even if there is no GUA assigned to a
host. To avoid accidental |eaking of packets with ULA sources SADR-
capabl e routers SHOULD have a scoped forwarding table for ULA source
for internal routes but MJUST NOT have an entry for D=::/0 in that
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4.
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table. In the absence of (S=ULA Prefix; D=::/0) first-hop routers
will send dedicated RAs froma unique |ink-Iocal source LLA ULA with
PI O from ULA address space, RIO for the ULA prefix and Router
Lifetime set to zero. The behaviour is consistent with the situation
when SERb1l | ost the uplink to ISP-B (so there is no Internet
connectivity from 2001: db8: 0: b0O00: : / 52 sources) but those sources can
be used to reach sone specific destinations. In the case of ULA
there is no Internet connectivity from ULA sources but they can be
used to reach another ULA destinations. Note that ULA usage coul d be
particularly useful if all |SPs assign prefixes via DHCP-PD. 1In the
absence of ULAs uplinks failure hosts would lost all their GUAs upon
prefix lifetime expiration which again nakes intra-site comunication
i mpossi bl e.

5.3. Controlling Source Address Sel ection Wth | CMPv6

In case of all uplinks failure all SERs will drop outgoing | Pv6
traffic and respond with |CMPv6 error nessage. |n the |large network
when many hosts are trying to reach Internet destinations it neans
that SERs need to generate an I CVPv6 error to every packet they
receive fromhosts which presents the sane scalability issues

di scussed in Section 4.3.3

5.4, Summary OF Methods For Controlling Source Address Sel ection VWen
Al'l Uplinks Failed

Agai n, conbining SADR with Router Advertisements seens to be the nost
flexible and scal able way to control the source address sel ection on
host s.

6. Summary O Methods For Controlling Source Address Sel ection
To summari ze the scenarios and options di scussed above:

Whi |l e DHCPv6 al l ows administrators to mani pul ate source address
sel ection policy tables, this nethod has a nunmber of significant
di sadvant ages whi ch elimninates DHCPv6 froma |ist of potentia
sol utions:

1. It required hosts to support DHCPv6 and its extension (RFC7078);

2. DHCPv6 server need to nonitor network state and detect routing
changes.

3. Network topol ogy/routing policy changes could trigger
si mul t aneous re-configuration of |arge nunber of hosts which
present serious scalability issues.
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The use of Router Advertisenents to influence the source address
sel ection on hosts seemto be the nost reliable, flexible and
scal abl e solution. It has the follow ng benefits:

1. no new (non-standard) functionality needs to be inplenented on
hosts (except for [RFC4191] support);

2. no changes in RA fornmat;

3. Routers can react to routing table changes by sendi ng RAs which
would ninimze the failover time in the case of network topol ogy
changes;

4. information required for source address selection is broadcast to
all affected hosts in case of topol ogy change event which
i nproves the scalability of the solution (conparing to DHCPv6
reconfiguration or | CMPv6 error nessages).

To fully benefit fromthe RA-based solution, first-hop routers need
to i nmpl enent SADR and be able to send dedi cated RAs per scoped
forwardi ng tabl e as di scussed above, reacting to network changes with
sending new RAs. It should be noted that the proposed solution would
work even if first-hop routers are not SADR-capable but still able to
send individual RAs for each ISP prefix and react to topol ogy changes
as di scussed above

The RA-based solution relies heavily on hosts correctly inplenenting
default address selection algorith as defined in [RFC6724] and in
particular, Rule 5.5. There are sone evidences that not all host
OSes have that rule inplenented currenly (it should be noted that
[I-D.ietf-6man-nulti-honed-host] states that Rule 5.5 SHOULD be

i mpl enment ed.

| CMPv6 Code 5 error nessage SHOULD be used to conpl enent RA-based
solution to signal incorrect source address sel ection back to hosts,
but it SHOULD NOT be considered as the stand-al one solution. To
prevent scenarios when hosts in nultihoned envinronnents incorrectly
identify onlink/offlink destimations, hosts should treat |CWMPv6
Redirects as discussed in [I-D.ietf-6man-nulti-honed-host].

4.7. Oher Configuration Paraneters

4.7.1. DNS Configuration
In muti homed envi nronnent each ISP might provide their own |ist of
DNS servers. E.g. in the topology show on Figure 3, |SP-A mght

provi de recursive DNS server H51 2001: db8: 0: 5555::51, while |ISP-B
m ght provide H61 2001: db8: 0: 6666:: 61 as a recursive DNS server. |f
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the mul ti homed enterprise network is not running their own recursive
resol ver then hosts need to be configured with DNS server |Pv6
addresses. [RFC6106] defines |IPv6 Router Advertisenent options to
allow I Pv6 routers to advertise a |list of DNS recursive server
addresses and a DNS Search List to I Pv6 hosts. Using RDNSS together
with 'scoped’ RAs as described above would allow a first-hop router
(R3in the Figure 3) to send DNS server addresses and search lists
provi ded by each | SPs.

As discussed in Section 4.5.2, failure of all |SP uplinks wuld cause
depreaction of all addresses assigned to a host from | SPs address
space. Most likely intra-site | Pv6 connectivity would be stil
desirable so Section 4.5.2 proposes a usage of ULAs to enable intra-
site communi cation. |In such scenario the enterprise netwrk should
run its own recursive DNS server(s) and provide its ULA addresses to
hosts via RDNSS nechanismin RAs send for ULA-scoped forwardi ng table
as described in Section 4.5. 2.

It should be noted that [RFC6106] explicitly prohibits using DNS
information if the RA router Lifetime expired: "An RDNSS address or a
DNSSL domai n name MUST be used only as |long as both the RA router
Lifetime (advertised by a Router Advertisenent nessage) and the
correspondi ng option Lifetine have not expired.". Therefore hosts

m ght ignore RDNSS information provided in ULA-scoped RAs as those
RAs woul d have router lifetine set to 0. However the updated version
of RFC6106 ([I-D.ietf-6man-rdnss-rfc6106bis]) has that requirenent
renoved.

O her Sol utions
1. Shinb

The Shint working group specified the Shinmb protocol [RFC5533] which
allows a host at a multihoned site to comunicate with an externa
host and exchange i nfornati on about possible source and destination
address pairs that they can use to comunicate. It also specified
the REAP protocol [RFC5534] to detect failures in the path between
wor ki ng address pairs and find new worki ng address pairs. A
fundanmental requirenent for Shinb is that both internal and externa
hosts need to support Shinb. That is, both the host internal to the
nmul ti honed site and the host external to the nultihomed site need to
support Shinb in order for there to be any benefit for the interna
host to run Shin6. The Shinb protocol specification was published in
2009, but it has not been inplenented on wi dely used operating

syst ens.

We do not consider Shiné to be a viable solution. It suffers from
the fact that it requires w despread depl oynment of Shiné on hosts al
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over the Internet before the host at a PA nultihonmed site sees
significant benefit. However, there appears to be no notivation for
the vast mgjority of hosts on the Internet (which are not at PA

mul ti honed sites) to deploy Shiné. This nay hel p explain why Shing
has not been wi dely inpl enent ed.

5.2. | Pv6-to-1Pv6 Network Prefix Translation

| Pv6-to-1Pv6 Network Prefix Translation (NPTv6) [RFC6296] is not the
focus of this docunment. This document describes a solution where a
host in a nultihoned site deternines which | SP a packet will be sent
to based on the source address it applies to the packet. This

solution has many noving parts. It requires sonme routers in the
enterprise site to support some form of Source Address Dependent
Routing (SADR). It requires a host to be able to | earn when the

uplink to an ISP fails so that it can stop using the source address
corresponding to that ISP. Ongoing work to create nechanisns to
acconplish this are discussed in this docunent, but they are still a
wor k in progress.

Thi s docunment attenpts to create a PA multihoming solution that is as
easy as possible for an enterprise to deploy. However, the success
of this solution will depend greatly on whether or not the nechanisns
for hosts to select source addresses based on the state of |SP
upl i nks gets inplenented across a wi de range of operating systenms as
the default node of operation. Until that occurs, NPTv6 should stil
be considered a viable option to enable PA multihom ng for
enterprises.

6. | ANA Consi derations
This meno asks the | ANA for no new paraneters

7. Security Considerations

7.1. Privacy Considerations

8. Acknow edgemnent s
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