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There are a large number of
Open source projects Iin the
cloud, SDN, and NFV space.
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OpenSource Building Blocks
2015 — 2016: Several New LF Projects
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“Systems integration as an
open community effort.”
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OPNFV Platform Overview
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OPNFV Colorado Overview
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OPNFV Composes Scenarios

Scenario:
“Deployment of a set of components
and their configuration”

> Compose. Deploy. Test. lterate.
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A scenario Is a system of
multiple upstream
components.

> Compose. Deploy.
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A scenario Is a system.
Does it work??

Q.’
(M)
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Missing
Features/Components?

> Create
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Integrate and Evolve Upstream in lock-step

Application Layer / App Server
0 NFV Telemetry Data Acquisition
Network Data Analytics (VNF Event Stream)
. NFV deployment architectures
O rc h estration (Multi-Site, EdgeNFV)

Fault Management/Localization, Audit Resource Control/Scheduling Model and Policy Driven Control

VIM Mana geme nt SySte m (ggggrr,,el:lkns;'u/)rlgzelzﬁ;ctlon, (Promise, Resource Scheduler (RS)) l(%;?g;.}r, Movie, Models, Domino,
Network Policy NFYV services (service chaining, VPN, ..) SDN Controller Performance Test

N etwo rk CO ntrOI (FastDataStacks, Copper, PolicyTest) (VNFFG, SFC, SDNVPN) (Cperf)
q q Hypervisor for NFV
Operating Systems, virt. Infra (KYMANFV)
0 Dataplane Performance Test Dataplane Evolution & Test
|O Abstraction & Feature Path |Rmssstiuin (DPACC, OVSDPDK, FastDatastacks)
Infra control & CI/CD
(Pharos, Releng, Octopus)
Create Scenarios/Stacks Installation, Upgrade Documentation
Inte grate / Install (IPv6, FastDataStacks, Armband, Apex, Daisy, (Apex, Joid, Fuel, Compass, Daisy, (OPNFVdocs)
ONOSFW, OpenContrail,, Joid, Fuel, Compass) Escalator, Genesis)
0 . System Testing Storage Performance Test Security
System Test & Secu rlty Audit (Yardstick, FuncTest, Qtip) (Storperf) (Moon)
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What are some of the
projects that might interest
routing area”?
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OPNFV SFC Project

Objective: Verify ODL SFC in
system level deployments

Brahmaputra Yardstick tests:
TC029: VM Creation

Verify that only 2 Service Function
VMs are created for Service
Chains Chain1 and Chain2

TCO030: Block HTTP

Verify that Client1 can not do HTTP
traffic, but can do SSH traffic

TCO031: Block SSH

Verify that Client2 can not do SSH
traffic, but can do HTTP traffic

See also: https://wiki.opnfv.org/display/sfc
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SFC Improvements in Colorado

«  SFC enhancements via OpenDaylight Boron release
— NSH support
— Multiple Node Support
— Service Function failover and load-balancing
— Dynamic Service Chain modifications
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Other OPNFV Projects

* |Pv6 — Brahmaputra Release

— Initial environment deployment and testing

— Upstream IPv6 improvements in OpenStack and the Linux kernel

— Workaround “helper functions” for OpenDaylight SDN controller gaps
« |Pv6 — Colorado release

— Upstream improvements in ODL

— |IPv6 only scenarios

— Full overlay and underlay support

— Additional install tool support
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SDN VPN

» Bramaputra release — Basic Layer 3 VPN support via Open
Daylight SDN VPN project support

» Colorado Updates
— Full Layer 2 and 3 VPN support
— BGP-based peering
— Quagga BGP router integration
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OPNFV Projects, continued

Fast Data Stacks — VPP Integration
Models — Model-Driven NFV

Currently developing use cases, test blueprints, focus on VNF on-
boarding

Use standard models and model frameworks (Netconf/YANG and
Tosca) for VNF configuration

Test models being defined in IETF, MEF, BBF, OMA, ETSI, 3GPP, and
ETSI NFV in deployed NFV platform — agile and collaborative feedback
based on implementation

Related projects: Parser (Yang/Tosca translation), SFC, Copper (policy
mgmt using OpenStack Congress), Movie (Intent-based NBI)
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Get Involved

Gt o
 Latest Downlosc | Open x
€ - € & https//www.opnfv.org/software/download R gOoQ0 =

» SOFTWARE »Downloads

OPNFV: https://www.opnfv.org/ Latest Downloads
OPNFV wiki: https://wiki.opnfv.org/

Release Archives

OPNFV Colorado release:
https://www.opnfv.org/colorado

OPNFV stats:

http://projects.bitergia.com/opnfv/browser/

Mailing lists:

— opnfv-tech-discuss@lists.opnfv.org
— opnfv-users@lists.opnfv.org
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How can we work better
together across open
source projects and
internet standards”
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