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Abst r act

This docunent specifies the ingress part of a multicast flow overlay
for BIER networks. Using existing multicast |istener discovery
protocols, it enables multicast nmenbership information sharing from
egress routers, acting as listeners, toward ingress routers, acting
as queriers. Ingress routers keep per-egress-router state, used to
construct the BIER bit mask associated with I P nulticast packets
entering the Bl ER donain.
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1. Introduction

The Bit Index Explicit Replication (BlIER -
[I-D.ietf-bier-architecture]) forwardi ng techni que enables IP

mul ticast transport across a BlIER donain. \Wen receiving or
originating a packet, ingress routers have to construct a bit nask

i ndi cating which BIER egress routers |located within the same BIER
domain will receive the packet. A stateless approach would consi st
in forwarding all incom ng packets toward all egress routers, which
would in turn nmake a forwardi ng decision based on |ocal infornation.
But any nore efficient approach would require ingress routers to keep
sone state about egress routers nulticast nenbership information,
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hence requiring state sharing fromegress routers toward ingress
routers.

This docunent specifies howto use the Milticast Listener Discovery
protocol version 2 [RFC3810] (resp. the Internet G oup Managenent
protocol version 3 [RFC3376]) as the ingress part of a BIER multicast
flow overlay (BIER layering is described in

[I-D.ietf-bier-architecture]) for 1Pv6 (resp. |1Pv4). It enables
mul ti cast nmenbership information sharing fromegress routers, acting
as listeners, toward ingress routers, acting as queriers. Ingress

routers keep per-egress-router state, used to construct the BIER bit
mask associated with | P nulticast packets entering the BIER domain.

This specification is applicable to both IP version 4 and version 6
It therefore specifies two separate nmechani sns operating

i ndependently. For the sake of sinplicity, the rest of this docunent
uses IPv6 termnology. It can be applied to | Pv4d by replacing
"M.Dv2' with "1 GWv3', and follow ng specific requirenents when
explicitly stated.

2. Term nol ogy

In this docunment, the key words "NMAY", "MJST", "MJST NOT",
" RECOMVENDED', and "SHOULD', are to be interpreted as described in
[ RFC2119].

The ternms "Bit-Forwardi ng Router"” (BFR), "Bit-Forwarding Egress
Router"” (BFER), "Bit-Forwarding Ingress Router" (BFIR), "BFR-id" and
"BFR-Prefix" are to be interpreted as described in
[I-D.ietf-bier-architecture].

Additionally, the follow ng definitions are used:

BIER Mul ticast Listener Discovery (BMLD): The nodified version of
M.D specified in this docunent.

BMLD Querier: A BFR inplenenting the Querier part of this
specification. A BM.D Node MAY be both a Querier and a Listener.

BMLD Listener: A BFR inplenenting the Listener part of this
specification. A BM.D Node MAY be both a Querier and a Listener.

3. Overview
Thi s docunment proposes to use the nechanisns described in M.Dv2 in
order to enable nmulticast nenbership informati on sharing from BFERs

toward BFIRs within a given BIER donmain. BM.D queries (resp
reports) are sent over BIER toward all BM.D Nodes (resp. BM.D
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Queriers) using nodified M.Dv2 nmessages which | P destination is set
to a configured "all BM.D Nodes’ (resp. 'all BMLD Queriers’) IP
mul ti cast address.

By running M.Dv2 instances with per-listener explicit tracking, BM.D
Queriers are able to map BMLD Listeners with M.Dv2 nenbership states.
This state is then used to construct the set of BFERs associated with
each incomng IP nulticast data packet.

4. Applicability Statenent

BMLD runs on top of a BIER Layer and provides the ingress part of a
BIER nmul ticast flow overlay, i.e, it specifies how BFIRs construct
the set of BFERs for each ingress IP nulticast data packet. The BFER
part of the Miulticast Flow Overlay is out of scope of this docunent.

The BIER Layer MJST be able to transport BM.D nessages toward all
BMLD Queriers and Listeners. Such packets are IP nulticast packets
with a BFR- Prefix as source address, a nulticast destination address,
and containing a M.Dv2 nmessage.

BMLD only requires state to be kept by Queriers, and is therefore
nore scal able than PIMW2 [RFC7761] in terns of overall state, but is
also likely to be less scalable than PIM/2 in terms of the anount of
control traffic and the size of the state that is kept by individual
routers.

This specification is applicable to both I P version 4 and version 6.
It therefore specifies two separate nechani sns operating

i ndependently. For the sake of sinplicity, this docunent uses |Pv6
term nology. It can be applied to IPv4d by replacing ' M.Dv2' with
"1awv3, and follow ng specific requirenments when explicitly stated.

5. Querier and Listener Specifications

Routers desiring to receive IP multicast traffic (e.g., for their own
use, or for forwarding) MJST behave as BMLD Listeners. Routers
receiving IP multicast traffic from outside the Bl ER domain, or
originating nmulticast traffic, MJST behave as BM.D Queriers.

BMLD Queriers (resp. BM.D Listeners) MJST act as M.Dv2 Queriers

(resp. MDv2 Listeners) as specified in [RFC3810] unless stated
otherwi se in this section.
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5.1. Configuration Paraneters

Both Queriers and Listeners MIST operate as BFIRs and BFERs within
the BIER donmain in order to send and recei ve BMLD nessages. They
MUST therefore be configured accordingly, as specified in
[I-D.ietf-bier-architecture].

Al'l Listeners MJUST be configured with a "all BMLD Queriers’ nulticast
address and the BFR-ids of all the BMLD Queriers. This is used by

Li steners to send BMLD reports over BIER toward all Queriers. All
Queriers MUST be configured to accept BMLD reports sent to this
address.

Al'l Queriers MIST be configured with a *all BM.D Nodes’ nulticast
address and the BFR-ids of all the Queriers and Listeners. This
information is used by Queriers to send BM.D queries over BIER toward
all BMLD Nodes. Al BM.D Nodes MJST be configured to accept BM.D
queries sent to this address.

Note that BM.D (unlike M.Dv2) makes use of per-instance configured
mul ticast group addresses rather than well-known addresses so that
mul tiple instances of BM.D (using different group addresses) can be
run simultaneously within the sane BlI ER domain. Configured group
addresses MAY be obtained fromallocated IP prefixes using [ RFC3306].
One MAY choose to use the well-known M.Dv2 addresses in one instance,
but different instances MJST use different addresses.

| P packets conming fromoutside of the BIER donmai n and having a
destination address set to the configured "all BM.D Queriers’ or the
"all BMLD Nodes’ group address MJST be dropped. 1t is RECOVMMENDED
that these configured addresses have a linmted scope, enforcing this
behavi or by scope-based filtering on Bl ER domain’s egress interfaces.

5.2. M.Dv2 instances.

BMLD Queriers MJST run a M.Dv2 Querier instance wth per-host
tracki ng, which nmeans they keep track of the M.Dv2 state associated
with each BMLD Listener. For that purpose, Listeners are identified
by their respective BFR-Prefix, used as |IP source address in all BM.D
reports.

BMLD Listeners MJUST run a M.Dv2 Listener instance expressing their
interest in the nmulticast traffic they are supposed to receive for
| ocal use or forwarding.

BMLD Listeners and Queriers MJST NOT run the M.Dvl (I Gwv2 and | GWvl
for 1 Pv4) backward conpatibility procedures
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5.2.1. Sending Queries
BMLD Queries are | P packets sent over BIER by BM.D Queriers:

o0 Toward all BM.D Nodes (i.e., providing to the BIER Layer the BFR-
ids of all BM.D Nodes).

0o Wthout the IPv6 router alert option [RFC2711] in the hop-by-hop
ext ensi on header [ RFC2460] (or the IPv4 router alert option
[ RFC2113] for |Pv4).

o0 Wth the IP destination address set to the "all BM.D Nodes’ group
addr ess.

0 Wth the IP source address set to the BFR-Prefix of the sender
0o Wth a TTL val ue great enough such that the packet can be received
by all BM.D Nodes, depending on the underlying BIER | ayer (whether
it decrements the IP TTL or not) and the size of the network. The
default value is 64.
5.2.2. Sending Reports
BMLD Reports are | P packets sent over BIER by BM.D Listeners:

o Toward all BM.D Queriers (i.e., providing to the BIER | ayer the
BFR-ids of all BM.D Queriers).

0o Wthout the IPv6 router alert option [RFC2711] in the hop-by-hop
ext ensi on header [ RFC2460] (or the IPv4 router alert option
[ RFC2113] for |Pv4).

0o Wth the IP destination address set to the "all BM.D Queriers
group address.

0 Wth the | P source address set to the BFR- Prefix of the sender
0o Wth a TTL val ue great enough such that the packet can be received
by all BM.D Queriers, depending on the underlying BlIER | ayer
(whether it decrenents the IP TTL or not) and the size of the
network. The default value is 64.
5.2.3. Receiving Queries
BMLD Queriers and Listeners MJST check the destination address of al

the I P packets that are received or forwarded over Bl ER whenever
their owmn BIER bit is set in the packet. |If the destination address
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is equal to the "all BM.D Nodes’' group address the packet is
processed as specified in this section

If the IPv6 (resp. |Pv4) packet contains an |ICVPv6 (resp. |GW)
message of type 'Multicast Listener Query’ (resp. of type 'Menbership
Query’'), it is processed by the M.Dv2 (resp. |GWv3) instance run by
the BMLD Querier. |t MJST be dropped ot herw se.

During the M_.Dv2 processing, the packet MJST NOT be checked agai nst
the MLDv2 consistency conditions (i.e., the presence of the router
alert option, the TTL equaling 1 and, for IPv6 only, the source
address being link-Iocal).

5.2.4. Receiving Reports

BMLD Queriers MJST check the destination address of all the IP
packets that are received or forwarded over Bl ER whenever their own
BIER bit is set. |If the destination address is equal to the ’al
BMLD Queriers’ the packet is processed as specified in this section

If the IPv6 (resp. [|Pv4) packet contains an I CVWPv6 (resp. | GW)
message of type 'Milticast Listener Report Message v2' (resp
"Version 3 Menbership Report’), it is processed by the M.Dv2 (resp
| GWv3) instance run by the BMLD Querier. It MJST be dropped

ot herw se.

During the M_.Dv2 processing, the packet MJST NOT be checked agai nst
the MLDv2 consistency conditions (i.e., the presence of the router
alert option, the TTL equaling 1 and, for IPv6 only, the source
address being |ink-local).

5.3. Packet Forwarding

BMLD Queriers configure the BIER Layer using the information obtained
usi ng BMLD, whi ch associates BM.D Listeners (identified by their BFR-
Prefixes) with their respective M.Dv2 nenbership state.

More specifically, the M.Dv2 state associated with each BM.D Li st ener
is provided to the BIER | ayer such that whenever a nulticast packet
enters the BIER donmain, if that packet natches the nenbership
information froma BM.D Listener, its BFRid is added to the set of
BFR-ids the packet should be forwarded to by the Bl ER-Layer

6. Security Considerations
BMLD nakes use of | P M.Dv2 nessages transported over BIER in order to

configure the BIER Layer of BFIRs. BM.D nessages MJST be secured,
either by relying on physical or link-layer security, by securing the
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| P packets (e.g., using | PSec [ RFC4301]), or by relying on security
features provided by the BI ER Layer.

Whenever an attacker would be able to spoof the identity of a router,
it could:

0 Redirect undesired traffic toward the spoofed router by
subscribing to undesired nulticast traffic.

0 Prevent desired nulticast traffic fromreaching the spoofed router
by unsubscribing to sone desired nulticast traffic.

7. 1 ANA Consi derations
This specification does not require any action from | ANA.
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Figure 1: NVO3 Architecture

And there are two kinds of nost common net hods about how to forward
BUM packets in this virtualization overlay network. One is using PIM
as underlay nulticast routing protocol to build explicit multicast
distribution tree, such as PIMSM[RFC7761] or PIMBID R [ RFC5015]

mul ticast routing protocol. Then, when BUM packets arrive at NVE, it
requires NVE to have a nappi ng between the VXLAN Network Identifier
and the I P nulticast group. According to the nmapping, NVE can
encapsul ate BUM packets in a multicast packet which group address is
the mapping I P multicast group address and steer themthrough
explicit nulticast distribution tree to the destination NVEs. This
met hod has two serious drawbacks. |t need the underlay network
supports conplicated nmulticast routing protocol and nmintains

mul ticast related per-flow state in every transit nodes. What is
nmore, how to configure the ratio of the mappi ng between VNI and I P
mul ticast group is also an issue. |If the ratiois 1:1, there should
be 16M nulticast groups in the underlay network at maximumto map to
the 16M VNI's, which is really a significant challenge for the data
center devices. |If the ratiois n:1, it would result in inefficiency
bandwi dth utilization which is not optinmal in data center networks.

The other nmethod is using ingress replication to require each NVE to
create a mappi ng between the VXLAN Network Identifier and the renote
addresses of NVEs which belong to the sane virtual network. When NVE
receives BUMtraffic fromthe attached tenant, NVE can encapsul ate

t hese BUM packets in unicast packets and replicate them and tunne
themto different renote NVEs respectively. Although this nmethod can
elimnate the burden of running multicast protocol in the underlay
network, it has a significant disadvantage: |arge waste of bandw dth,
especially in big-sized data center where there are nmany receivers.
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BIER [I-D.ietf-bier-architecture] is an architecture that provides
optimal multicast forwarding through a "Bl ER domai n" wi t hout
requiring internediate routers to maintain any multicast rel ated per-
flow state. BIER also does not require any explicit tree-building
protocol for its operation. A nulticast data packet enters a BIER
domain at a "Bit-Forwarding |Ingress Router" (BFIR), and | eaves the
Bl ER domain at one or nore "Bit-Forwarding Egress Routers" (BFERs).
The BFIR router adds a BI ER header to the packet. The BI ER header
contains a bit-string in which each bit represents exactly one BFER
to forward the packet to. The set of BFERs to which the nulticast
packet needs to be forwarded is expressed by setting the bits that
correspond to those routers in the BlIER header. Specifically, for

Bl ER-TE, the Bl ER header may also contain a bit-string in which each
bit indicates the Iink the fl ow passes through.

The follow ng sub-sections try to propose how to take full advantage
of overlay nulticast protocol to carry virtual network information,
and create a nmapping between the virtual network information and the
bit-string to inplenent BUM services in data centers.

A.1. Convention and Term nol ogy

The terns about NVO3 are defined in [RFC7365]. The npbst common
term nol ogy used in this appendix is |isted bel ow

NVE: Network Virtualization Edge, which is the entity that
i npl ements the overlay functionality. An NVE resides at the
boundary between a Tenant System and the overlay network.

VXLAN:  Virtual eXtensible Local Area Network
VNI : VXLAN Network ldentifier

Virtal Network Context ldentifier: Field in an overlay encapsul ation
header that identifies the specific VN the packet bel ongs to.

A 2. BIER in data centers

This section tries to describe howto use BIER as an optinmal schene
to forward the broadcast, unknown and nulticast (BUM packets when
they arrive at the ingress NVE in data centers.

The principle of using BIER to forward BUMtraffic is that: firstly,
it requires each ingress NVE to have a mappi ng between the Virtua
Net work Context ldentifier and the bit-string in which each bit
represents exactly one egress NVE to forward the packet to. And
then, when receiving the BUMtraffic, the BFIR/ Ingree NVE naps the
receiving BUMtraffic to the mapping bit-string, encapsul ates the
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Bl ER header, and forwards the encapsulated BUMtraffic into the BIER
domain to the other BFERs/Egress NVEs indicated by the bit-string.

Furt hernore, as for how each ingress NVE knows the other egress NVEs
that belong to the sane virtual network and creates the nmapping is
the main issue discussed below Basically, BIER Milticast Listener
Di scovery is an overlay solution to support ingress routers to keep
per-egress-router state to construct the BIER bit-string associ ated
with I P nulticast packets entering the Bl ER domain. The follow ng
section tries to extend BIER MLD to carry virtual network

i nformati on(such as Virtual Network Context identifier), and
advertise them between NVEs. When each NVE receive these

i nformati on, they create the mappi ng between the virtual network
information and the bit-string representing the other NVEs bel onged
to the same virtual network

A.3. A BIER MLD solution for Virtual Network information

The BI ER MLD solution allows having multiple MD instances by having
uni que pairs of BM.LD Nodes and BMLD Querier addresses for each
instance. Assune for now that we have a uni que instance per VN and
that all BMLD routers are using the sanme nappi ng between VNIs and
BMLD address pairs. Also for each VNI there is a nulticast group
used for encapsulation of BUMtraffic over BIER  This group may
potentially be shared by sonme or all of the VN s.

Each NVE acquires the Virtual Network information, and advertises
this Virtual Network information to other NVEs through the M.D
messages. For a given VNI it sends BMLD reports to the BM.D nodes
address used for that VNI, for the group used for delivering BUM
traffic for that VNI. This allows all NVE routers to know which
other NVE routers have interest in BUMtraffic for a particular VN
If one attached virtual network is migrated, the NVE will w thdraw
the Virtual Network information by sending an unsolicited BM.D
report. Note that NVEs al so respond to periodic queries to BM.D
Nodes addresses corresponding to VNIs for which they have interest.

When ingress NVE receives the Virtual Network information

adverti senent nessage, it builds a nmappi ng between the receiving
Virtual Network Context Identifier in this nessage and the bit-string
in which each bit represents one egress NVE who sends the sane
Virtual Network information. Subsequently, once this ingress NVE
receives sone other M.D advertisenents which include the sane Virtua
Net work information fromsome other NVEs , it updates the bit-string
in the mappi ng and adds the correspondi ng sending NVE to the updated
bit-string. Once the ingress NVE renoves one virtual network, it
will delete the mapping corresponding to this virtual network as well
as send wi thdraw nessage to other NVEs.
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After finishing the above interaction of M.D nessages, each ingress
NVE knows where the other egress NVEs are in the sanme virtua
network. \When receiving BuUMtraffic fromthe attached virtua

net wor k, each ingress NVE knows exactly how to encapsulate this
traffic and where to forward themto.

This can be used in both | Pv4 network and | Pv6 network. In |Pv4,
| GW protocol does the similar extension for carrying Virtual Network
information TLV in Version 2 menbership report nessage.

Note that it is possible to have multiple VNIs nap to the sane pair
of BMLD addresses. Provided VNIs that map to the same BMLD address
uses different nulticast groups for encapsulation, this is not a
probl em because each instance is tracking interest for each

mul ticast group separately. |If nmultiple VNIs map to the sane pair
and the nmulticast group used is not unique, sone NVEs nmay receive BUM
traffic for which they are not interested. An NVE would drop packets
for an unknown VNI, but it neans wasting sonme bandw dth and
processing. This is simlar to the non-Bl ER case where there is not
a unique nulticast group for encapsul ation. The inprovenent offered
by using BMLD is by using nmultiple instance, hence reducing the

probl ens caused by using the sanme transport group for nultiple VN s.
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