I nternet Working G oup C Xe

Internet Draft Q Sun
I ntended status: |nformational Chi na Tel ecom
Expires: Septenber 2017 W Xu
W Liu

Huawei

|. Farrer

N. Kowal ewsKki

Deut sche Tel ekom AG
Y. Cheng

Chi na Uni com

March 12, 2017

Probl em statenent for centralized address nanagenent
draft-xie-ps-centralized- address- nanagenent - 02

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
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Abst ract

The increase in nunmber, diversity and conplexity of devices and
services in nodern networks bring new chall enges for the managenent



of network resources, such as | P addresses, network prefixes, bandw dth,
and services that utilize such resources. This draft contains a problem
statenent for | P address nanagenent and defines requirenents with
practical use cases provided by operators.

Tabl e of Contents

1. LNt roduCti ON . 2
2. Conventions used in this docunent ......................... 4
3. Term nol 0gY ... 4
4, Problens and Use Cases . ... ...... ... 4
5. Requirement S . ... 8
6. Related ETF work ... ... e 9
7. Security Considerations ............ ..., 9
8. FANA Considerati ONS . ...ttt e e e e e 9
9. Ref er ences ... 9

9.1. Normative References .......... . ... .. 9

9.2. Informative References ............ ... 9
10.  Acknow edgment s ... ... 9

1. Introduction

The increase in nunber, diversity and conplexity of nodern network

devi ces and services bring new chal |l enges for the managenent of

net work resources, such as | P addresses, bandw dth, and services that
utilize such resources. However, current approaches for address nanagenent
often result in sub-optinmal allocation efficiency and significant

compl exity for using, sharing and sharing such resources.

Address resources are often nmanaged across nultiple, partly disconnected
techni cal systens which have limted neans of nodel based inter-operation
In the interest of reducing conplexity, inprove utilization of resources
and reduce overall associ ated OPEX and CAPEX, operators are |ooking for

an intelligent, agile and flexible integrated approach to control and
manage | P address resources. Assignnent of such resources should be
possi bl e across many services, and offer means of categorizing, selecting
and deci sion naking on the assignnment and revocati on of address resources.
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Anmong t he resources aforementi oned, the rel evance of address managenent
gained traction by operators as it is a fundanental precursor for the
provi sion of Internet connectivity and services. This draft describes
probl ens and requirenents of address nmanagenent with solid and practica
use cases provided by operators.

| PAM (1 P address managenent), is a nmeans of planning, tracking, and
managi ng the Internet Protocol address space used in a network. This
topic is increasingly inportant as aforenentioned that networks are

depl oyed with increasing in nunber, diversity and conplexity of

nodern networ k devi ces and services, resulting in nore and | arger
address pools, different subnetting techni ques, and nore conplex 128-
bit hexadeci mal nunbers for | Pv6, which are significant |ess easily
human-readabl e than | Pv4 addresses. | Pv6 networking, nobile conputing,
mul ti-hom ng and virtualization of conpute and network functions require
a much nore dynam c approach to | P address nmanagenent. [WKI]

In sone scenarios, the address nmanagenent systemis integrated with
the operator’s network. For exanple, the address systemintegrated in
CMTIS (Cabl e Mbdem Term nati on Systens), which is used to allocate



specific | P addresses and options to Cvs (Cabl e Mbdens).

The second exanple is the address systemintegrated in Network

Function Virtualization Infrastructure (NFVI), which is used to

assign specified | P address(es) to VMs (Virtual Machines).

The third exanple is the address systemin SDN networks, the SDN
controller could learn I P address of two inter-comrunication hosts, and
then conpute and configure an optim zed forwardi ng path between them

In the exanpl es above, the address allocation policy, e.g., specific
| P address assigned to a specific VM wusually originates froma
managenment system e.g, OSS, QpenStack, SDN controller, DHCP server

i nstance. Many such systens are configured rather statically, via CLI
or per configuration file.

Thi s approach poses the followi ng problens for operators:

o Low allocation efficiency due to pre-allocation

o Manual configuration of address policy, with risk for consistency in
appl yi ng policy

o Conplexity in making real-tinme changes to assi gnnent

o0 Lack of an open, progranmable interface between systens which
requires | P addresses and the Managenent Systens handling the
respective | P address resources

Addr ess pool managenent is a sub-issue of address nmanagenent.
Currently, operators are facing the foll owi ng issues:
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1) The need to control and share addresses anong devi ces

a) Supply of |IPv4 addresses is short of has even ended; the remaining
| Pv4 address pools do usually no | onger consist of |arge bl ocks of
consecutive addresses, but of a randomy scattered sets of many small
bl ocks or even of independent individual addresses

b) It is conplicated to configure all the address pools statically in
Br oadband Network Gat eways (BNGs).

c) Sonetines, the address pools need to transition fromone BNG to another

2) The need to control and share addresses anong entities or functions

a) For IPv6 transition technologies, e.g. DS-Lite, |wlover6, etc.

the entities need to be configured with IPv4 and | Pv6 address pools, as
wel |

as with mapping information between individual address resources.

b) Different address pools may be needed to be configured on each
transition instance for HA (Hi gh Availability) support.

c) The level of utilization of address pools nmay vary during different
transition periods.

2. Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Term nol ogy

| PAM | P address managenent



4. Problens and Use Cases

The BNG, which nmanages one of nore routable | P addresses on behal f of

each subscriber, should be configured with the | P address pools allocated

to subscribers. However, operators are increasingly challenged by the |Pv4
address shortage and | Pv4 address pools are scattered into many bl ocks as

smal |l as an 1 Pv4/24 per in many cases. In the worst case configuration

of such address pools on a | arge nunber of Broadband Network Gateway (BNG
has to be done nanually by for operators and is |abor intensive. For |arge
scale MAN, there can a three digit number of BNGs to configure.
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Usual approaches of manual configuration on BNGs with such data in a static

way will not only create great workload, it also limts utilization efficien
cy

of the address pools when the nunber of subscribers varies or shrinks at a gi
ven BNG

i nstance.

Wth NFV technol ogy maturing, it can be envisioned that the edge of the IP ne
t wor k

will beconme a software-based virtualized vBNG entity itself, so the network e
| ement

itself is dynamically created and changed. Such virtualized network el enents
are going

to beconme nore common and may be | aunched and w t hdrawn dynam cally, based on
act ual

traffic and user | oad, and an efficient dynam c assignnents and re-use of add
ress

resources will be nmuch nore necessary than with a cl assi cal hardware-based en
tities.
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Figure 1 Address pools configuration on the BNGs

Figure 1 illustrates address pool configuration for BNGs. Each BNG
requires configuration with several 1Pv4 and | Pv6 address pool s used
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for allocation to subscribers. Those address pools are configured
through an APl froma centralized Address Managenent Server. Typica
exanpl es include 1 Pv4 and | Pv6 address pool configuration. The
centralized managenent approach is very crucial for dynamically

service creation that concerned Virtual BNGs
The second use case for address pool configuration is for |Pv6
nmgration. |Pv6 transition mechanisnms (e.g. DS-Lite, |wiover6, etc.)

need to be configured with address pools to be used as transl ated
rout abl e addresses. Wen high availability features, e.g. active-
active/active-standby failover mechanism are used, different address
pools may need to be configured on each transition instance. This
will further increase the nunber of address pools that need to be
confi gured.

e e e o +
[ Addr ess [
| Managenent |
[ Server [
T +

I
| Configuration:

[ | Pv4 address pools
| Port-set quota

I

| CGN | 30 T T e ’ - [
o e oo o +l ‘ LA ’
/ "\ / \
Ty +/ B +/ \
| DS-Lite || Metro |l BR || Core
et
o +| Net wor k | [ Net wor k
R +\ /
\ / \ /
Figure 2 Configuring address pools on I Pv6 transition devices
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Figure 2 illustrates address configuration on the IPv6 transition

devi ces.

For exanpl e,

the DS-Lite AFTR and the CGN devi ces need both



be configured with aligned information of the | Pv4 address pool that is
used. Those address pools are configured through an APl fromcentralized
Addr ess Managenent Server.

The third use case for address pool configuration is | PAM Nowadays

in provider environnments, address managenent is inplenmented at various
levels, fromcentrally aggregated spreadsheets to application specific

dat abases/ software (1 PAM. Many | PAM software packages inpl enent

RESTful APIs so that organizations that enploy nodern operational nethods

i ke DevOps can use and expand | PAM for their needs, while at the same tine
establishing a centralized database to administer their | P address resources.
O ten such systenms need to be integrated with provisioning systens for domain
nane resol ution functions.

I +
| Management |
| System |
| e.g., openstack]|
| , OSS, NWVS. |
. +

Confi guration:

| P address

I

I

| Address allocation policy
[ e.g., static address

I

T \mmmmm e eea e +

I I

| | PAM |

F------ R [------ +

I I

e \--moas + H--mnn \--moas +
DHCP [ [ DNS [

[ SERVER [ [ Server [

R T + o +

Figure 3 Address configuration APl of |PAM

Figure 3 illustrates one possible approach of a general address
configurati on nodel where an network managenent systemof OSS is
triggering the PAMtool to performconfiguration actions on network

el ements. A managenent system |like an instance of OpenStack, of OSS, NMS,
coul d configure address and address allocation policy through API.

Typical policy exanple is specific static |IP address allocate to

speci fic host.
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em

in Figure 3, in the CMIS case, operations support system(GSS) or control syst

defines the address allocation policy, deploys resources to the CMIS
devi ce through an open, progranmmable interface. Then the CM woul d get
its individually customi zed | P address and DHCP options fromthe

desi gnat ed address managenent sub-systemin the CMIS.

In the Network Function Virtualization Infrastructure(NFVI) case, the
Managenment System (e.g., OpenStack) designs the address all ocation
policy, deploys it to the | PAMtool through an open, programabl e
interface. Then the VM could get customi zed | P address from | PAM t ool .

In SDN network scenario, two host communi cate pass through a SDN net work.



The Managenent Systen(SDN controller) get the I P address of the two

i nter-conmuni cati on hosts from address nmanagenent systemthrough an
open, progranmable interface, then the SDN controller could design an
optim zed forwarding path, and deploy it into forwarding plane.

Anot her comon nodel is that the MNS/ GSS and | PAM per form address managenent
on different levels of granularity. The overall authoritative ownership of

all address resources lies with the | PAM and the resources available in
there are subject to a formally regul ated assi gnnent process (e.g. ARIN, Rl PE

etc.). FromIPAM bl ocks of addresses can be requested according to inherentl

defined | P Address assignnent policy. Requests are made by or on behalf of IP

address consuning entities, typically by provisioning internmediaries |ike MS
, CSS. These systens may further break down the resource according to applicati
on

specific substructures (e.g. DNS, DHCPv4, DHCPv6, OpenStack, ...) and sub-del
egate

t hem as needed.

R TR + 1P resource R R +
| | Request [ [
| 1 PAM R + Management |
| - Resources | | System |
[ - Policies +----------------- >+ e.g. 0SS, NV5 |
| | Configuration: | |
S R + | P address object +------- R +

| Configuration:

| | P address object

| Entity address Mbdel

[ e.g. DNS A record

| DHCP | Pv6 prefix
| OpenSt ack public

| Pv4/ 24
e S +
I I I
I I I
I I I
I I I
Fom e \ - - - - + Fom e \ - - - - + Feom - \ - - - +
| OpenStack | | DHCP | | DNS |
| Orchestrator| [ SERVER [ [ Server [
. + . + S +
Fi gure 4 Address configuration APl of |PAM
Figure 4 illustrates such a case where the address resources and nanagenent

policy is represented in the | PAMtool, and the managenent systemrelies
on an APl to the IPAM systemto offer the proper set of resources upon
request based on an | PAMinherently defined and managed assi gnnent policy.
Al'l consuning entities, such as the managenent system and the resource
consuming target entities, like an instance of OpenStack, OSS, NMVS, are
configured with addresses as per an entity specific allocation nodel

t hrough API .

An exanples in the CMIS case could be the depl oynent of a new access router

i nstance whi ch requires new addresses for the expected new users be avail abl e

for themto connect. Such addresses need to be deployed in the respective DHC
Pv4

and DHCPv6 entities. To achieve that, the MNS woul d request resources fromlIP
AM

and assigns the specific /48 address pool to a specific DHCPv6 instance, as w
el l

as adding a specific set of 1Pv4d /24 in a DHCPv4 instance.



As exanple for a Network Function Virtualization Infrastructure (NFVI) case c
OU|ge, that at the sane tine the NVS may need to query for a snmall set of intern
o I P resources for a newy to be | aunched set of additional rmachines to scale
P the VO P service for these new additional access users. NM5 goes out to requ
eStthese resources fromI|IPAM adds themto the resources that the OpenStack O ch
eit{gtg&are of and triggers creation of the newy required VMs and virtual netwo
rks.

The SDN case, the NWNS would instruct the OpenStack Orchestrator to setup the
entities and provide the pool of require |IP address endpoints respective

5. Requirements

Based on the anal ysis above, sone requirenents for |P address
managenent can be highlighted as foll ow ng:

1) An integrated, centralized | P address managenent is desirable as it offers

an aggregated view on all stages of the life cycle of I P address resources, f
rom

sel ection, allocation, assignment to reclaiming theminto to free resources

in an optinized and efficient way.

2) The approach needs to be much nore dynamic and act on a nuch finer granula
rity

than in the past, since address consunption in each device is changing over t
i me,

and resource usage can dynam cally change over tine based on actual user, ser
vi ce,

traffic or session volume. A fast return of unused resources for reassignnent

is

of high val ue.

3) I P address resource assignnment policies have to be adaptable to a broad va
riety

of usage scenarios and nmultiple types of network entities - physical and virt
ual .

Exanpl es are various types of network |P equiprment, i.e., BNG VBNG CG\, FW
etc,

which all need to be supported wth resources - directly or indirectly - thr
ough

the sane | P address nmanagenment server

4) | P address managenment needs to be cable of handling | Pv4 and | Pv6 resource
Sa

i ncludi ng sub-netting, and prefixes in any valid configurable prefix |ength.

Al'l well defined and RFC covered address types shoul d be adm ni strabl e.

5) Overl appi ng pools of private addresses nust be supported.

It should be pointed out that the | P address management server SHALL neet

addi tional requirenents of high reliability, availability, security and perfo
rmance,

according to best practices for mssion critical infrastructure, but these a
spects are

consi ders out of scope of this docunent.
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6. Related | ETF work



10.

TBD

Security Considerations

TBD.

| ANA Consi der ati ons

No I ANA action is needed for this docunent.
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