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1. Introduction

Thi s docunent defines a new D aneter overl oad control abatenent
al gorithm

The base Dianeter overload specification [ RFC7683] defines the |oss
algorithmas the default Di ameter overload abatenment algorithm The
|l oss algorithmallows a reporting node to instruct a reacting node to
reduce the anount of traffic sent to the reporting node by abating
(diverting or throttling) a percentage of requests sent to the
server. Wile this can effectively decrease the | oad handl ed by the
server, it does not directly address cases where the rate of arriva
of service requests increases quickly. |If the service requests that
result in Diameter transactions increase quickly then the |oss

al gorithm cannot guarantee the | oad presented to the server remains
bel ow a specific rate level. The loss algorithmcan be slowto
protect the stability of reporting nodes when subjected with rapidly
changi ng | oads.

Consi der the case where a reacting node is handling 100 service
requests per second, where each of these service requests results in
one Dianeter transaction being sent to a reporting node. |If the
reporting node is approaching an overload state, or is already in an
overload state, it will send a Dianeter overload report requesting a
percentage reduction in traffic sent. Assume for this discussion
that the reporting node requests a 10%reduction. The reacting node
will then abate (diverting or throttling) ten Dianeter transactions a
second, sending the renmaining 90 transactions per second to the
reporting node.

Now assune that the reacting node’s service requests spikes to 1000
requests per second. The reacting node will continue to honor the
reporting node’s request for a 10%reduction in traffic. This
results, in this exanple, in the reacting node sendi ng 900 Di aneter
transacti ons per second, abating the remaining 100 transactions per
second. This spike in traffic is significantly higher than the
reporting node is expecting to handle and can result in negative
inmpacts to the stability of the reporting node.

The reporting node can, and likely would, send another overl oad
report requesting that the reacting node abate 91% of requests to get
back to the desired 90 transactions per second. However, once the
spi ke has abated and the reacting node handl ed service requests
returns to 100 per second, this will result in just 9 transactions
per second being sent to the reporting node, requiring a new overl oad
report setting the reduction percentage back to 10% This contro
feedback | oop has the potential to nmake the situation worse by
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causing wide fluctuations in traffic on nultiple nodes in the
D anet er networ K.

One of the benefits of a rate based algorithmis that it better
handl es spikes in traffic. Instead of sending a request to reduce
traffic by a percentage, the rate approach allows the reporting node
to specify the maxi num nunber of Dianeter requests per second that
can be sent to the reporting node. For instance, in this exanple,
the reporting node could send a rate-based request specifying the
maxi mum transacti ons per second to be 90. The reacting node will
send the 90 regardl ess of whether it is receiving 100 or 1000 service
requests per second.

Thi s docunment extends the base DA C solution [ RFC7683] to add support
for the rate based overl oad abatement al gorithm

Thi s docunment draws heavily on work in the SIP Overload Contro
wor ki ng group. The definition of the rate abatenment algorithmis
copi ed al nost verbatimfromthe SOC docunent [RFC7415], with changes
focused on naking the wordi ng consistent with the DO C sol ution and
the Di aneter protocol

2. Term nol ogy and Abbreviations
Di anet er Node

A RFC6733 Dianeter Cient, RFC6733 Di aneter Server, or RFC6733
D anet er Agent.

Di amet er Endpoi nt
An RFC6733 Dianeter Client or RFC6733 D aneter Server.
DA C Node

A Di aneter Node that supports the DO C solution defined in
[ RFC7683] .

Reporting Node
A DO C Node that sends a DO C overl oad report.
Reacti ng Node

A DO C Node that receives and acts on a DO C overl oad report.
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3.

Interaction with DO C report types

As of the publication of this specification there are two DO C report
types defined with the specification of a third in progress:

1. Host - Overload of a specific D aneter Application at a specific
Di anmeter Node as defined in [ RFC7683].

2. Realm- Overload of a specific Dianeter Application at a specific
D aneter Real mas defined in [ RFC7683].

3. Peer - Overload of a specific Diameter peer as defined in
[I-D.ietf-di ne-agent-overl oad].

The rate al gorithm MAY be sel ected by reporting nodes for any of
t hese report types.

It is expected that all report types defined in the future will
i ndi cate whether or not the rate algorithmcan be used with that
report type.

Capabi l ity Announcenent

This extension defines the rate abatenent algorithm (referred to as
rate in this docunent) feature. Support for the rate feature will be
reflected by use of a new value, as defined in Section 6.1.1, in the
OC- Feat ure- Vector AVP per the rules defined in [ RFC7683].

Not e that Di aneter nodes that support the rate feature will, by
definition, support both the loss and rate based abat enent
algorithms. DO C reacting nodes SHOULD i ndi cate support for both the
Il oss and rate algorithms in the OC Feature-Vector AVP.

There nay be local policy reasons that cause a DA C node that
supports the rate abatenment algorithmto not include it in the OC
Feature-Vector. All reacting nodes, however, mnust continue to
include loss in the OC- Feature-Vector in order to remain conpliant
wi th [ RFC7683] .

A reporting node MAY sel ect one abatenent algorithmto apply to host
and realmreports and a different algorithmto apply to peer reports.

For host or realmreports the selected algorithmis reflected in
the OC-Feature-Vector AVP sent as part of the OC Supported-

Feat ures AVP included in answer messages for transaction where the
request contai ned an OC- Supported-Features AVP. This is per the
procedures defined in [ RFC7683].
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For peer reports the selected algorithmis reflected in the OC
Peer- Al go AVP sent as part of the OC Supported- Features AVP

i ncl uded answer nessages for transactions where the request
contai ned an OC- Supported-Features AVP. This is per the
procedures defined in [I-D.ietf-dinme-agent-overl oad].

Editor’s Node: The peer report specification is still under
devel opment and, as such, the above paragraph is subject to
change.

5. Overload Report Handling

This section describes any changes to the behavior defined in
[ RFC7683] for handling of overload reports when the rate overl oad
abatenment algorithmis used.

5.1. Reporting Node Overload Control State

A reporting node that uses the rate abatenent al gorithm SHOULD
mai ntain reporting node Overload Control State (OCS) for each
reacting node to which it sends a rate Overload Report (OLR).

This is different fromthe behavior defined in [ RFC7683] where a
singl e | oss percentage sent to all reacting nodes.

A reporting node SHOULD maintain OCS entries when using the rate
abat ement al gorithm per supported Di aneter application, per targeted
reacti ng node and per report type.

Arate OCS entry is identified by the tuple of Application-ld, report
type and Dianeterldentity of the target of the rate OLR

A reporting node that supports the rate abatenent al gorithm MJST
include the rate of its abatenment algorithmin the OC Maxi num Rate
AVP when sending a rate OLR

Al'l other elenments for the OCS defined in [ RFC7683] and
[I-D.ietf-di ne-agent-overload] also apply to the reporting nodes OCS
when using the rate abatement al gorithm

5.2. Reacting Node Overload Control State
A reacting node that supports the rate abatenment al gorithm MJST
indicate rate as the selected abatenent algorithmin the reacting
node OCS when receiving a rate OLR

A reacting node that supports the rate abatenent al gorithm MJST
include the rate specified in the OC Maxi mum Rate AVP included in the
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OC-OLR AVP as an el enent of the abatenent al gorithm specific portion
of reacting node CCS entries.

Al'l other elenents for the OCS defined in [ RFC7683] and
[I-D.ietf-dine-agent-overload] also apply to the reporti ng nodes OCS
when using the rate abatenent al gorithm

5.3. Reporting Node Mintenance of Overload Control State

A reporting node that has selected the rate overl oad abat enent
al gorithm and enters an overload condition MIST indicate rate as the
abatement algorithmin the resulting reporting node CCS entries.

A reporting node that has selected the rate abatenent al gorithm and
enters an overload condition MIST indicate the selected rate in the
resulting reporting node OCS entries.

When selecting the rate algorithmin the response to a request that
cont ai ned an OC- Supporting-Features AVP with an OC- Feature-Vector AVP
i ndi cating support for the rate feature, a reporting node MJST ensure
that a reporting node OCS entry exists for the target of the overl oad
report. The target is defined as follows:

0 For Host reports the target is the Dianmeterldentity contained in
the Origin-Host AVP received in the request.

0 For Realmreports the target is the Dianeterldentity contained in
the Oigin-Real mAVP received in the request.

0 For Peer reports the target is the Dianeterldentity of the
Di anmeter Peer from which the request was received.

5.4. Reacting Node Mintenance of Overload Control State

When recei ving an answer nessage indicating that the reporting node
has selected the rate algorithm a reacting node MJUST indicate the
rate abatement algorithmin the reacting node CCS entry for the
reporting node.

A reacting node receiving an overload report for the rate abatenent
al gorithm MJUST save the rate received in the OC Maxi num Rate AVP
contained in the OC-OLR AVP in the reacting node CCS entry.

5.5. Reporting Node Behavior for Rate Abatement Al gorithm
Wien in an overload condition with rate selected as the overl oad

abat enent al gorithm and when handling a request that contained an OC
Supported- Features AVP that indicated support for the rate abatenent
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5.

6.

6.

6.

algorithm a reporting node SHOULD i nclude an OC-CLR AVP for the rate
al gorithmusing the paranmeters stored in the reporting node COCS for
the target of the overload report.

When sending an overload report for the rate algorithm the OC
Maxi mum Rat e AVP MUST be included and the OC-Reducti on- Percentage AVP
MUST NOT be incl uded.

6. Reacting Node Behavior for Rate Abatenent Al gorithm

When determining if abatenment treatnment should be applied to a
request being sent to a reporting node that has selected the rate
over| oad abatenent algorithm the reacting node MAY use the algorithm
detailed in Section 7.

Note: Other algorithnms for controlling the rate can be i npl enented
by the reacting node as long as they result in the correct rate of
traffic being sent to the reporting node.

Once a deternination is made by the reacting node that an individual
D anmeter request is to be subjected to abatenent treatnent then the
procedures for throttling and diversion defined in [ RFC7683] and
[I-D.ietf-dine-agent-overload] apply.

Rat e Abatenment Al gorithm AVPs
1. OC- Supported-Features AVP

The rate al gorithm does not add any new AVPs to the OC- Support ed-
Feat ures AVP.

The rate algorithmdoes add a new feature bit to be carried in the
OC- Feat ur e- Vect or AVP.

1.1. OC-Feature-Vector AVP

This extension adds the followi ng capabilities to the OC-Feature-
Vect or AVP.

OLR_RATE_ALGCRI THM ( 0x0000000000000004)
When this flag is set by the overload control endpoint it

i ndi cates that the DO C Node supports the rate overload control
al gorithm
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6.2. OCCLR AVP

Thi s extension defines the OC Maxi num Rate AVP to be an optional part
of the OC-CLR AVP.

OC-OLR ::= < AVP Header: TBD2 >
OC- Sequence- Nunber >
OC- Report-Type >
OC- Reduct i on- Per cent age ]
OC-Validity-Duration ]
Sour cel D ]
OC- Maxi mum Rat e ]
AVP ]

*

—r———— A A A

Thi s extension nakes no changes to the other AVPs that are part of
the OC- QLR AVP.

Thi s extension does not define new overload report types. The

exi sting report types of host and real mdefined in [ RFC7683] apply to
the rate control algorithm The peer report type defined in
[I-D.ietf-dime-agent-overload] also applies to the rate control

al gorithm

6.2.1. OC Maxi num Rate AVP
The OC- Maxi num Rate AVP (AVP code TBDl) is of type Unsigned32 and
describes the maximumrate that the sender is requested to send
traffic. This is specified in terns of requests per second.

A value of zero indicates that no traffic is to be sent.

6.3. Attribute Value Pair flag rules

TR +
| AVP flag |
| rul es |
B

AVP  Section [ | MUST]|

Attribute Name Code Defined Value Type | MUST| NOT|

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo B
| OC- Maxi num Rat e TBD1 6.2 Unsi gned32 [ | V|
e Fomm - - -+
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7. Rate Based Abatenent Al gorithm

This section is pulled from[RFC7415], with mnor changes needed to
make it apply to the Dianeter protocol

7.1. Overview

The reporting node is the one protected by the overload contro
al gorithm defined here. The reacting node is the one that abates
traffic towards the server

Fol I owi ng the procedures defined in [draft-ietf-di me-doic], the
reacti ng node and reporting node signal one another support for rate-
based overl oad control

Then periodically, the reporting node relies on internal nmeasurenents
(e.g. CPU utilization or queuing delay) to evaluate its overl oad
state and estimate a target maxi nrum Di ameter request rate in numnber
of requests per second (as opposed to target percent reduction in the
case of | oss-based abatenent).

When in an overl oaded state, the reporting node uses the OC- OLR AVP
to informreacting nodes of its overload state and of the target
Di anet er request rate.

Upon receiving the overload report with a target maxi nrum Di aneter
request rate, each reacting node applies abatenent treatnment for new
D aneter requests towards the reporting node.

7.2. Reporting Node Behavi or

The actual algorithmused by the reporting node to deternmine its
overload state and estimate a target maxi mnum Di aneter request rate is
beyond the scope of this docunent.

However, the reporting node MJST periodically evaluate its overl oad
state and estimate a target Dianmeter request rate beyond which it
woul d becone overl oaded. The reporting node nust allocate a portion
of the target Di aneter request rate to each of its reacting nodes.
The reporting node nay set the sane rate for every reacting node, or
may set different rates for different reacting node.

The maxi numrate deternined by the reporting node for a reacting node
applies to the entire stream of Di aneter requests, even though
abatement may only affect a particul ar subset of the requests, since
the reacting node might apply priority as part of its decision of

whi ch requests to abate.

Donovan & Noel Expi res August 20, 2017 [ Page 10]



Internet-Draft D aneter Overload Rate Control February 2017

When setting the maxinumrate for a particul ar reacting node, the
reporting node may need take into account the workload (e.g. CPU

| oad per request) of the distribution of nessage types fromt hat
reacting node. Furthernore, because the reacting node may prioritize
the specific types of nmessages it sends while under overl oad
restriction, this distribution of message types may be different from
the message distribution for that reacting node under non-overl oad
conditions (e.g., either higher or |ower CPU | oad).

Note that the AVP for the rate algorithmis an upper bound (in
request nessages per second) on the traffic sent by the reacting node
to the reporting node. The reacting node may send traffic at a rate
significantly | ower than the upper bound, for a variety of reasons.

In other words, when nultiple reacting nodes are being controlled by
an overl oaded reporting node, at any given tine sone reacting nodes
may receive requests at a rate below its target maxi nrum Di aneter
request rate while others above that target rate. But the resulting
request rate presented to the overl oaded reporting node will converge
towards the target D aneter request rate.

Upon detection of overload, and the determi nation to invoke overl oad
controls, the reporting node MJST follow the specifications in
[RFC7683] to notify its clients of the allocated target maxinmm

Di ameter request rate and to notify themthat the rate overl oad
abatenment is in effect.

The reporting node MIUST use the OC- Maxi num Rate AVP defined in this
specification to communi cate a target naxi nrum Di aneter request rate
to each of its clients.

7.3. Reacting Node Behavi or
7.3.1. Default Al gorithm

In deternining whether or not to transnit a specific nmessage, the
reacti ng node can use any algorithmthat limts the message rate to
the OC- Maxi num Rate AVP value in units of nessages per second. For
ease of discussion, we define T = 1/[ OC- Maxi nrum Rate] as the target
inter-Di aneter request interval. It nmay be strictly determnistic,
or it may be probabilistic. It my, or may not, have a tol erance
factor, to allow for short bursts, as long as the long termrate
remai ns bel ow 1/T.

The al gorithm may have provisions for prioritizing traffic.

If the algorithmrequires other paraneters (in addition to "T", which
is 1/ OC Maxi mnum Rate), they nay be set autononously by the reacting
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node, or they may be negoti ated i ndependently between reacting node
and reporting node.

In either case, the coordination is out of scope for this docunent.
The default algorithns presented here (one with and one wi t hout
provisions for prioritizing traffic) are only exanpl es.

To apply abatenent treatnent to new Di aneter requests at the rate
specified in the OC Maxi num Rate AVP val ue sent by the reporting node
to its reacting nodes, the reacting node MAY use the proposed default
algorithm for rate-based control or any other equivalent algorithm
that forward nessages in conformance with the upper bound of 1/T
nmessages per second.

The default Leaky Bucket algorithm presented here is based on [ITU-T
Rec. 1.371] Appendix A 2. The algorithmnmakes it possible for
reacting nodes to deliver D aneter requests at a rate specified in
the OC-Maxi num Rate value with tol erance paraneter TAU (preferably
configurabl e).

Conceptual |y, the Leaky Bucket algorithmcan be viewed as a finite
capacity bucket whose real -val ued content drains out at a continuous
rate of 1 unit of content per tinme unit and whose content increases
by the increment T for each forwarded Di aneter request. T is
computed as the inverse of the rate specified in the OC Maxi mum Rate
AVP value, nanely T = 1 / OC Maxi mum Rat e.

Not e that when the OC-Maxi num Rate value is 0 with a non-zero OC
Validity-Duration, then the reacting node should apply abatenent
treatment to 100% of Di aneter requests destined to the overl oaded
reporting node. However, when the OC-Validity-Duration value is O,
the reacting node should stop applying abatenent treatnent.

If, at a new Dianeter request arrival, the content of the bucket is
| ess than or equal to the Iinmt value TAU, then the D aneter request
is forwarded to the server; otherw se, the abatenent treatnent is
applied to the Dianmeter request.

Note that the capacity of the bucket (the upper bound of the counter)
is (T + TAU).

The tol erance paranmeter TAU determ nes how close the long-term
admtted rate is to an ideal control that would adnit all Dianeter
requests for arrival rates less than 1/ T and then adnit Di aneter
requests precisely at the rate of 1/T for arrival rates above 1/T.
In particular at nean arrival rates close to 1/T, it determ nes the
tolerance to deviation of the inter-arrival tinme fromT (the |arger
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TAU the nore tolerance to deviations fromthe inter-departure
interval T).

This deviation fromthe inter-departure interval influences the
admtted rate burstyness, or the nunber of consecutive Di aneter
requests forwarded to the reporting node (burst size proportional to
TAU over the difference between 1/T and the arrival rate).

In situations where reacting nodes are configured with sone know edge
about the reporting node (e.g., operator pre-provisioning), it can be
beneficial to choose a value of TAU based on how nany reacting nodes
will be sending requests to the reporting node.

Reporting nodes with a very |large nunber of reacting nodes, each with
arelatively small arrival rate, will generally benefit froma

smal ler value for TAU in order to limt queuing (and hence response
tinmes) at the reporting node when subjected to a sudden surge of
traffic fromall reacting nodes. Conversely, a reporting node with a
relatively small nunber of reacting nodes, each with proportionally

| arger arrival rate, will benefit froma |arger value of TAU

Once the control has been activated, at the arrival tine of the k-th
new Di aneter request, ta(k), the content of the bucket is
provisionally updated to the val ue

X = X - (ta(k) - LCT)

where X is the value of the | eaky bucket counter after arrival of the
| ast forwarded Di aneter request, and LCT is the tinme at which the
| ast Di ameter request was forwarded.

If X is less than or equal to the limt value TAU, then the new

D aneter request is forwarded and the | eaky bucket counter X is set
to X (or to O if X is negative) plus the increnent T, and LCT is
set to the current tinme ta(k). If X is greater than the limt value
TAU, then the abatenent treatnent is applied to the new D aneter
request and the values of X and LCT are unchanged.

When the first response fromthe reporting node has been received

i ndicating control activation (OCValidity-Duration>0), LCT is set to
the tine of activation, and the | eaky bucket counter is initialized
to the paraneter TAU (preferably configurable) which is 0 or |arger
but less than or equal to TAU.

TAU can assume any positive real nunber value and is not necessarily
bounded by T.
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TAU=4*T is a reasonabl e conproni se between burst size and abat enent
rate adaptation at |ow offered rate.

Note that specification of a value for TAU, and any communi cation or
coordi nati on between servers, is beyond the scope of this docunent.

A reference algorithmis shown bel ow.

No priority case:

[l T. inter-transm ssion interval, set to 1 / OC Maxi num Rate
/1 TAU. tol erance paraneter

/[l ta: arrival time of the nbst recent arrival
/1 LCT: arrival time of last SIP request that was sent to the server

/1 (initialized to the first arrival tine)
/1 X: current value of the | eaky bucket counter (initialized to
/11 TAUO)

/1 After nmpost recent arrival, calculate auxiliary variable Xp
Xp = X - (ta - LCT);

if (Xp <= TAU) {
/[l Transmt SIP request
/1 Update X and LCT
X =mx (0, Xp) + T;
LCT = ta;
} else {
/'l Reject SIP request
/1 Do not update X and LCT

}

7.3.2. Priority Treatnent

The reacting node is responsible for applying nessage priority and
for maintaining two categories of requests: Request candi dates for
reduction, requests not subject to reduction (except under

ext enuating circunstances when there aren’t any nessages in the first
category that can be reduced).

Accordingly, the proposed Leaky bucket inplenentation is nodified to
support priority using two thresholds for Dianeter requests in the
set of request candidates for reduction. Wth two priorities, the
proposed Leaky bucket requires two thresholds TAUlL < TAUZ2:

0o Al new requests would be adnmitted when the | eaky bucket counter
is at or bel ow TAUL,
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0 Only higher priority requests would be adnmitted when the |eaky
bucket counter is between TAUl and TAUZ,

0o Al requests would be rejected when the bucket counter is above
TAL2.

This can be generalized to n priorities using n thresholds for n>2 in
t he obvi ous way.

Wth a priority schene that relies on two tol erance paraneters (TAU2
i nfluences the priority traffic, TAUL influences the non-priority
traffic), always set TAUL <= TAU2 (TAU is replaced by TAUL and TAU2).
Setting both tol erance paraneters to the sane value is equivalent to
having no priority. TAUl influences the adnmtted rate the same way
as TAU does when no priority is set. And the larger the difference
bet ween TAUl1 and TAU2, the closer the control is to strict priority
queui ng.

TAUL and TAU2 can assune any positive real nunber value and is not
necessarily bounded by T.

Reasonabl e val ues for TAUO, TAUl & TAU2 are:

o TAUWUO 0,

o TAU

1/2 * TAU2, and

o TAU2 = 10 * T.

Note that specification of a value for TAUl and TAU2, and any

conmuni cation or coordination between servers, is beyond the scope of
this docunent.

A reference algorithmis shown bel ow.

Priority case
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/1 T: inter-transm ssion interval, set to 1/ OC Maxi num Rate

/1 TAUL: tol erance paraneter of no priority Di aneter requests

/1 TAU2: tolerance paraneter of priority Dianmeter requests

// ta: arrival tine of the npst recent arriva

[l LCT: arrival tinme of l|ast Dianeter request that was sent to the server
11 (initialized to the first arrival tine)

/1 X: current value of the | eaky bucket counter (initialized to

11 TAUO)

/1 After nost recent arrival, calculate auxiliary variable Xp
Xp = X - (ta - LCT);

i f (AnyRequest Recei ved & & Xp <= TAUl) || (PriorityRequestReceived &&
Xp <= TAUZ && Xp > TAUL) {

/1 Transmt Dianeter request

/1 Update X and LCT

X =nmx (0, Xp) + T;

LCT = ta;
} else {

/1l Apply abatenment treatnent to Di ameter request

/1 Do not update X and LCT

}

7.3.3. Optional Enhancement: Avoi dance of Resonance

As the nunber of reacting node sources of traffic increases and the

t hroughput of the reporting node decreases, the maxinumrate adnmtted
by each reacting node needs to decrease, and therefore the value of T
becones | arger. Under sone circunstances, e.g. if the traffic arises
very qui ckly sinmultaneously at many sources, the occupanci es of each
bucket can becone synchroni zed, resulting in the adm ssions from each
source being close in time and batched or very ’'peaky’ arrivals at
the reporting node, which not only gives rise to control instability,
but al so very poor del ays and even | ost nessages. An appropriate
termfor this is 'resonance’ [Erramilli].

If the network topol ogy is such that resonance can occur, then a
simple way to avoid resonance is to random ze the bucket occupancy at
two appropriate points -- at the activation of control and whenever
the bucket enpties -- as described bel ow.

After updating the value of the | eaky bucket to X', generate a val ue
u as foll ows:

if X >0, then u=0

else if X <=0, then let u be set to a randomvalue uniformy
di stributed between -1/2 and +1/2
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Then (only) if the arrival is admitted, increase the bucket by an
anount T + uT, which will therefore be just T if the bucket hadn’t
enptied, or lie between T/2 and 3T/2 if it had.

Thi s randoni zati on shoul d al so be done when control is activated,

i.e. instead of sinply initializing the | eaky bucket counter to TAUO,
initialize it to TAUO + uT, where u is uniformy distributed as
above. Since activation would have been a result of response to a
request sent by the reacting node, the second termin this expression
can be interpreted as being the bucket increnment follow ng that

adm ssi on.

This method has the follow ng characteristics:

o If TAUW is chosen to be equal to TAU and all sources activate
control at the sane tine due to an extrenely high request rate,
then the tine until the first request adnmtted by each reacting
node woul d be uniformy distributed over [0, T];

o The maxi mum occupancy is TAU + (3/2)T, rather than TAU + T wi t hout
randoni zati on;

o For the special case of ’'classic gapping where TAU=0, then the
mnimumtine between adnmissions is uniformy distributed over
[T/2, 3T/2], and the mean tine between adm ssions is the sane,
i.e. T+1/R where Ris the request arrival rate.

o At high load random zation rarely occurs, so there is no | oss of
precision of the adnitted rate, even though the randonized
"phasing’ of the buckets renuins.

8. | ANA Consi deration
8.1. AVP codes

New AVPs defined by this specification are listed in Section 6. Al

AVP codes are allocated fromthe 'Authentication, Authorization, and

Accounting (AAA) Paraneters’ AVP Codes registry.

8.2. Newregistries
There are no new | ANA regi stries introduced by this docunent.

9. Security Considerations

The rate overl oad abatenent nmechanismis an extension to the base
D anmeter overload nechanism As such, all of the security
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considerations outlined in [ RFC7683] apply to the rate overl oad
abat ement nechani sm
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