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Abst ract

RFC7068 describes requirements for Overload Control in Diameter.

This includes a requirenent to allow D aneter nodes to send "Il oad"

i nformati on, even when the node is not overloaded. RFC7683 (Di aneter
Overload Information Conveyance (DO C)) sol ution describes a
mechani sm neeting nost of the requirenents, but does not currently
include the ability to send load information. This docunent defines
a mechani sm for conveying of Dianeter |oad information
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1. Introduction

[ RFC7068] describes requirenents for Overload Control in Dianeter

[ RFC6733]. The DI ME working group has finished the D aneter Overl oad
I nformati on Conveyance (DO C) nechani sm[RFC7683]. As currently
specified, DOC fulfills some, but not all, of the requirenents.

In particular, DO C does not fulfill Req 23 and Req 24:

REQ 23: The solution MJST provide sufficient information to enable
a | oad- bal anci ng node to divert nessages that are rejected or
otherwi se throttled by an overl oaded upstream node to ot her
upstream nodes that are the nmost likely to have sufficient
capacity to process them

REQ 24: The solution MJST provide a nechanismfor indicating |oad

| evel s, even when not in an overload condition, to assist nodes in

maki ng deci sions to prevent overload conditions fromoccurring.
There are several other requirenents in [ RFC7068] that nention both
overload and load information that are only partially fulfilled by
DA C.
The DI ME working group explicitly chose not to fulfill these
requirenents in DO C due to several reasons. A principal reason was
that the working group did not agree on a general approach for
conveying load information. It chose to progress the rest of DO C,
and deferred load informati on conveyance to a DO C extension or a
separ at e nechani sm

Thi s docunent defines a nechani smthat addresses the | oad-rel ated
requirenents from RFC 7068.

2. Term nol ogy and Abbreviations
AVP
Attribute Value Pair
DA C
D anmeter Overload Information Conveyance ([ RFC7683])
Load

The rel ative usage of the Di aneter nessage processing capacity of
a Dianeter node. A lowload level indicates that the D aneter
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4.

4.

node is under utilized. A high load |level indicates that the node
is closer to being fully utilized.

O fered Load

The actual traffic sent to the reporting node after overl oad
abat ement and routing decisions are nade.

Reporting Node

Reporting Node: A Dianeter node that generates a |oad report.
Reacti ng Node

Reacting Node: A Dianeter node that acts upon a | oad report.
Routing I nfornmation

Routing Information referred to in this docunent can include the
Routing and Peer tables defined in RFC 6733. It can al so include
other inplenentation specific tables used to store |oad
information. This docunent does not define the structure of such
t abl es.

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

RFC 2119 [RFC2119] interpretati on does not apply for the above listed
words when they are not used in all-caps fornmat.

Backgr ound
1. Differences between Load and Overl oad i nformation

Previ ous di scussions of how to solve the load-related requirenments in
[ RFC7068] have shown that people did not have an agreed-upon concept
of how "load" information differs from"overload" information. Wile
the two concepts are highly interrelated, there are two prinary
differences. First, a Dianeter node always has a | oad. At any given
time that load may be effectively zero, effectively fully | oaded, or
somewhere in between. |In contrast, overload is an exceptiona
condition. A node only has overload information when it is in an
overl oaded state. Furthernore, the rel ationship between a node’'s

| oad | evel and overload state at any given tine nmay be vague. For
exanpl e, a node may nornmally operate at a "fully | oaded" |evel, but
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still not be considered overl oaded. Another node nmay declare itself
to be "overl oaded" even though it mght not be fully "Il oaded"

Second, Overload information, in the formof a DO C Overl oad Report
(OLR) [RFC7683] indicates an explicit request for action on the part
of the reacting node. That is, the OLR requests that the reacting

node reduces the offered load -- the actual traffic sent to the
reporting node after overl oad abatenment and routing decisions are
made -- by an indicated anount (by default), or as prescribed by the

sel ected abatenent algorithm Effectively, DO C provides a contract
bet ween the reporting node and the reacting node.

In contrast, load is informational. That is, |oad information can be
considered a hint to the recipient node. That node rmay use the | oad
informati on for | oad bal anci ng purposes, as an input to certain

overl oad abatenent techni ques, to nake inferences about the

i kelihood that the sending node becones overloaded in the i mediate
future, or for other purposes.

None of this prevents a Diameter node from deciding to reduce the
offered | oad based on |load infornmation. The fundanental difference
is that an overload report requires the reduction of offered | oad.
It is also reasonable for a D aneter node to decide to increase the
of fered | oad based on | oad i nfornation.

4. 2. How i s Load I nformation Used?

[ RFC7068] contenplates two primary uses for load information. Req 23
di scusses how | oad i nformati on m ght be used when performng

di version as an overl oad abatenent techni que, as described in

[ RFC7683]. When a reacting node diverts traffic away from an

overl oaded node, it needs load information for the other candi dates
for that traffic in order to effectively |oad bal ance the diverted

| oad between potential candidates. Qherw se, diversion has a
greater potential to drive other nodes into overl oad.

Req 24 di scusses how Di aneter |oad information mi ght be used when no
overload condition currently exists. Dianmeter nodes can use the |oad
informati on to nake decisions to try to avoid overload conditions in
the first place. Normal |oad-balancing falls into this category, but
the di aneter node can take other proactive steps as well.

If the | oaded nodes are Dianmeter servers (or clients in the case of
server-to-client transactions), both of these uses of I|oad

i nformati on should be acconplished by a Di aneter node that perforns
server selection (selection of the D aneter endpont to which the
request is to be routed for processing). Typically, server selection
is performed by a node (a client or an agent) that is an i mediate
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peer of the server. However, there are scenarios (see Appendi x A)
where a client or proxy that is not the i mediate peer to the

sel ected servers performs server selection. In this case, the client
or proxy enforces the server selection by inserting a Destination-
Host AVP

For exanple, a Dianeter node (e.g. client) can use a redirect
agent to get candidate destination host addresses. The redirect
agent mght return several destination host addresses, from which
the Di aneter node selects one. The Dianeter node can use | oad
information received fromthese hosts to nmake the sel ection

Just as load information can be used as part of server selection, it
can al so be used as input to the selection of the next-hop peer to
which a request is to be routed.

It should be noted that a D anmeter node will need to process both
Load reports and Overload reports fromthe same Di aneter node. The
reacti ng node for the Overload report always has the responsibility
to reduce the anmount of Dianeter traffic sent to the overl oaded node.
If, or how, the reacting node uses Load information to achieve this
is left as an inplenentation decision.

5. Solution Overview

The mechani sm defi ned here for the conveyance of load information is
simlar in some ways to the mechani smdefined for DOC and is
different in other ways.

As with DOC, load information is conveyed by piggy-backing the | oad
AVPs on existing Dianmeter applications.

There are two primary differences. First, there is no capability
negoti ati on process for load. The sender of the load information is
sending it with the expectation that any supporting nodes will use it
when nmaking routing decisions. |f there are no nodes that support
the Load nechanismthen the |oad information is ignored.

The second big difference between DO C and Load is visibility of the
DO C or Load information within a Diameter network. DO C infornation
is sent end-to-end resulting in the ability of all nodes in the path
of the answer nessage that carries the OC-OLR AVP to act on the

i nformation, although only one node actually conmsunmes and reacts to
the report. The DO C overload reports remain in the nessage all the
way fromthe reporting node to the node that is the target for the
answer nessage.
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For the Load nmechanismthere are two types of Load reports and only
the first one is transnmtted end-t o-end.

The first type of load report is a HOST report which contains the

| oad of the endpoint sending the answer nessage. This Load report is
carried end-to-end to enabl e any nodes that nmake server sel ection
decisions to use the |oad status of the sending endpoint as part of
the server selection decision. Unlike with DO C, nore than one node
may make use of the | oad information received.

The second type of Load report is a PEER report. This report is used
by Di aneter nodes as part of the logic to select the next-hop

D anet er node and, as such, does not have significance beyond the
peer node. Load reports of type PEER are renoved by the first
supporting Di aneter node to receive the report.

Because Load reports can traverse D aneter nodes that do not support
the Load nechanism it is necessary to include the identity of the
node to which the Load report applies as part of the Load report.
This allows for a Dianeter node to verify that a Load report applies
toits peer or if it should be ignored.

The Load report includes a value indicating relative |oad of the
sendi ng node, specified in a manner consistent with that defined for
DNS SRV [ RFC2782] .

The goal is to nmake it possible to use both the | oad val ues received
as a part of the Diameter Load nechani sm and wei ght val ues received
as a result of a DNS SRV query. As a result, the Dianeter |oad val ue
has a range of 0-65535. This value and DNS SRV wei ght val ues are
then used in a distribution algorithmsimilar to that specified in

[ RFC2782] .

The DNS SRV distribution algorithmresults in nore nmessages being
sent to a node with a higher weight value. As a result, a higher

Di anmeter |oad value indicates a LOANER | oad on the sending node. A
node that is heavily | oaded sends a | ower Dianeter |oad val ue

St at ed anot her way, a node that has zero | oad woul d have a | oad val ue
of 65535. A node that is 100% | oaded woul d have a | oad val ue of O.

The distribution algorithmused by D aneter nodes supporting the

D aneter Load nmechanismis an inplenmentation decision but it needs to
result in simlar behavior to the algorithmdescribed for the use of
wei ght val ues specified in [ RFC2782].

The method for calculating the load value included in the Load report
is also left as an inplenentation decision
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The frequency for sending of Load reports is also left as an

i mpl ement ati on deci sion. The sendi ng node m ght choose to send Load
reports in all nessages or it mght choose to only send Load reports
when the | oad val ue has changed by sone inpl enentation specific
anount. The inportant consideration is that all nodes needing the

| oad i nformati on have a sufficiently accurate view of the node’'s

| oad.

5.1. Theory of Operation

This section outlines how the D aneter Load nechanismis expected to
wor K.

For this discussion, assume the follow ng D ameter network
configuration:

<--Al---A3----S[1], S[2]...S[p]

A N
C | X
\ N

---A2---A4----9[p+1], Y[ p+2] ...9[n]

Figure 1: Exanpl e Di ameter Network

Note that in this diagram S[1], S[2] through S[p] are peers to A3.
S[ p+1], §[p+2] through S[n] are peers to Ad.

Al so assune that the request for a Dianeter transaction takes the
foll owi ng path:

Figure 2: Request Message Path

When sendi ng the answer nessage, an endpoi nt node that supports the
Di ameter Load mechani smincludes its own load information in the
answer nmessage. Because it is a Dianmeter endpoint it includes a HOST
Load report.
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Ad S[ n]
I
I

-0
-——_ >
=

Figure 3: Answer Message from §[n]

If Agent A4 supports the Load nechanismthen A4’s actions depend on
whet her A4 is responsible for doing server selection. [|f A4 is not
doi ng server selection then A4 ignores the HOST Load report. If A4
is responsi ble for doing server selection then it stores the |oad
information for S[n] in its routing information for the handling of
subsequent request nessages. In both cases A4 | eaves the HOST report
in the nessage.

Note: If A4 does not support the Load nmechanismthen it will relay
the answer nessage wi thout doing any processing on the |oad
information. In this case the load information AVPs will be

rel ayed w t hout change.

A4 then calculates its own |load information and inserts | oad
informati on AVPs of type PEER in the nessage before sending the
nmessage to Al.

C Al Ad S[ n]

I I I I

I I I

| xxXA(Load type: PEER, source: Ad4)
I

I

xXA(Load type: HOST, source: S[n])
I I

Figure 4: Answer Message from A4

If Al supports the Load nechanismthen it processes each of the Load
reports it receives separately.

For the PEER Load report, Al first deternmines if the source of the
report indicated in the Load report natches the Dianeterldentity of
the Dianeter node fromwhich the request was received. If the
identities do not match then the PEER |l oad report is discarded. |If
the identities match then Al saves the load information in its
routing information for routing of subsequent request nessages. In
both cases Al strips the PEER Load report fromthe nessage.
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For the HOST Load report, Al's actions depend on whether Al is
responsi bl e for doing server selection. If Al is not doing server

sel ection then Al ignores the HOST Load report. |If Al is responsible
for doing server selection then it stores the load information for
S[n] inits routing information for the handling of subsequent
request nmessages. |n both cases Al | eaves the HOST report in the
nmessage

Al then calculates its owm |oad information and inserts | oad
i nformati on AVPs of type PEER in the nessage before sending the
nmessage to C

C Al Al S[ n]

.

xXA( Load type: PEER, source: Al)

xxXA(Load type: HOST, source: S[n])

Figure 5: Answer Message from Al

As with Al, C processes each Load report separately.
For the PEER Load report, C follows the sanme procedure as Al for
deternmining if the Load report was received fromthe peer from which
the report was sent. Wien finding it does, C stores the |oad

i nformati on for use when making future routing deci sions.

For the HOST Load report, C saves the load information only if it is
responsi bl e for doing server selection

The Load information received by all nodes is then used for routing
of subsequent request nessages.

6. Load Mechani sm Procedures
This section defines the normati ve behaviors for the Load nechani sm
6.1. Reporting Node Behavi or

This section defines the procedures of Dianeter reporting nodes that
generate Load reports.

6.1.1. Endpoint Reporting Node Behavi or

A Di aneter endpoint that supports the D aneter Load nmechani sm MJST
include a Load report of type HOST in sufficient answer nessages to
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6

1.

ensure that all consunmers of the load information receive tinely
updat es.

The Dianeter endpoint MJST include its own Dianeterldentity in the
Sourcel D AVP included in the Load AVP

The Di aneter endpoi nt MJST include a Load-Type AVP of type HOST in
the Load AVP.

The Di aneter endpoint MJST include its load value in the Load-Val ue
AVP in the Load AVP

The LOAD val ue should be calculated in a way that reflects the
avai |l abl e | oad i ndependently of the weight of each server, in order
to accurately conpare LOAD values fromdifferent nodes. Any specific
LOAD val ue needs to identify the sane anpbunt of avail able capacity,
regardl ess the D aneter node that cal cul ates the val ue.

The nmechani smused to calculate the LOAD value that fulfills this
requirenent is an inplenentation decision

The frequency of sending Load reports is an inplenentation decision

For instance, if the only consuner of the Load reports is the
endpoi nt’ s peer then the endpoint can choose to only include a
Load report when the | oad of the endpoint has changed by a

meani ngf ul percentage. |f there are consumers of the endpoint
Load report other then the endpoint’s peer (this will be the case
i f other nodes are responsible for server selection) then the
endpoi nt m ght choose to include Load reports in all answer
messages as a way of ensuring that all nodes doing server

sel ection get accurate | oad information

2. Agent Reporting Node Behavi or
A Di aneter Agent that supports the Dianeter Load nmechani sm MJST
i nclude a PEER Load report in sufficient answer nessages to ensure

that all users of the | oad information receive tinmely updates.

The Dianeter Agent MUST include its own Dianeterldentity in the
Sourcel D AVP included in the Load AVP

The Di anmeter Agent MJST include a Load-Type AVP of type PEER in the
Load AVP.

The Dianeter Agent MUST include its |load value in the Load-Val ue AVP
in the Load AVP.
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6

2

The LOAD val ue should be calculated in a way that reflects the
avai | abl e 1 oad i ndependently of the weight of each agent, in order to
accurately conpare LOAD values fromdifferent nodes. Any specific
LOAD val ue needs to identify the sane anpbunt of avail able capacity,
regardl ess the D aneter node that cal cul ates the val ue.

The nmechani smused to calculate the LOAD value that fulfills this
requirenent is an inplenentation decision

The frequency of sending Load reports is an inplenentation decision

Note: In the case of peer Load reports it is only necessary to
i nclude Load reports when the | oad val ue has changed by somne
meani ngf ul val ue, as long as the agent ensures that all peers
receive the report. It is also acceptable to include the Load
report in every answer nessage handl ed by the D aneter Agent.

Reacti ng Node Behavi or

This section defines the behavior of D aneter nodes processing Load
reports.

A Di aneter node MUST be prepared to process Load reports of type HOST
and of type PEER, as indicated in the Load-Type AVP included in the
Load AVP received in the same answer message or frommnultiple answer
messages.

Note that the node needs to be able to handl e nmessages with no

| oad reports, nmessages with just a PEER Load report, nmessages with
just an HOST Load report and nessages with both types of Load
reports.

If the Dianeter node is not responsible for doing server selection
then it SHOULD ignore Load reports of type HOST

If the Dianeter node is responsible for doing server selection then
it SHOULD save the |oad value included in the Load-Value AVP incl uded
in the Load AVP of type HOST in its routing information

If the Dianeter node receives a Load report of type PEER then the

D anmeter node MJST deternmine if the Load report was inserted into the
answer nessage by the peer fromwhich the nessage was received. This
is achieved by conparing the Dianeterldentity associated with the
connection fromwhich the nmessage was received with the

D ameterldentity included in the SourcelD AVP in the Load report.
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6

6

3.

4.

If the Dianeter node deternines that the Load report of type PEER was
not received fromthe peer that sent or relayed the answer nessage
then the node MJST ignore the Load report.

If the Dianeter node deternines that the Load report of type PEER was
received fromthe peer that sent or relayed the answer nessage then
t he node SHOULD save the load information in its routing information.

In all cases, a Diameter Agent MJST strip all Load reports of type
PEER received i n answer nessages.

Note: This ensures that there will be precisely one Load report of
type PEER, that of the Dianeter node sending the nessage, in any
answer nessages sent by the Diameter Agent.

How a Di aneter node uses load information for making routing
decisions is an inplenentation decision. However, the distribution
al gorithm MUST result in sinilar behavior as the algorithmdescribed
for the use of weight values in [ RFC2782].

Extensibility

The Load nechani sm can be extended to include additional infornmation
in the Load reports.

Any extension may define new AVPs for use in Load reports. These new
AVPs SHOULD be defined to be extensions to the Load AVPs defined in
thi s docunent.

[ RFC6733] defined G ouped AVP extension nmechanisnms apply. This
all ows, for exanmple, defining a new feature that is mandatory to be
under st ood even when pi ggybacked on an existing application

As with any Dianeter specification, [RFC6733] requires all new AVPs
to be registered with ANA. See Section 9 for the required
procedur es.

Addi ti on and Renpval of Nodes

When a Dianeter node is added, the new node will start by advertising
its load. Downstream nodes will need to factor the new | oad
information into | oad bal anci ng deci sions. The downstream nodes can
attenpt to ensure a snooth increase of the traffic to the new node
avoi ding an i medi ate spi ke of traffic to the new node. The nethod
for handling of such a snpboth increase is inplenentation specific but
it can rely on the evolution of |load information received fromthe
new node and from the other nodes.
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When renoving a node in a controlled way (e.g. for maintenance

pur pose, so outside a failure case), it mght be appropriate to
progressively reduce the traffic to this node by routing traffic to
other nodes. Sinple load information (|l oad percentage) would not be
sufficient. The nethod for handling of the node renoval is

i mpl ement ation specific but it can rely on the evolution of the |oad
i nformation received fromthe node to be renoved.

7. Attribute Value Pairs
The section defines the AVPs required for the Load mechani sm
7.1. Load AVP

The Load AVP (AVP code TBD1l) is of type G ouped and is used to convey
| oad informati on between D aneter nodes

AVP Header: TBDl1 >

Load- Type ]

Load ::= <
[
[ Load- Val ue ]
[
[

Sour cel D ]
AVP ]

*

7.2. Load-Type AVP
The Load- Type AVP (AVP code TBD2) is of type Enunerated. It is used
to convey the type of Dianeter node that sent the |load information
The follow ng val ues are defined:
HOST 0 The Load report is for a host.
PEER 1 The Load report is for a peer

7.3. Load-Val ue AVP
The Load-Val ue AVP (AVP code TBD3) is of type Unsigned64. It is used
to convey relative load information about the sender of the Load

report.

The Load-Value AVP is specified in a manner sinilar to the weight
val ue in DNS SRV ([ RFC2782]).

The Load-Val ue has a range of 0-65535.

A higher value indicates a |ower |oad on the sending node. A |ower
val ue indicates that the sending node is heavily | oaded.
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7.

7.

4.

5.

Stated anot her way, a node that has zero | oad woul d have a | oad
val ue of 65535. A node that is 100% | oaded woul d have a | oad
val ue of 0.

Sour cel D AVP

The SourcelD AVP is defined in [I-D.ietf-di me-agent-overload]. It is
used to identify the D anmeter node that sent the Load report.

Attribute Value Pair flag rules

TR +

| AVP flag |

| rul es |

B

AVP  Section [ | MUST]|

Attribute Name Code Defined Value Type | MUST| NOT|
o o m e e e e e e e e e e e e e e e e e e e e e e e e e emee e B
| Load TBD1 x.1 G ouped [ | V|
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e e am o Fomm - - -+
| Load- Type TBD2 x.2 Enuner at ed | | V |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e me oo oo Fom oo -+
| Load- Val ue TBD3 x.3 Unsi gned64 | | V |
oo o e e e e e e e e e e e e e e e e e e e e e e e e meee oo B I
| Sourcel D B4 x.4 Di aneterldentity | | V|
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e e am o Fomm - - -+

As described in the Dianeter base protocol [RFC6733], the Mbit usage
for a given AVP in a given conmand may be defined by the application.

Security Considerations

Load information nmay be sensitive information in sone cases.

Dependi ng on the nmechani sm an unaut horized recipient mght be able
to infer the topology of a Dianmeter network fromload information.
Load information night be useful in identifying targets for Denial of
Service (DoS) attacks, where a node known to be already heavily

| oaded m ght be a tenpting target. Load information mght also be
useful as feedback about the success of an ongoi ng DoS attack.

G ven that routing decisions are inpacted by load information, there
is potential for negative inpacts on a Dianeter network caused by
erroneous or malicious |oad reports. This includes the malicious
changi ng of |oad val ues by Di aneter Agents.

Any | oad information conveyance nechanismw |l need to allow
operators to avoid sending load information to nodes that are not
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authorized to receive it. Since Dianmeter currently only offers

aut henti cation of nodes at the transport |evel, any solution that
sends |load information to non-peer nodes requires a transitive-trust
nodel .

9. | ANA Consi derati ons
9.1. AVP Codes

New AVPs defined by this specification are listed in

Section Section 7. Al AVP codes are allocated fromthe

" Aut henti cation, Authorization, and Accounting (AAA) Paraneters’ AVP
Codes registry.

9.2. New Registries

Thi s docunment nakes no new registry requests of | ANA
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Appendi x A.  Topol ogy Scenari os

This section presents a nunber of Di aneter topol ogy scenarios, and
di scusses how | oad informati on nmight be used in each scenario.

A 1. No Agent

Figure 6 shows a sinple client-server scenario, where a client picks
froma set of candidate servers available for a particular real mand
application. The client selects the server for a given transaction
using the load information received fromeach server

Figure 6: Basic Client Server Scenario

If a node supports dynam ¢ discovery, it will not obtain |oad
information fromthe nodes with which it has no D aneter
connection established. Nevertheless it might take into account
the |l oad information fromthe other nodes to decide to add
connections to new nodes with the dynani c di scovery mechani sm

Not e: The use of dynanic connections needs to be consi dered.
A. 2. Single Agent
Figure 7 shows a client that sends requests to an agent. The agent
sel ects the request destination froma set of candidate servers
using load information received fromeach server. The client does

not need to receive load information, since it does not sel ect
between nul tiple agents.
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Figure 7: Sinple Agent Scenario
A.3. Miltiple Agents

Figure 8 shows a client selecting between nultiple agents, and each
agent selecting frommultiple servers. The client selects an agent
based on the | oad information received fromeach agent. Each agent
sel ects a server based on the |oad information received fromits
servers.

This scenario adds a conplication that one set of servers nay be nore
| oaded than the other set. |If, for exanple, S4 was the |east |oaded
server, C would need to know to sel ect agent A2 to reach S4. This

m ght require Cto receive load information fromthe servers as well
as the agents. Alternatively, each agent might use the load of its
servers as an input into calculating its own |load, in effect
aggregating upstream | oad.

Simlarly, if C sends a host-routed request [RFC7683], it needs to
know whi ch agent can deliver requests to the selected server

W thout sone special, potentially proprietary, know edge of the

topol ogy upstream of Al and A2, C would sel ect the agent based on the
normal peer selection procedures for the real mand application, and
per haps consider the load information fromAl and A2. |If C sends a
request to Al that contains a Destination-Host AVP with a val ue of

S4, AL will not be able to deliver the request.

----- S3
/
R Ss1
/
C
\
CeA2-e---- S2
\
ca-- 4

Figure 8: Miltiple Agents and Servers

Canpbel |, et al. Expi res Septenber 8, 2017 [ Page 18]



Internet-Draft D aneter Load March 2017

A. 4. Linked Agents

Figure 9 shows a scenario simlar to that of Figure 8, except that
the agents are linked, so that Al can forward a request to A2, and
vi ce-versa. FEach agent could receive load infornmation fromthe
linked agent, as well as its connected servers.

This somewhat sinplifies the conplication fromFigure 8, due to the
fact that C does not necessarily need to choose a particular agent to
reach a particular server. But it creates a simlar question of how
for exanple, Al m ght know that S4 was | ess | oaded than S1 or S3.
Additionally, it creates the opportunity for sub-optinal request
paths. For exanple [C, Al, A2,S4] vs. [C A2, $4].

A likely application for linked agents is when each agent prefers to
route only to directly connected servers and only forwards requests
to anot her agent under exceptional circunstances. For exanple, Al
m ght not forward requests to A2 unless both S1 and S3 are
overloaded. |In this case, Al m ght use the | oad information from Sl
and S3 to select between those, and only consider the | oad
informati on from A2 (and ot her connected agents) if it needs to

di vert requests to different agents.

————— S3
/
---AL------ S1
/ |
C I
\ I
---A2------ S2
\
---- 44
Fi gure 9: Linked Agents
Figure 10 is a variant of Figure 9. In this case, Cl sends al
traffic through Al and C2 sends all traffic through A2. By default,
Al will |oad balance traffic between S1 and S3 and A2 will | oad

bal ance traffic between S2 and S4.

Now, if S1 S3 are significantly nore | oaded than S2 S4, Al nay route
sone Cl traffic to A2. This is non optimal path but allows a better
| oad bal anci ng between the servers. To achieve this, Al needs to
receive sone load info from A2 about S2/S4 | oad.
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----- S3
/
Cl----Al------ s1

I
|
C2----A2------ S2
\
—e-- S4

Fi gure 10: Linked Agents
A.5. Shared Server Pools

Figure 11 is simlar to Figure 9, except that instead of a link

bet ween agents, each agent is linked to all servers. (The links to
each set of servers should be interpreted as a link to each server
The links are not shown separately due to the linitations of ASClI
art.)

In this scenario, each agent can select anong all of the servers,
based on the load infornation fromthe servers. The client need only
be concerned with the load information of the agents.

---Al---9[1], 9[2]...9p]
/ \ /
C X
\ [\
---A2---9[p+l], Y p+2] ...9[n]

Figure 11: Shared Server Pools
A. 6. Agent Chains

The scenario in Figure 12 is simlar to that of Figure 8, except

that, instead of the client possibly needing to select an agent that
can route requests to the |least |oaded server, in this case AL and A2
need to nmake sinilar decisions when selecting between A3 or A4. As
the former scenario, this could be nmitigated if A3 and A4 aggregate
upstream |l oads into the load information they report downstream

Canpbel |, et al. Expi res Septenber 8, 2017 [ Page 20]



Internet-Draft D aneter Load March 2017

---Al---A3----9[1], 9[2]...9[p]

I\
C | X
VN

---A2---A4----9[p+1], Y[ p+2] ...9[n]

Figure 12: Agent Chains
A 7. Fully Meshed Layers

Figure 13 extends the scenario in Figure 11 by adding an extra | ayer
of agents. But since each |ayer of nodes can reach any node in the
next | ayer, each node only needs to consider the load of its next-hop

peer.
---Al---A3---9[1], 9§[2]...9p]
/ [ \ 7 |\
C | x | x
\ | 7\ |/ \

---A2---Ad---9[p+l], Y[ p+2] ...9[n]

Figure 13: Full Mesh
A.8. Partitions

A Dianeter network with nultiple servers is said to be "partitioned"
when only a subset of available servers can serve a particular realm
routed request. For exanple, one group of servers may handl e users

whose nanes start with "A" through "M, and another group nay handl e
"N' through "Z".

In such a partitioned network, nodes cannot | oad-bal ance requests
across partitions, since not all servers can handl e the request. A
client, or an internediate agent, nmay still be able to | oad-bal ance
bet ween servers inside a partition.

A. 9. Active-Standby Nodes

The previous scenarios assune that traffic can be | oad bal anced anong
all peers that are eligible to handle a request. That is, the peers
operate in an "active-active" configuration. 1In an "active-standby"
configuration, traffic would be | oad-bal anced anong active peers.
Requests would only be sent to peers in a "standby" state if the
active peers becane unavailable. For exanple, requests night be
diverted to a stand-by peer if one or nore active peers becones
over | oaded.
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