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1. Introduction

The use of transports for DNS other than UDP is being increasingly
specified, for exanple, DNS over TCP [ RFC1035] [ RFC7/766] and DNS over
TLS [ RFC7858]. Such transports can offer persistent, long-lived
sessions and therefore when using themfor transporting DNS nessages
it is of benefit to have a mechanismthat can establish paranmeters
associ ated with those sessions, such as tineouts. |In such situations
it is also advantageous to support server initiated nessages.

The existing EDNS(0) Extension Mechanismfor DNS [ RFC6891] is

explicitly defined to only have "per-nmessage" senmantics. Wil st
EDNS(0) has been used to signal at |east one session rel ated
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paraneter (the EDNS(0) TCP KeepAlive option [RFC7828]) the result is
| ess than optimal due to the restrictions inposed by the EDNS(O0)
semantics and the lack of server-initiated signalling. This docunent
defines a new Session Signaling Opcode used to carry persistent "per-
session" operations, expressed using type-length-value (TLV) syntax,
and defines an initial set of TLVs used to nanage session timeouts
and termination.

Wth EDNS(0), multiple options may be packed into a single OPT
pseudo-RR, and there is no generalized mechanismfor a client to be
able to tell whether a server has processed or otherw se acted upon
each individual option within the conbined OPT RR  The
specifications for each individual option need to define how each
different option is to be acknow edged, if necessary.

Wth Session Signaling, in contrast, there is no conpelling
notivation to pack rmultiple operations into a single nessage for

ef ficiency reasons. Each Session Signaling operation is conmuni cated
inits own separate DNS nessage, and the transport protocol can take
care of packing separate DNS nessages into a single |IP packet if
appropriate. For exanple, TCP can pack nultiple small DNS nessages
into a single TCP segnent. The RCODE in each response nessage

i ndi cates the success or failure of the operation in question

It should be noted that the nessage format for Session Signaling
operations (see Section 3.3) differs fromthe traditional DNS packet
format used for standard queries and responses. The standard twelve-
octet header is used, but the four count fields (QDCOUNT, ANCOUNT,
NSCOUNT, ARCOUNT) are set to zero and the correspondi ng sections are
enpty. The actual data pertaining to Session Signaling operations is
appended to the end of the DNS message, follow ng the four (enpty)
data sections. \When displayed using today’ s packet anal yser tools
that have not been updated to recognize the DNS Session Signaling
format, this will result in the Session Signaling data being

di spl ayed as unknown additional data after the end of the DNS

message. It is likely that future updates to these tools will add
the ability to recognize, decode, and display the Session Signaling
dat a.
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2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
"Key words for use in RFCs to Indicate Requirenent Levels" [RFC2119].

The term "connection” neans a bidirectional streamof reliable, in-
order nessages, such as provided by using DNS over TCP
[ RFC1035] [ RFC7766] or DNS over TLS [ RFC7858].

The term "session"” in the context of this docunment neans the exchange
of DNS nmessages over a connection where:

o The connection between client and server is persistent and
relatively long-lived (i.e., mnutes or hours, rather than
seconds).

o Either end of the connection may initiate nessages to the other

The term "server” nmeans the software with a |istening socket,
awai ting inconming connection requests.

The term"client" neans the software which initiates a connection to
the server’s listening socket.

The ternms "initiator"” and "responder” correspond respectively to the
initial sender and subsequent receiver of a Session Signaling request
message, regardl ess of which was the "client" and "server" in the
usual DNS sense

The term "sender” may apply to either an initiator (when sending a
Session Signaling request nmessage) or a responder (when sending a
Session Signaling response nessage).

Li kewi se, the term"receiver" nmay apply to either a responder (when
receiving a Session Signaling request nessage) or an initiator (when
recei ving a Session Signaling response nessage).

Session Signaling operations are expressed using type-|ength-val ue
(TLV) syntax.

A "Session Signaling Operation TLV" specifies the operation to be
performed. A Session Signaling request nessage MJST contain exactly
one Qperation TLV. Depending on the operation, the corresponding
Session Signaling response nessage MAY contain no Qperation TLV, or
it may contain a single correspondi ng response Qperation TLV, with
the same SSOP-TYPE as in the request nessage.
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A "Session Signaling Mdifier TLV' specifies additional paranmeters
relating to the operation. Imediately follow ng the Operation TLV,
if present, a Session Signaling nmessage MAY contain one or nore

Modi fier TLVs.

The first TLV in a Session Signaling request nessage (and its
counterpart in the correspondi ng Session Signaling response nessage,
if present) is the Operation TLV. Any subsequent TLVs after this
initial Operation TLV (if present) are Mdifier TLVs.

If a Session Signaling request is received containing an unrecogni zed
Qperation TLV then an error response with RCODE SSOPNOTI MP
(tentatively 11) is returned.

If a Session Signaling nessage (request or response) is received
contai ning one or nore unrecogni zed Modifier TLVs, the unrecognized
Modi fier TLVs are silently ignored.

3. Protocol Details

Session Signaling messages MJUST only be carried in protocols and in
environnents where a session may be established according to the
definition above. Standard DNS over TCP [ RFC1035][ RFC7766], and DNS
over TLS [RFC7858] are suitable protocols. DNS over plain UDP is not
appropriate since it fails on the requirenment for in-order nessage
delivery, and, in the presence of NAT gateways and firewalls with
short UDP tinmeouts, it fails to provide a persistent bi-directiona
communi cati on channel unl ess an excessive anpbunt of keepalive traffic
i s used.

Session Signaling nessages relate only to the specific session in
which they are being carried. Were an application-layer m ddl e box
(e.g., a DNS proxy, forwarder, or session multiplexer) is in the path
the m ddl e box MUST NOT blindly forward the nmessage in either
direction. This does not preclude the use of these nessages in the
presence of an I P-layer niddle box such as a NAT that rewites |P-

| ayer and/or transport-Ilayer headers, but otherw se preserves the
effect of a single session.

A client MAY attenpt to initiate Session Signaling nmessages at any
time on a connection; receiving a NOTI MP response in reply indicates
that the server does not inplement Session Signaling, and the client
SHOULD NOT issue further Session Signaling nessages on that
connecti on.

A server SHOULD NOT initiate Session Signaling nessages until a

client-initiated Session Signaling nessage is received first, unless
in an environment where it is known in advance by other neans that
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the client supports Session Signaling. This requirement is to ensure
that the clients that do not support Session Signaling do not receive
unsol i cited i nbound Session Signaling nessages that they woul d not
know how to handl e.

3.1. Session Lifecycle and Tiners
A session begins when a client makes a new connection to a server.

The client nmay performas many DNS operations as it w shes using the
newy created session. Operations SHOULD be pipelined (i.e., the
client doesn’'t need wait for a response before sending the next
message). The server MJST act on nmessages in the order they are
recei ved, but responses to those nessages MAY be sent out of order,

i f appropriate.

Two timer values are associated with a session: the idle tinmeout, and
the keepalive interval. On a new session, before any explicit
Session Signaling Keepalive nessage exchange, the default val ue for
both tiners is 15 seconds.

At both servers and clients, the generation or reception of any
conpl ete DNS nessage, including DNS requests, responses, updates, or
Session Signaling nmessages, resets both timers for that session
[RFC7766], with the exception that a Session Signaling Keepalive
message resets only the keepalive interval timer, not the idle

ti meout tinmer.

In addition, for as long as the client has an outstandi ng operation
in progress, the idle timeout timer renmains fixed at zero, and an
idle tineout cannot occur.

For short-lived DNS operations |ike traditional queries and updates,
an operation is considered in progress for the tine between request
and response, typically a period of a few hundred milliseconds at
nost. At the client, the idle tinmeout tinmer is set to zero upon
transm ssion of a request and remains at zero until reception of the
correspondi ng response. At the server, the idle tineout tinmer is set
to zero upon reception of a request and renmains at zero unti

transm ssion of the correspondi ng response.

For long-lived DNS operations |ike Push Notification subscriptions
[I-D.ietf-dnssd-push], an operation is considered in progress for as
Il ong as the subscription is active, until it is cancelled. This
means that a session can exist, with a Push Notification subscription
active, with no nessages flowing in either direction, for far |onger
than the idle tineout, and this is not an error. This is why there
are two separate tinmers: the idle timeout, and the keepalive
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interval. Just because a session has no traffic for an extended
period of tine does not automatically make that session "idle", if it
has an active Push Notification subscription that is awaiting
notification events.

The first timer value, the idle timeout, is the maxi mumtinme for
which a client may specul atively keep a session open in the
expectation that it may have future requests to send to that server.

The purpose of the idle tineout is for the server to balance its
trade off between the costs of setting up new sessions and the costs
of maintaining idl e sessions. A server w th abundant session
capacity can offer a high idle timeout, to pernit clients to keep a
specul ative session open for a long tinme, to save the cost of

establi shing a new session for future communications with that
server. A server with scarce nenory resources can offer a lowidle
tinmeout, to cause clients to pronptly cl ose sessions whenever they
have no outstandi ng operations with that server, and then create a
new session | ater when needed.

The second tinmer value, the keepalive interval, is the maxi num
permitted interval between client nmessages to the server if the
client wishes to keep the session alive.

The purpose of the keepalive interval is to manage the generation of
sufficient messages to maintain state in niddl eboxes (such at NAT
gateways or firewalls) and for the client and server to periodically
verify that they still have connectivity to each other. This allows
themto clean up state when connectivity is lost, and attenpt re-
connection if appropriate.

For both timers, |ower values of the tiner result in higher network
traffic and hi gher CPU | oad on the server

For the idle tineout value, |lower values result in nore frequent
session teardown and re-establishment. Hi gher values result in |ower
traffic and CPU | oad on the server, but a |larger nmenory burden to

mai ntain state for idle sessions.

For the keepalive interval value, |ower values result in higher
vol ume keepalive traffic. Higher values of the keepalive interva
reduce traffic and CPU | oad, but have minimal effect on the nenory
burden at the server, because clients keep a session open for the
same length of tine (determined by the idle tineout) regardl ess of
the I evel of keepalive traffic required.

The two tinmer values are independent. The idle tineout may be | ower,
the sane, or higher than the keepalive interval, though in nost cases
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the idle tinmeout is expected to be shorter than the keepalive
i nterval .

A shorter idle timeout with a | onger keepalive interval signals to
the client that it should not speculatively keep idle sessions open
for very long for no reason, but when it does have an active reason
to keep a session open, it doesn’t need to be sending an agressive
| evel of keepalive traffic. Only when the client has a very |ong-
lived lowtraffic operation outstanding |like a Push Notification
subscription, does the keepalive interval tinmer conme into play, to
ensure that a sufficient residual anount of traffic is generated to
mai ntain NAT and firewal|l state.

A longer idle tineout with a shorter keepalive interval signals to
the client that it may specul atively keep idle sessions open for a
long tine, but it should be sending a | ot of keepalive traffic on
those idle sessions. This configuration is expected to be |ess
conmon.

If, at any tine during the life of the session, the idle tinmeout
value (i.e., 15 seconds by default) el apses w thout there being any
operation active on the session, the client MJST gracefully close the
connection with a TCP FIN (or equival ent for other protocols).

If, at any time during the life of the session, twice the idle

ti meout value (i.e., 30 seconds by default) elapses wi thout there
bei ng any operation active on the session, the server SHOULD consi der
the client delinquent, and forcibly abort the session. For sessions
over TCP (or over TLS over TCP), to avoid the burden of having a
connection in TIME-WAIT state, instead of closing the connection
gracefully with a TCP FIN the server SHOULD abort the connection with
a TCP RST (or equivalent for other protocols). (In the BSD Sockets
APl this is achieved by setting the SO LINGER option to zero before
cl osing the socket.)

In this context, an operation being active on a session includes a
query waiting for a response, an update waiting for a response, or an
out st andi ng Push Notification subscription [I-D.ietf-dnssd-push], but
not a Session Signaling Keepalive nmessage exchange itself. A Session
Si gnal i ng Keepal i ve nessage exchange resets only the keepalive
interval tiner, not the idle tineout tiner.

If, at any time during the life of the session, the keepalive
interval value (i.e., 15 seconds by default) el apses wi thout any DNS
messages being sent or received on a session, the client MJST take
action to keep the session alive. To keep the session alive the
client MIUST send a Session Signaling Keepalive nessage (see
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Section 4). A Session Signaling Keepalive nessage exchange resets
only the keepalive interval tiner, not the idle tinmeout tiner.

If a client disconnects fromthe network abruptly, w thout cleanly
closing its session, leaving long-lived outstanding operations |like
Push Notification subscriptions uncancel ed, the server learns of this
after failing to receive the required keepalive traffic fromthat
client. |If, at any tine during the life of the session, tw ce the
keepalive interval value (i.e., 30 seconds by default) el apses

wi t hout any DNS nessages being sent or received on a session, the
server SHOULD consider the client delinquent, and forcibly abort the
connection with a TCP RST (or equivalent for other protocols).

If the client wishes to keep an idle session open for |onger than the
default duration without having to send traffic every 15 seconds,
then it uses the Session Signaling Keepalive nessage to request

| onger tinmeout values, as described in Section 4.

3.1.1. dient-Initiated Term nati on

Aclient is NOT required to wait until the idle-tineout tiner expires
before closing a session. A client MAY close a session at any tine,
at the client’s discretion. |If a client determines that it has no
current or reasonably anticipated future need for an idle session
then the client SHOULD cl ose that connection

Upon receiving an error response fromthe server, a client SHOULD NOT
automatically close the session. An error relating to one particul ar
operation on a session does not necessarily inply that all other
operations on that session have also failed, or that future
operations will fail. The client should assune that the server wll
meke its own decision about whether or not to close the session

based on the server’s determ nation of whether the error condition
pertains to this particular operation, or would al so apply to any
subsequent operations. |f the server does not close the session then
the client SHOULD continue to use that session for subsequent

operati ons.

3.1.2. Server-Initiated Term nati on

After sending an error response to a client, the server MAY cl ose the
session, or may allow the session to remain open. For error
conditions that only affect the single operation in question, the
server SHOULD return an error response to the client and | eave the
session open for further operations. For error conditions that are
likely to nake all operations unsuccessful in the i mmediate future,
the server SHOULD return an error response to the client and then
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cl ose the session by sending a Retry Del ay request nessage, as
described in Section 5.

There nay be rare cases where a server is overloaded and wi shes to
shed load. |If the server handles this by sinply closing connections,
the likely behaviour of clients is to detect this as a network
failure, and reconnect.

To avoid this reconnection inplosion, in this situation the server
al so sends a Retry Del ay request nessage, with an RCODE of SERVFAI L,
to informthe client of the overload situation

After sending a Retry Del ay request nmessage, the server MJST NOT send
any further nessages on that session.

At the nonment a server chooses to initiate a Retry Del ay request
message there may be DNS requests already in flight fromclient to
server on this session, which will arrive at the server after its
Retry Del ay request nmessage has been sent. The server MJST silently
i gnore such incom ng requests, and MJUST NOT generate any response
messages for them \When the Retry Del ay request nessage fromthe
server arrives at the client, the client will determ ne that any DNS
requests it previously sent on this session, that have not yet
received a response, now will certainly not be receiving any
response. Such requests shoul d be considered failed, and should be
retried at a later time, as appropriate.

A Retry Delay request nessage MJUST NOT be initiated by a client. |If
a server receives a Retry Delay request nessage this is an error and
the server MUST imediately terminate the connection with a TCP RST
(or equivalent for other protocols).

Upon receipt of a Retry Delay request fromthe server, the client
MUST nmake note of the reconnect delay for this server, and then

i medi ately cl ose the connection. This is to place the burden of
TCP's TIME-WAIT state on the client.

After sending the Retry Delay request the server SHOULD al |l ow t he
client five seconds to close the connection, and if the client has
not closed the connection after five seconds then the server SHOULD
abort the connection with a TCP RST (or equival ent for other
protocol s).

In the case where sonme, but not all, of the existing operations on a
session have becone invalid (perhaps because the server has been
reconfigured and is no longer authoritative for sone of the nanes),
but the server is ternmnating all sessions en nasse with a REFUSED
(5) RCODE, the RECONNECT DELAY MAY be zero, indicating that the
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clients SHOULD i medi ately attenpt to re-establish operations. It is
likely that some of the attenpts will be successful and sonme will
not .

In the case where a server is termnating a | arge nunber of sessions
at once (e.g., if the systemis restarting) and the server doesn't
want to be inundated with a flood of sinultaneous retries, it SHOULD
send di fferent RECONNECT del ay values to each client. These

adj ust nents MAY be sel ected random y, pseudorandomy, or
determnistically (e.g., increnenting the tine value by one tenth of
a second for each successive client, yielding a post-restart
reconnection rate of ten clients per second).

Apart fromthe cases descri bed above, a server MJST NOT cl ose a
session with a client, except in extraordinary error conditions.
Closing the session is the client’s responsibility, to be done at the
client’s discretion, when it so chooses. A server only closes a
sessi on under exceptional circunstances, such as when the server
application software or underlying operating systemis restarting,
the server application term nated unexpectedly (perhaps due to a bug
that makes it crash), or the server is undergoi ng nai nt enance
procedures. Wen possible, a server SHOULD send a Retry Del ay
message informng the client of the reason for the session being
closed, and allow the client five seconds to receive it before the
server resorts to forcibly aborting the connection

After a session is closed by the server, the client SHOULD try to
reconnect, to that server, or to another suitable server, if nore

than one is available. |If reconnecting to the sane server, the
client MJST respect the indicated delay before attenpting to
reconnect.

If a server is lowon resources it MAY sinply termnate a client
connection with a TCP RST (or equival ent for other protocols).
However, the |ikely behaviour of the client nay be sinply to
reconnect immediately, putting nore burden on the server. Therefore,
a server SHOULD instead choose to shed client |oad by sending a Retry
Del ay message, as described above. Upon reception of the Term nation
TLV the client is expected to close the session, and if it does not
then the server will abort the session five seconds |ater

3.2. Connection Sharing

A client that supports Session Signaling SHOULD NOT make multiple
connections to the same DNS server

A single server may support multiple services, including DNS Updates
[ RFC2136], DNS Push Notifications [I-D.ietf-dnssd-push], and other
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services, for one or nore DNS zones. When a client discovers that
the target server for several different operations is the sane target
host nane and port, the client SHOULD use a single shared session for
all those operations. A client SHOULD NOT open nultiple connections
to the same target host and port just because the nanes being
operated on are different or happen to fall within different zones.
This is to reduce unnecessary connection | oad on the DNS server

However, server inplenenters and operators should be aware that
connection sharing may not be possible in all cases. A single client
device may be honme to nultiple i ndependent client software instances
that don’t coordinate with each other. Sinmilarly, multiple

i ndependent client devices behind the same NAT gateway will al so
typically appear to the DNS server as different source ports on the
same client |IP address. Because of these constraints, a DNS server
MUST be prepared to accept nultiple connections fromdifferent source
ports on the sane client |P address.
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3.3. Message Format

A Session Signaling message begins with the standard twel ve-octet DNS
message header [ RFC1035] with the Opcode field set to the Session
Signaling Opcode (tentatively 6). However, unlike standard DNS
messages, the question section, answer section, authority records
section and additional records sections are all enpty. The
correspondi ng count fields (QDCOUNT, ANCOUNT, NSCOUNT, ARCOUNT) MJST
be set to zero on transmission. |If a Session Signaling nessage is
recei ved where any of the count fields are not zero, then data in the
correspondi ng section MIUST be silently skipped by the receiver

(unl ess specified otherwi se by a future update to this
specification). The skipped data is silently ignored. Any skipped
data in a Session Signaling request is discarded, and not copied to
the correspondi ng sections in the Session Signaling response.

1 1 1 1 1 1

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
B T S e T T S S S T -
[ MESSAGE | D [
B e I e I Tl ST I TR e e e e &
| QR | Opcode [ z [ RCODE [
B e T e e S e el T S S e L
[ QDCOUNT ( MUST BE ZERO |
B T e S e S T S S e S s ST I S
| ANCOUNT ( MUST BE ZERO) |
B e I e I Tl ST I TR e e e e &
| NSCOUNT ( MUST BE ZERO) [
B e T e e S e el T S S e L
| ARCOUNT ( MUST BE ZERO) |
B T e S e S T S S e S s ST I S
I I
/ Session Signaling Data /
/ /

S A R S

In a request the DNS Header QR bit MJST be zero. If the QR bit MJST
is not zero the nmessage is not a request.

In a response the DNS Header QR bit MJST be one. If the QR bit is
not one the nessage is not a response.

In a request the MESSAGE ID field MUST be set to a unique val ue, that
the initiator is not using for any other active operation on this
connection. For the purposes here, a MESSAGE IDis in use on this
connection if the initiator has used it in a request for which it has
not yet received a response, or if if the client has used it for a
subscription which it has not yet cancelled [I-D.ietf-dnssd-push].
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In a response the MESSAGE ID field contain a copy of the value of the
MESSAGE ID field in the request being responded to.

The DNS Header Opcode field holds the Session Signaling Opcode val ue
(tentatively 6).

The Z bits are currently unused, and in both requests and responses
the Z bits MIST be set to zero (0) on transmni ssion and MJST be
silently ignored on reception, unless a future docunent specifies
ot herwi se.

In a request nessage (QR=0) the RCODE is generally set to zero on
transm ssion, and silently ignored on reception, except where
specified otherwi se (for exanple, the Retry Delay operation, where
the RCODE indicates the reason for term nation).

The standard twel ve-octet DNS nmessage header and the four (usually)
enpty sections are followed by at nost one Session Signaling
Qperation TLV. The (optional) Operation TLV may be foll owed by one
or nmore Modifier TLVs, such as the Retry Delay TLV (0), which, in
error responses, indicates the time interval during which the client
SHOULD NOT re-attenpt a failed operation

Future specifications nmay define additional Mdifier TLVs.

A Session Signaling message MJST contain at nost one Operation TLV.
In all cases a Session Signaling request nmessage MJST contain exactly
one Operation TLV, indicating the operation to be perforned. |In sone
cases a Session Signaling response nessage MAY contain no Operation
TLV, because it is sinply a response to a previous request nmessage,
and the nessage IDin the header is sufficient to identify the
request in question. The specification for each Session Signaling
operation type determ nes whether a response for that operation type
is required to carry the Operation TLV.

If a Session Signaling request is received containing an unrecogni zed
OQperation TLV, the receiver MIST send a response with nmatching
MESSAGE | D, and RCODE SSOPNOTI MP (tentatively 11). The response MJST
NOT contain an Operation TLV.

If a Session Signaling response is received for an operation which
requires that the response carry an Operation TLV, and the required
Qperation TLV is not the first Session Signaling TLV in the response
message, then this is a fatal error and the recipient of the
defective response nessage MJST i medi ately term nate the connection
with a TCP RST (or equivalent for other protocols).
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If a Session Signaling nessage (request or response) is received
cont ai ni ng one or nore unrecogni zed Mddifier TLVs, the unrecognized
Modi fier TLVs MJST be silently ignored, and the remainder of the
message is interpreted and handled as if the unrecognized parts were
not present.

Since the ARCOUNT field MJUST be zero, a Session Signaling nessage
MUST NOT contain an EDNS(0) option in the additional records section
If functionality provided by current or future EDNS(0) options is
desired for Session Signaling nessages, a Session Signaling Operation
TLV or Modifier TLV needs to be defined to carry the necessary

i nformation.

For exanple, the EDNS(0) Paddi ng Option used for security purposes
[RFC7830] is not permitted in a Session Signaling nmessage, so if
message padding is desired for Session Signaling nessages, a Session
Signaling Mddifier TLV needs to be defined to performthis function

Simlarly, a Session Signaling nmessage MJUST NOT contain a TSI G
record. A TSIGrecord in a conventional DNS nessage is added as the
| ast record in the additional records section, and carries a
signature conputed over the preceding nessage content. Since Session
Signaling data appears after the additional records section, it would
not be included in the signature calculation. |If use of signatures
wi th Session Signaling nessages beconmes necessary in the future, an
explicit Session Signaling Mdifier TLV needs to be defined to
performthis function.

Not e however that, while Session Signaling _nessages_ cannot include
EDNS(0) or TSIG records, a Session Signaling _session_is typically
used to carry a whole series of DNS nessages of different kinds,

i ncludi ng Session Signaling nessages, and ot her DNS message types

i ke Query [RFC1034][ RFC1035] and Update [ RFC2136], and those
messages can carry EDNS(0) and TSI G records.

This specification explicitly prohibits use of the EDNS(0) TCP
Keepal i ve Option [RFC7828] in _any_ nessages sent on a Session

Si gnal i ng session (because it duplicates the functionality provided
by the Session Signaling Keepalive operation), but nessages may
contain other EDNS(0) options as appropriate.

3.4. Message Handling

On a session between a client and server that support Session
Signaling, once the client has sent at |east one Session Signaling
message (or it is known in advance by other nmeans that the client
supports Session Signaling) either end nmay unilaterally send Session
Si gnaling messages at any tinme, and therefore either client or server
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may be the initiator of a message. The initiator MJST set the val ue
of the QR bit in the DNS header to zero (0), and the responder MJIST
set it to one (1).

Every Session Signaling request nmessage (QR=0) MJUST elicit a response
(QR=1), which MJUST have the same MESSACE ID in the DNS nessage header
as in the correspondi ng request. Session Signaling request nessages
sent by the client elicit a response fromthe server, and Session
Signal i ng request messages sent by the server elicit a response from
the client. Wth nost TCP inpl enentations, the TCP data

acknow edgenent (generated because data has been received by TCP),
the TCP wi ndow updat e (generated because TCP has delivered that data
to the receiving software) and the DNS Session Signaling response
(generated by the receiving software itself) are all combined into a
singl e packet, so in practice the requirenment that every Session
Signal i ng request nessage MJST elicit a Session Signaling response
incurs mninmal extra cost on the network. Requiring that every
request elicit a correspondi ng response al so avoi ds perfornmance

probl ens caused by interaction between Nagle's Al gorithm and Del ayed
Ack [ Nagl eDA] .

The nanespaces of 16-bit MESSAGE IDs are disjoint in each direction
For exanple, it is _not_an error for both client and server to send
a request nessage with the same ID. In effect, the 16-bit MESSAGE | D
conbined with the identity of the initiator (client or server) serves
as a 17-bit unique identifier for a particular operation on a

sessi on.

An initiator MJUST NOT reuse a MESSAGE ID that is already in use for
an outstandi ng request, unless specified otherwi se by the rel evant
specification for the Session Signaling operation in question. At
the very least, this neans that a MESSAGE I D MUST NOT be reused in a
particular direction on a particular session while the initiator is
waiting for a response to a previous request on that session, unless
specified otherwi se by the relevant specification for the Session
Signaling operation in question. (For a long-lived operation, such
as a DNS Push Notification subscription [I-D.ietf-dnssd-push] the
MESSAGE I D for the operation MIUST NOT be reused for a new
subscription as long as the existing subscription using that MESSAGE
I D remai ns active.)

If a client or server receives a response (QR=1) where the MESSAGE | D
does not match any of its outstanding operations, this is a fata
error and it MJST immedi ately term nate the connection with a TCP RST
(or equivalent for other protocols).
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The RCODE value in a response may be one of the foll owi ng val ues:

------ T

Code | Mhenonic | Description [

------ .

0 | NCERROR | Operation processed successfully |

I I I

1| FORMERR | Format error |

| | |

4 | NOTI MP | Session Signaling not supported [

I I I

5 | REFUSED | Operation declined for policy reasons [

I I I

11 | SSOPNOTI MP | Session Signaling operation Type Code not |

| | supported |

------ T
TLV For mat

1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
S

| SSOP- TYPE |
S S
| SSOP- LENGTH |
g A A R S S S S S SR
| |
/ SSOP- DATA /
/ /

A R i S

SSOP-TYPE: A 16 bit field in network order giving the type of the

current Session Signaling TLV per the | ANA DNS Session Signaling
Type Codes Registry.

SSOP- LENGTH: A 16 bit field in network order giving the size in

octets of SSOP-DATA.

SSOP- DATA:  Type-code specific.
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4.

Keepal i ve TLV

The Keepalive TLV (1) perfornms three functions. Wen sent by a
client, it resets a session’s keepalive tiner, and at the sane tine
requests what the idle tineout and keepalive interval should be from
this point forward in the session

Once the client has sent at |east one Session Signaling nessage (or
it is known in advance by other nmeans that the client supports
Session Signaling) the Keepalive TLV also MAY be initiated by a
server. Wen sent by a server, it resets a session's keepalive
timer, and unilaterally inforns the client of the newidle tineout
and keepalive interval to use fromthis point forward in this

sessi on.

It is not required that the Keepalive TLV be used in every session
Whi | e many Session Signaling operations (such as DNS Push
Notifications [I-D.ietf-dnssd-push]) will be used in conjunction with
a long-lived session, not all Session Signaling operations require a
I ong-lived session, and in some cases the default 15-second val ue for
both idle tineout and keepalive interval may be perfectly
appropri at e.

The SSOP- DATA for the the Keepalive TLV is as foll ows:

1111111111222222222233
01234567890123456789012345678901
B T S i T S S S S
| | DLE TI MEQUT (32 bhits) |
B T I S T T S S S e S i U
| KEEPALI VE | NTERVAL (32 bits) |
T T i S i C i o TP S S R S S S

IDLE TIMEQUT: the idle tineout for the current session, specified as
a 32 bit word in network (big endian) order in units of
mlliseconds. This is the timeout at which the client MJST cl ose

an idle session. |If the client does not gracefully close an idle
session then after twice this interval the server will forcibly
term nate the connection with a TCP RST (or equival ent for other
protocol s).

KEEPALI VE | NTERVAL: the idle tineout for the current session
specified as a 32-bit word, in network (big endian) order, in
units of mlliseconds. This is the interval at which a client
MJUST generate keepalive traffic to maintain connection state. |If
the client does not generate the necessary keepalive traffic then
after twice this interval the server will forcibly term nate the
connection with a TCP RST (or equivalent for other protocols).
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In aclient-initiated Session Signaling Keepalive nessage, the idle
ti meout and keepalive interval contain the client’s requested val ues.
In a server response to a client-initiated nmessage, the idle tineout
and keepalive interval contain the server’'s chosen val ues, which the
client MJUST respect. This is nodeled after the DHCP protocol, where
the client requests a certain lease lifetine using DHCP option 51

[ RFC2132], but the server is the ultimate authority for decidi ng what
lease lifetine is actually granted.

In a server-initiated Session Signaling Keepalive nessage, the idle
ti meout and keepalive interval unilaterally informthe client of the
new val ues fromthis point forward in this session. The client MJST
generate a response to the server-initiated Session Signaling
Keepal i ve nessage. The Message ID in the response nessage MJST match
the ID fromthe server-initiated Session Signaling Keepalive nessage,
and t he response nessage MJUST NOT contain any Qperation TLV.

It may be appropriate for clients and servers to select different
keepal ive interval val ues depending on the nature of the network they
are on.

A corporate DNS server that knows it is serving only clients on the
internal network, with no intervening NAT gateways or firewalls, can
i mpose a hi gher keepalive interval, because frequent keepalive
traffic is not required.

A public DNS server that is serving primarily residential consuner
clients, where it is likely there will be a NAT gateway on the path,
may i npose a | ower keepalive interval, to generate nore frequent
keepalive traffic.

A smart client may be adaptive to its environnent. A client using a
private | Pv4 address [RFC1918] to conmunicate with a DNS server at an
address that is not in the same |Pv4 private address bl ock, may
conclude that there is likely to be a NAT gateway on the path, and
accordingly request a | ower keepalive interval

For environments where there is a NAT gateway or firewalls on the
path, it is RECOMENDED that clients request, and servers grant, a
keepalive interval of 15 minutes. |In other environnents it is
RECOMVENDED t hat clients request, and servers grant, a keepalive
interval of 60 m nutes.

Note that the | ower the keepalive interval value, the higher the |oad
on client and server. For exanple, an keepalive interval value of
100ns would result in a continuous streamof at |east ten nessages
per second, in both directions, to keep the session alive. And, in
this extreme exanple, a single packet |oss and retransmi ssion over a
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I ong path could introduce a nomentary pause in the stream of
messages, |l ong enough to cause the server to overzeal ously abort the
connecti on.

Because of this concern, the server MJIST NOT send a Keepalive nessage
(either a response to a client-initiated request, or a server-
initiated message) with an keepalive interval value |less than ten
seconds. If a client receives an Keepalive nmessage specifying an
keepalive interval value |less than ten seconds this is an error and
the client MUST imedi ately termnate the connection with a TCP RST
(or equivalent for other protocols).

Simlarly, the server MIST NOT send a Keepalive nessage (either a
response to a client-initiated request, or a server-initiated
message) with an idle tinmeout value less than ten seconds. |If a
client receives an Keepalive nessage specifying an idle tineout val ue
I ess than ten seconds this is an error and the client MJST

i mredi ately term nate the connection with a TCP RST (or equival ent
for other protocols).

When a client is sending its second and subsequent Keepalive Session
Signaling request to the server, the client SHOULD continue to
request its preferred values each tine. This allows flexibility, so
that if conditions change during the lifefime of a session, the
server can adapt its responses to better fit the client’s needs.

The Keepalive TLV (1) has simlar intent to the EDNS(0) TCP Keepalive
Option [RFC7828]. A client/server pair that supports Session
Signaling MUST NOT use the EDNS(0) TCP KeepAlive option within any
nmessage on a session once bi-directional Session Signaling support
has been confirned. Once bi-directional Session Signaling support
has been confirned, if either client or server receives a DNS nessage
over the session that contains an EDNS(0) TCP KeepAlive option, this
is an error and the receiver of the EDNS(0Q) TCP KeepAlive option MJST
i medi ately ternminate the connection with a TCP RST (or equival ent
for other protocols).
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5. Retry Delay TLV

The Retry Delay TLV (0) is used by a server to request that a client
cl ose the session, and not to reconnect for the indicated tine
interval. It is also used as a nodifier on error responses, to

i ndi cate how long the client should wait before retrying that
particul ar operation.

The SSOP-DATA for the the Retry Delay TLV is as foll ows:

1111111111222222222233
01234567890123456789012345678901
I S i I S S T i S S T S S i Sl DU
| RETRY DELAY (32 bits) |
e i S i i S S S S S R e

RETRY DELAY: a tine value, specified as a 32 bit word in network
order in units of milliseconds, within which the client MJST NOT
retry this operation, or retry connecting to this server

The RECOMMENDED val ue is 10 seconds.

In the case of a client request that returns a nonzero RCODE val ue,
the server MAY append a Retry Delay TLV (0) to the response,
indicating the time interval during which the client SHOULD NOT
attenpt this operation again.

When appended to a Session Signaling response nessage for sone client
request, the Retry Delay TLV (0) is considered a Mddifier TLV. The
indicated time interval during which the client SHOULD NOT retry
applies only to the failed operation, not to the session as a whol e.

When sent in a Session Signaling request nessage, fromserver to
client, the Retry Delay TLV (0) is considered an Qperation TLV. It
applies to the session as a whole, and the client MJST close the
session, as described previously. The RCODE MJUST indicate the reason
for the term nation. RCODE NOERROR indicates a routine shutdown.
RCODE SERVFAI L indicates that the server is overloaded due to
resource exhaustion. RCODE REFUSED i ndicates that the server has
been reconfigured and is no |onger able to performone or nore of the
functions currently being perforned on this session (for exanple, a
DNS Push Notification server could be reconfigured such that is is no
| onger accepting DNS Push Notification requests for one or nore of
the currently subscri bed nanes).

This docunent specifies only these three RCODE val ues for Retry Del ay

request. Servers sending Retry Delay requests SHOULD use one of
these three values. However, future circunstances may create
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situations where other RCODE val ues are appropriate in Retry Del ay
requests, so clients MJST be prepared to accept Retry Del ay requests
wi th any RCODE val ue.

6. | ANA Consi derations

6.1. DNS Session Signaling Opcode Registration

| ANA are directed to assign a value (tentatively 6) in the DNS
Opcodes Registry for the Session Signaling Opcode.

6.2. DNS Session Signaling RCODE Registration

| ANA are directed to assign a value (tentatively 11) in the DNS RCODE
Regi stry for the SSOPNOTI MP error code

6.3. DNS Session Signaling Type Codes Registry

| ANA are directed to create the DNS Session Signaling Type Codes
Registry, with initial values as follows:

Fom e e o Fom e e e e e e e e e m oo oo Fom e o - [ S +
| Type | Nane | Status | Reference

oo o e e (R oo +
| 0x0000 | SSOP- RetryDel ay | Standard | RFC-TBD |
I I I I
| 0x0001 | SSOP- KeepAlive | Standard | RFG-TBD |
I I I I I
| 0x0002 - | Unassigned, reserved for | | |
| 0Ox003F | session nanagenent TLVs | | |
I I I I I
| 0x0040 - | Unassigned | | |
| OXF7FF | | | |
I I I I I
| OxF800 - | Reserved for local / | | |
| OXFBFF | experinmental use | | |
I I I I I
| OXFCO0 - | Reserved for future expansion | | |
| 65535 | | | |
Fom e e o Fom e e e e e e e e e m oo oo Fom e o - [ S +

Regi stration of additional Session Signaling Type Codes requires
publication of an appropriate | ETF "Standards Action" or "IESG
Approval " docunment [RFC5226].
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7.

9.

9.

Security Considerations

If this mechanismis to be used with DNS over TLS, then these
messages are subject to the sane constraints as any other DNS over
TLS nessages and MJST NOT be sent in the clear before the TLS session
i s established.
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