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Abstract

Thi s docunent specifies a nechanismthat a DOTS client can use to
signal that a network is under a Distributed Denial -of-Service (DDoS)
attack to an upstream DOTS server so that appropriate nitigation
actions are undertaken (including, blackhole, drop, rate-linit, or
add to watch list) on the suspect traffic. The docunment specifies
the DOTS signal channel including Happy Eyebal |l s considerations. The
specification of the DOIS data channel is elaborated in a conpanion
docunent .
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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1. Introduction

A distributed denial -of-service (DDoS) attack is an attenpt to nake
machi nes or network resources unavailable to their intended users.
In nost cases, sufficient scale can be achieved by conprom sing
enough end-hosts and using those infected hosts to perpetrate and
anplify the attack. The victimin this attack can be an application
server, a host, a router, a firewall, or an entire network.

In many cases, it may not be possible for an network administrators
to determ ne the causes of an attack, but instead just realize that
certain resources seemto be under attack. This docunent, which
adheres to the DOTS architecture [I-D.ietf-dots-architecture],
proposes that, in such cases, the DOTS client just informits DOIS
server(s) that the network is under a potential attack and that the
mtigator nonitors traffic to the network to nmitigate any possible
attacks. This cooperation between DOIS agents contributes to ensure
a highly automated network that is also robust, reliable and secure.

Protocol requirenents for DOTS signal channel are obtained from DOTS
requi renents [I-D.ietf-dots-requirenents].

Thi s docunent satisfies all the use cases discussed in
[I-D.ietf-dots-use-cases] except the Third-party DOTS notifications
use case in Section 3.2.3 of [I-D.ietf-dots-use-cases] which is an
optional feature and not a core use case. Third-party DOTS
notifications are not part of the DOTS requirenents docunent.
Moreover, the DOTS architecture does not assess whether that use case
may have an inpact on the architecture itself and/or the DOTS trust
nodel

This is a conpani on docunent to the DOTS data channel specification
[1-D. reddy-dot s-dat a- channel ]

2. Notational Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

(D) TLS: For brevity this termis used for statements that apply to
both Transport Layer Security [RFC5246] and Datagram Transport Layer
Security [RFC6347]. Specific terns will be used for any statenent
that applies to either protocol alone.

Reddy, et al. Expi res Septenber 3, 2017 [ Page 3]



Internet-Draft DOTS Si gnal Channel March 2017

3.

The reader should be famliar with the terns defined in
[I-D.ietf-dots-architecture].

Sol ution Overvi ew

Net wor k applications have finite resources |like CPU cycles, number of
processes or threads they can create and use, maxi mum nunber of

si mul t aneous connections it can handle, limted resources of the
control plane, etc. Wen processing network traffic, such
applications are supposed to use these resources to offer the
intended task in the nost efficient fashion. However, an attacker
may be able to prevent an application fromperforning its intended
task by causing the application to exhaust the finite supply of a
specific resource

TCP DDoS SYN-flood, for exanple, is a nmenory-exhaustion attack on the
victimand ACK-flood is a CPU exhaustion attack on the victim
([RFC4987]). Attacks on the link are carried out by sending enough
traffic such that the Iink beconmes excessively congested, and
legitimate traffic suffers high packet loss. Stateful firewalls can
al so be attacked by sending traffic that causes the firewall to hold
excessive state and the firewall runs out of nenory, and can no

| onger instantiate the state required to pass legitinmate flows.

O her possi bl e DDoS attacks are discussed in [ RFC4732].

In each of the cases described above, the possible arrangenments

bet ween the DOTS client and DOTS server to mitigate the attack are
discussed in [I-D.ietf-dots-use-cases]. An exanple of network

di agram showi ng a depl oynent of these elements is shown in Figure 1.
Architectural relationships between involved DOTS agents is explained
in[l-Dietf-dots-architecture]. 1In this exanple, the DOTS server is
operating on the access networKk.

Net wor k
Resour ce CPE router Access network
----------- + e e / \
| | | | | | Internet
| DOTS client| | DOTS gateway | | DOTS server | | |
| | | | | | |
----------- + B Fom e e oo+ I |
Figure 1

The DOTS server can al so be running on the Internet, as depicted in
Fi gure 2.
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Net wor k DDoS nitigation
Resour ce cFE r outer service
S + o m e e e oo - + / \ o m e e e oo - +
I _ R [ I || I
| DOTS client| | DOTS gat eway | | I'nternet | | DOTS server |
I I I | I I I I
R R + e + A\ / e +
Figure 2

In typi cal deploynents, the DOTS client belongs to a different

adm nistrative donmain than the DOTS server. For exanple, the DOTS
client is a web server serving content owned and operated by an
domai n, while the DOTS server is owned and operated by a different
domai n providing DDoS mtigation services. That domain providing
DDoS mitigation service mght, or nmight not, also provide Internet
access service to the website operator.

The DOTS server may (not) be co-located with the DOTS mitigator. In
typi cal deploynents, the DOTS server belongs to the same
adm nistrative domain as the mtigator.

The DOTS client can conmunicate directly with the DOIS server or
indirectly via a DOTS gat eway.

Thi s docunment focuses on the DOTS signal channel.
Happy Eyeballs for DOTS Signal Channel

DOTS si gnali ng can happen with DTLS [ RFC6347] over UDP and TLS

[ RFC5246] over TCP. A DOTS client can use DNS to deternmine the IP
address(es) of a DOTS server or a DOTS client may be provided with
the list of DOTS server |IP addresses. The DOIS client MJST know a
DOTS server’s domain nane; hard-coding the domai n nane of the DOTS
server into software is NOT RECOWENDED in case the donmain nanme is
not valid or needs to change for |egal or other reasons. The DOTS
client performs A and/or AAAA record | ookup of the domain name and
the result will be a list of |IP addresses, each of which can be used
to contact the DOTS server using UDP and TCP.

If an I Pv4 path to reach a DOTS server is found, but the DOTS
server’'s | Pv6 path is not working, a dual-stack DOTS client can
experience a significant connection delay conmpared to an | Pv4-only
DOTS client. The other problemis that if a m ddl ebox between the
DOTS client and DOTS server is configured to block UDP, the DOTS
client will fail to establish a DTLS session with the DOTS server and
will, then, have to fall back to TLS over TCP incurring significant
connection delays. [Il-D.ietf-dots-requirenents] discusses that DOTS

Reddy, et al. Expi res Septenber 3, 2017 [ Page 5]



Internet-Draft DOTS Si gnal Channel March 2017

client and server will have to support both connectionl ess and
connection-oriented protocols.

To overcone these connection setup problens, the DOTS client can try
connecting to the DOTS server using both IPv6 and I Pv4, and try both
DTLS over UDP and TLS over TCP in a fashion simlar to the Happy
Eyebal I s mechani sm [ RFC6555]. These connection attenpts are
performed by the DOIS client when its initializes, and the client
uses that information for its subsequent alert to the DOIS server

In order of preference (nost preferred first), it is UDP over |Pv6
UDP over | Pv4, TCP over IPv6, and finally TCP over |Pv4, which
adheres to address preference order [RFC6724] and the DOTS preference
that UDP be used over TCP (to avoid TCP's head of |ine bl ocking).

DOTS cli ent DOTS server

I
|--DTLS CientHello, IPv6 ---->X |
[--TCP SYN, IPvB-------------- >X [
|--DTLS dientHello, IPv4 ---->X [
[--TCP SYN, I PV4- - e e >|
|--DTLS dientHello, IPv6 ---->X [
|--TCP SYN, IPv6-------------- >X [
| <-TCP SYNACK- - - - - - o m oo o e oo |
| --DTLS dientHello, IPv4 ---->X [
[--TCP ACK---c s oo e e e e e >|
| <-------m---- Establish TLS Session---------------------- >|
[------m e e - - DOTS signal ----------------------------- >|

Fi gure 3: Happy Eyeballs

In reference to Figure 3, the DOTS client sends two TCP SYNs and two
DILS dientHell o nmessages at the same time over I1Pv6 and IPv4. In
this exanple, it is assuned that the I Pv6 path is broken and UDP is
dropped by a niddle box but has little inpact to the DOTS client
because there is no |ong delay before using I Pv4 and TCP. The |Pv6
path and UDP over IPv6 and IPv4 is retried until the DOTS client

gi ves up.

5. DOTIS Signal Channe

5.1. Overview
Constrai ned Application Protocol (CoAP) [RFC7252] is used for DOTS
si gnal channel (Figure 4). COAP was designed according to the REST
architecture, and thus exhibits functionality simlar to that of

HTTP, it is quite straightforward to map from CoAP to HTTP and from
HTTP to CoAP. CoAP has been defined to nmake use of both DTLS over
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UDP and TLS over TCP [I-D.ietf-core-coap-tcp-tls]. The advantages of
COAP are: (1) Like HTTP, CoAP is based on the successful REST nodel,
(2) CoAP is designed to use mininmal resources, (3) CoAP integrates
with JSON, CBOR or any other data format, (4) asynchronous nessage
exchanges, (5) includes a congestion control mechanism (6) allows
configuration of nessage transnission paranmeters specific to the
application environnent (including dynamically adjusted val ues, see
Section 4.8.1 in [ RFC7252]) etc.

o +
I DOTS I
Foe e +
| CoAP |
o +
| TLS | DTLS |
o +
| TCP | UbP |
Fom e +
I P I
o +

Figure 4: Abstract Layering of DOTS signal channel over CoAP over
(D) TLS

A single DOTS signal channel between DOTS agents can be used to
exchange nultiple DOTS signal nessages. To reduce DOTS client and
DOTS server workload, DOTS client SHOULD re-use the (D) TLS session.

Conci se Binary Object Representation (CBOR) [ RFC7049] is a binary
encodi ng designed for small code and nessage size, CBOR encoded

payl oads are used to convey signal channel specific payl oad nessages
that convey request paraneters and response information such as
errors. This specification uses the encoding rules defined in
[I-D.ietf-core-yang-cbor] for representing DOTS signal channel
configuration data defined using YANG (Section 5.2) as CBOR data.

5.2. DOTS Signal YANG Model
5.2.1. Mtigation Request Mdel structure

Thi s docunent defines the YANG nodul e "ietf-dots-signal", which has
the follow ng structure:
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nmodul e: ietf-dots-signa
+--rw mtigation-scope
+--rw scope* [policy-id]

+--rw policy-id i nt 32

+-rw target-ip* i net:ip-address
+--rw target-prefix* inet:ip-prefix
+--rw target-port-range* [l ower-port upper-port]
| +--rw | ower-port i net: port-nunber

| +--rw upper-port i net: port-nunber
+--rw target-protocol * uint8

+--rw FQDN* i net: donai n- nane
+--rw URI * i net:uri

+--rw E. 164* string

+--rw al i as* string
+-rwlifetinme? i nt 32

5.2.2. Mtigation Request Mdel
<CCDE BEG NS> file "ietf-dots-signal @016-11-28. yang"

nmodul e i etf-dots-signal {
nanespace "urn:ietf:parans: xn :ns:yang:ietf-dots-signal"”
prefix "signal";
inmport ietf-inet-types {
prefix "inet";
}

organi zation "G sco Systens, Inc."
contact "Tirunal eswar Reddy <tireddy@i sco.conp";

description
"Thi s nodul e contains YANG definition for DOTS
signal sent by the DOIS client to the DOTS server";

revision 2016-11-28 {
reference
"https://tools.ietf.org/htm/draft-reddy-dots-signal-channel”

}

contai ner mtigation-scope {
description "top level container for mitigation request”;
list scope {
key policy-id;
description "ldentifier for the mtigation request”;
| eaf policy-id {
type int32;
description "policy identifier";

leaf-list target-ip {
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type inet:ip-address;
description "I P address";

leaf-list target-prefix {
type inet:ip-prefix;
description "prefix";
}
list target-port-range {
key "Il ower-port upper-port";
description "Port range. Wen only |ower-port is present,
it represents a single port.";
| eaf | ower-port {
type inet: port-numnber;
mandat ory true;
description "l ower port";
}
| eaf upper-port {
type inet: port-nunber;
must ". >= ../lower-port" {
error-nessage
"The upper-port nmust be greater than or
equal to |ower-port";
}

description "upper port";
}
}
leaf-1ist target-protocol {
type uint8;
description "lInternet Protocol nunber";
}
| eaf -1ist FQDN {
type inet: domai n- nane;
description "FQDN';
}
leaf-list UR {
type inet:uri;
description "UR";

}
leaf-1ist E 164 {
type string;
description "E. 164 nunber";

leaf-list alias {
type string;
description "alias nane";

leaf lifetinme {
type int32;
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description "lifetine";

}
}
<CODE ENDS>
5.2.3. Session Configuration Mdel structure

Thi s docunent defines the YANG nodul e "ietf-dots-signal-config",
whi ch has the follow ng structure:

nodul e: ietf-dots-signal-config
+--rw signal -config

+--rw policy-id? i nt 32
+--rw heartbeat-interval ? int16
+--rw max-retransmt? intl6
+--rw ack-ti meout ? intl6
+--rw ack-randomf act or ? deci nal 64

5.2.4. Session Configuration Mdel
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<CCODE BEG NS> file "ietf-dots-signal-config@016-11-28. yang"

nmodul e i etf-dots-signal-config {
nanespace "urn:ietf:parans: xm:ns:yang:ietf-dots-signal-config";
prefix "config";
organi zation "Ci sco Systens, Inc.";
contact "Tirumal eswar Reddy <tireddy@i sco.conp";

description
"Thi s nodul e contains YANG definition for DOTS
si gnal channel session configuration”

revision 2016-11-28 {
ref erence
"https://tools.ietf.org/htm/draft-reddy-dots-signal -channel”

}

cont ai ner signal-config {
description "top | evel container for DOTS signal channel session
configuration";
| eaf policy-id {
type int32;
description "ldentifier for the DOIS signhal channe
session configuration data";

| eaf heartbeat-interval {
type int16;
description "heartheat interval"”
}
| eaf max-retransmt ({
type int16;
description "Maxi num nunber of retransni ssions”;

| eaf ack-tineout {
type intl6;
description "Initial retransmi ssion tineout value";
}
| eaf ack-randomfactor ({
type deci mal 64 {
fraction-digits 2;
}
description "Random factor used to influence the tining of
retransm ssions";

}
<CODE ENDS>
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5.3. Mtigation Request

The following APIs define the nmeans to convey a DOTS signal froma
DOTS client to a DOTS server:

PUT requests: are used to convey the DOTS signal froma DOTS client
to a DOTS server over the signal channel, possibly traversing a
DOTS gateway, indicating the DOTS client’s need for mtigation, as
wel|l as the scope of any requested mtigation (Section 5.3.1).
DOTS gateway act as a CoAP-to- CoAP Proxy (explained in [ RFC7252]).
PUT requests are al so used by the DOTS client to convey nmitigation
ef ficacy updates to the DOTS server (Section 5.3.4).

DELETE requests: are used by the DOIS client to withdraw t he request
for mtigation fromthe DOIS server (Section 5.3.2).

GET requests: are used by the DOTS client to retrieve the DOIS
signal (s) it had conveyed to the DOTS server (Section 5.3.3).

Reliability is provided to the requests and responses by marking them
as Confirnmable (CON) nessages. As explained in Section 2.1 of

[ RFC7252], a Confirmable nessage is retransmtted using a default

ti meout and exponential back-off between retransn ssions, until the
DOTS server sends an Acknow edgenent nessage (ACK) with the sane
Message | D conveyed fromthe DOTS client. Message transmni ssion
paraneters are defined in Section 4.8 of [RFC7252]. Reliability is
provided to the responses by marking them as Confirnmabl e (CON)
messages. The DOTS server can either piggyback the response in the
acknow edgenent nmessage or if the DOTS server is not able to respond
imediately to a request carried in a Confirmabl e nessage, it sinply
responds with an Enpty Acknow edgenent nessage so that the DOTS
client can stop retransmtting the request. Enpty Acknow edgenent
nmessage is explained in Section 2.2 of [RFC7252]. Wen the response
is ready, the server sends it in a new Confirmabl e nessage which then
in turn needs to be acknow edged by the DOTS client (see Sections
5.2.1 and Sections 5.2.2 in [RFC7252]).

DOTS agents should follow the data transm ssion guidelines discussed
in Section 3.1.3 of [I-D.ietf-tsvwy-rfc5405bis] and control

transm ssi on behavi or by not sending on average nore than one UDP

dat agram per RTT to the peer DOIS agent. Requests marked by the DOTS
client as Non-confirmabl e nessages are sent at regular intervals
until a response is received fromthe DOTS server and if the DOTS
client cannot maintain a RTT estimate then it SHOULD NOT send nore
than one Non-confirnabl e request every 3 seconds, and SHOULD use an
even | ess aggressive rate when possible (case 2 in Section 3.1.3 of
[I-D.ietf-tsvwg-rfc5405bis]).

I npl enentation Note: A DOTS client that receives a response in a CON
message may want to clean up the nessage state right after sending
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the ACK. If that ACK is lost and the DOIS server retransnmts the
CON, the DOTS client may no | onger have any state to which to
correlate this response, nmaking the retransm ssion an unexpected
message; the DOTS client will send a Reset nessage so it does not
receive any nore retransnissions. This behavior is normal and not an
i ndication of an error (see Section 5.3.2 in [RFC7252] for nore
details).

5.3.1. Convey DOTS Signals

When suffering an attack and desiring DoS/ DDoS mitigation, a DOTS
signal is sent by the DOTS client to the DOTS server. A PUT request
is used to convey a DOTS signal to the DOTS server (Figure 5,
illustrated in JSON di agnostic notation). The DOTS server can enabl e
mtigation on behalf of the DOIS client by comunicating the DOTS
client’s request to the mtigator and relaying any nitigator feedback
to the requesting DOTS client. The PUT request and response are

mar ked as Non-confirnmabl e messages.

Reddy, et al. Expi res Septenber 3, 2017 [ Page 13]



Internet-Draft DOTS Si gnal Channel March 2017

Header: PUT (Code=0. 03)
Uri-Host: "host"

Ui-Path: ".well-known"
Ui-Path: "version"

Uri-Path: "dots-signal"
Ui-Path: "signal"

Cont ent - Type: "application/cbor"

"mtigation-scope": {
"scope": |

"policy-id": integer,
"target-ip": |
"string"
]l
"target-prefix": [
"string"
]1
"target-port-range": [
{
"l ower-port”: integer,
"upper-port": integer

]

,arget-protocoVH [
i nt eger

] L]
"FQDN': [

"string"
]

"UR: [
"string"
]

"E. 164" [
"string"
]1
"alias": [
"string"
]l
"lifetime": integer
}
]
}
}

Figure 5: PUT to convey DOTS signals

The paraneters are described bel ow.
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policy-id: Ildentifier for the nmitigation request represented using
an integer. This identifier MJST be unique for each mtigation
request bound to the DOTS client, i.e., the policy-id paraneter

value in the mtigation request needs to be unique relative to the
policy-id paraneter values of active nmitigation requests conveyed
fromthe DOTS client to the DOTS server. This identifier MJST be
generated by the DOTS client. This docunent does not make any
assunption about how this identifier is generated. This is a
mandat ory attri bute.

target-ip: A list of I P addresses under attack. |P addresses are
separated by commas. This is an optional attribute.

target-prefix: A list of prefixes under attack. Prefixes are
separated by commas. Prefixes are represented using ClDR notation
[RFC4632]. This is an optional attribute.

target-port-range: A list of ports under attack. The port range,
| ower-port for |ower port nunber and upper-port for upper port
nunber. When only lower-port is present, it represents a single
port. For TCP, UDP, SCTP, or DCCP: the range of ports (e.g.
1024-65535). This is an optional attribute.

target-protocol: A list of protocols under attack. Internet
Protocol nunbers. This is an optional attribute.

FQDN: Alist of Fully Qualified Domain Names. Fully Qualified
Domain Nane (FQDN) is the full name of a system rather than just
its hostnane. For exanple, "venera" is a hostnane, and
"venera.isi.edu" is an FQDN. This is an optional attribute.

URI : A list of Uniform Resource ldentifiers (URI). This is an
optional attribute.

E. 164: A list of E 164 nunbers. This is an optional attribute.

alias: A list of aliases (see Section 3.1.1 in
[I-D. reddy-dots-data-channel]). This is an optional attribute.

lifetime: Lifetime of the nmitigation request in seconds. Upon the
expiry of this lifetime, and if the request is not refreshed, the
mtigation request is renoved. The request can be refreshed by
sendi ng the sane request again. The default lifetine of the
mtigation request is 3600 seconds (60 mnutes) -- this value was
chosen to be long enough so that refreshing is not typically a
burden on the DOTS client, while expiring the request where the
client has unexpectedly quit in a timely manner. A lifetinme of
zero indicates indefinite lifetine for the mtigation request.
The server MJUST al ways indicate the actual lifetinme in the
response. This is an optional attribute in the request.

The CBOR key values for the paraneters are defined in Section 6. The
I ANA Consi derations section defines how the CBOR key val ues can be

al l ocated to standards bodi es and vendors. |In the PUT request at

| east one of the attributes target-ip or target-prefix or FQDN or URI
or alias MJUST be present. DOIS agents can safely ignore Vendor-
Specific parameters they don’t understand. The relative order of two
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nmitigation requests froma DOIS client is determ ned by conparing
their respective policy-id values. The mitigation request with

hi gher nuneric policy-id value has higher precedence (and thus wll
mat ch before) than the nmitigation request with | ower nuneric policy-
id val ue.

In both DOTS signal and data channel sessions, the DOTS client MJST
authenticate itself to the DOIS server (Section 9). The DOTS server
coupl es the DOTS signal and data channel sessions using the DOTS
client identity, so the DOTS server can validate whether the aliases
conveyed in the mitigation request were indeed created by the sane
DOTS client using the DOTS data channel session. |If the aliases were
not created by the DOTS client then the DOIS server returns 4.00 (Bad
Request) in the response. The DOIS server couples the DOTS signa
channel sessions using the DOIS client identity, the DOIS server uses
policy-id paraneter value to detect duplicate mtigation requests.

Figure 6 shows a PUT request exanple to signal that ports 80, 8080
and 443 on the servers 2002: db8: 6401::1 and 2002: db8: 6401:: 2 are
being attacked (illustrated in JSON di agnostic notation).

Header: PUT (Code=0. 03)

Uri-Host: "www. exanpl e. cont
Uri-Path: ".well-known"

Uri-Path: "v1"

Uri-Path: "dots-signal"”

Uri-Path: "signal”

Content-Fornmat: "application/cbor”

"mtigation-scope": {
"scope": [

"policy-id": 12332,

"target-ip": |
"2002: db8: 6401:: 1",
"2002: db8: 6401: : 2"

1

"target-port-range": |

"l ower-port": 80

"l ower-port": 443

a
{
}
{
1

"l ower-port": 8080
}

]
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The DOTS server indicates the result of processing the PUT request

usi ng CoAP response cod
codes are sone sort of

es.

i nvalid requests.

CoAP 2. xx codes are success.

CoAP 4. xx
COAP 5. xx codes are

returned if the DOTS server has erred or is currently unavailable to
provide mitigation in response to the nmitigation request fromthe
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DOTS client. |If the DOIS server does not find the policy-id
paraneter val ue conveyed in the PUT request in its configuration data
then the server MAY accept the mitigation request, and a 2.01
(Created) response is returned to the DOIS client, and the DOTS
server will try to mtigate the attack. |f the DOTS server finds the
policy-id paranmeter value conveyed in the PUT request in its
configuration data then the server MAY update the mitigation request,
and a 2.04 (Changed) response is returned to indicate a successfu
updation of the mitigation request. |If the request is m ssing one or
nore mandatory attributes, then 4.00 (Bad Request) will be returned
in the response or if the request contains invalid or unknown
paranmeters then 4.02 (Invalid query) will be returned in the
response. For responses indicating a client or server error, the
payl oad explains the error situation of the result of the requested
action (Section 5.5 in [RFC7252]).

5.3.2. Wthdraw a DOTS Signha

A DELETE request is used to withdraw a DOTS signal froma DOTS server
(Figure 7). The DELETE request and response are marked as
Confirmabl e nessages.

Header: DELETE (Code=0. 04)
Uri-Host: "host"

Uri-Path: ".well-known"

Uri-Path: "version"

Uri-Path: "dots-signal”

Uri-Path: "signal"

Content-Format: "application/cbor"

{
"mtigation-scope": {
"scope": [
"policy-id": integer
}
]
}
}

Figure 7: Wthdraw DOTS signa

If the DOTS server does not find the policy-id paraneter val ue
conveyed in the DELETE request in its configuration data, then it
responds with a 4.04 (Not Found) error response code. The DOTS
server successfully acknow edges a DOIS client’s request to w thdraw
the DOTS signal using 2.02 (Del eted) response code, and ceases
mtigation activity as quickly as possible.
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5.3.3. Retrieving a DOTS Signa

A CET request is used to retrieve informati on and status of a DOTS
signal froma DOTS server (Figure 8). |If the DOIS server does not
find the policy-id paraneter value conveyed in the GET request in its
configuration data, then it responds with a 4.04 (Not Found) error
response code. The CGET request is marked as Non-confirmabl e nmessage.
The "¢’ (content) parameter and its permtted val ues defined in
[I-D.ietf-core-com] can be used to retreive non-configuration data
or configuration data or both.

1) To retrieve all DOTS signals signaled by the DOTS client.

Header: GET (Code=0.01)
Uri-Host: "host'
Ui-Path: ".well-known"
Uri-Path: "version"
Uri-Path: "dots-signal"
Ui-Path: "signal"
Gbserve : O

2) To retrieve a specific DOTS signal signaled by the DOTS client.
The configuration data in the response will be formatted in the
same order it was processed at the DOTS server

Header: GET (Code=0.01)

Uri-Host: "host'

Ui-Path: ".well-known"

Ui-Path: "version"

Uri-Path: "dots-signal"

Ui-Path: "signal"

bserve : 0

Content-Format: "application/cbor”

{
"mtigation-scope": {
"scope": |
"policy-id": integer
]
}
}

Figure 8 GET to retrieve the rules

Figure 9 shows a response exanple of all the active mtigation
requests associated with the DOTS client on the DOTS server and the
mtigation status of each mitigation request.
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{
"mtigation-scope":|[
{
"scope": |
{
"policy-id": 12332,
"target-protocol": [
17
] L]

“lifetime": 1800,
"status": 2,

"byt es_dropped": 134334555,
"bps_dropped": 43344,
"pkts_dropped": 333334444,
"pps_dropped": 432432

]
1
{
"scope": [
{
"policy-id": 12333,
"target-protocol": |
6
],

"lifetime": 1800,
"status":3

"byt es_dropped": O,
"bps_dropped": O,
"pkts_dropped": O,
"pps_dropped": O

Fi gure 9: Response body
The mtigation status paraneters are described bel ow

byt es_dropped: The total dropped byte count for the nmitigation
request. This is a optional attribute.

bps_dropped: The average dropped bytes per second for the mtigation
request. This is a optional attribute.

pkts_dropped: The total dropped packet count for the mtigation
request. This is a optional attribute.
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pps_dropped: The average dropped packets per second for the
mtigation request. This is a optional attribute.

status: Status of attack mitigation. The ’'status’ paraneter is a
mandatory attri bute.

The various possible values of 'status' paraneter are expl ai ned

bel ow

R R R R e e T \
| Paraneter val ue | Description [
|- R e e L L LR R EEE P EEE T |
| 1 | Attack mitigation is in progress |
| | (e.g., changing the network path to re-route the

| | inbound traffic to DOTS nitigator). |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e memeem o +
| 2 | Attack is successfully mtigated [
| | (e.g., traffic is redirected to a DDOS mitigator

| | and attack traffic is dropped). |
o o ot e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eao o +
| 3 | Attack has stopped and the DOTS client |
| | can withdraw the mitigation request. |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo oo +
| 4 | Attack has exceeded the mitigation provider |
[ | capability. |
I L R R e /

The observe option defined in [ RFC7641] extends the CoAP core
protocol with a nmechanismfor a CoAP client to "observe" a resource
on a CoAP server: the client retrieves a representation of the
resource and requests this representati on be updated by the server as
long as the client is interested in the resource. A DOTS client
conveys the observe option set to O in the GET request to receive
unsolicited notifications of attack mtigation status fromthe DOTS
server. Unidirectional notifications within the bidirectional signha
channel allows unsolicited nessage delivery, enabling asynchronous
notifications between the agents. A DOTS client that is no | onger
interested in receiving notifications fromthe DOTS server can sinply
"forget" the observation. The notification response is nmarked as
Non-confirmabl e message. Wen the DOTS server then sends the next
notification, the DOTS client will not recognize the token in the
message and thus will return a Reset nessage. This causes the DOTS
server to renove the associated entry.
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DOTS di ent DOTS Server

GET /<policy-id nunber> |

status: "mtigation

|
| Token: Ox4a [ Regi stration
| GObserve: 0 |
T >|
I
2. 05 Content |
Token: Ox4a | Notification of
Cbserve: 12 [ the current state
I
I

in progress"”

I

I

|

I

I

I

I T +

| 2.05 Content |

| Token: Ox4a | Noti fication upon
| Qbserve: 44 [ a state change

| status: "mitigation |

| conpl et e” |

I T +

| 2.05 Content |

| Token: Ox4a | Noti fication upon
| Qbserve: 60 [ a state change

| status: "attack stopped" |

| <mmmmmm +

I

Figure 10: Notifications of attack mitigation status
5.3.3.1. Mtigation Status

A DOTS client retrieves the information about a DOTS signal at
frequent intervals to deternmine the status of an attack. |If the DOTS
server has been able to mitigate the attack and the attack has
stopped, the DOTS server indicates as such in the status, and the
DOTS client recalls the nmitigation request.

A DOTS client should react to the status of the attack fromthe DOTS
server and not the fact that it has recognized, using its own mneans,
that the attack has been mitigated. This ensures that the DOTS
client does not recall a nmitigation request in a premature fashion
because it is possible that the DOTS client does not sense the DDCS
attack on its resources but the DOTS server could be actively
nmtigating the attack and the attack is not conpletely averted.
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5.3.4. Efficacy Update from DOTS dient

VWhile DDoS mitigation is active, a DOIS client MAY frequently
transmit DOTS nitigation efficacy updates to the rel evant DOTS
server. An PUT request (Figure 11) is used to convey the nmitigation
efficacy update to the DOTS server. The PUT request MJST include all
the paranmeters used in the PUT request to convey the DOTS signal
(Section 5.3.1). The PUT request and response are marked as Non-
Confirmabl e nessages.
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Header: PUT (Code=0. 03)
Uri-Host: "host"
Ui-Path: ".well-known"

Ui-Path: "version"
Uri-Path: "dots-signal"
Ui-Path: "signal"

Content-Format: "application/cbor

{

}

The ' attack-status’

"mtigation-scope": {

"scope": |

}
]

}

"policy-id": integer,
"target-ip": |

"string"
]l
"target-port-range": |
"l ower-port": integer,
"upper-port": integer
}
]l
"target-protocol": |
i nt eger
]1
"FQDN': [
"string"
"URI": [
"string"
]1
"E. 164": |
"string"
]l
"alias": |
"string"
]1
"l'ifetime": integer,
"attack-status": integer

Figure 11: Efficacy Update

expl ai ned bel ow

Reddy,

et al.

Expi res Septenber 3, 2017

paraneter is a nandatory attribute.
possi bl e values contained in the 'attack-status
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R R i i
| Parameter val ue | Description

[--------mm e - - e
| 1 | DOTS client determines that it is still under attack.
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmm e mm ==
| 2 DOTS client deternmines that the attack is

I
| | successfully mtigated
| (e.g., attack traffic is not seen).

The DOTS server indicates the result of processing the PUT request
usi ng CoAP response codes. The response code 2.04 (Changed) will be
returned in the response if the DOTS server has accepted the
mtigation efficacy update. |If the DOIS server does not find the
policy-id paraneter value conveyed in the PUT request in its
configuration data then the server MAY accept the mitigation request
and will try to mitigate the attack, resulting in a 2.01 (Created)
Response Code. The 5.xx response codes are returned if the DOTS
server has erred or is incapable of performing the nmitigation

5.4. DOTS Signal Channel Session Configuration

The DOTS client can negotiate, configure and retrieve the DOTS signa
channel session behavior. The DOTS signal channel can be used, for
exanple, to configure the foll ow ng:

a. Heartbeat interval: DOTS agents regularly send heartbeats to each
other after nutual authentication in order to keep the DOTS
signal channel open

b. Acceptable signal loss ratio: Maximumretransm ssions,
retransm ssion tineout value and ot her message transm ssion
paraneters for the DOTS signal channel

5.4.1. Discover Acceptable Configuration Paraneters

A CET request is used to obtain acceptable configuration parameters
on the DOTS server for DOTS signal channel session configuration
Figure 12 shows how to obtain acceptable configuration paraneters for
the server. The GET request and response are nmarked as Confirnable
nmessages.
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Header: GET (Code=0.01)
Uri-Host: "host"
Ui-Path: ".well-known"
Ui-Path: "version"
Uri-Path: "dots-signal"
Ui-Path: "config"

Figure 12: GET to retrieve configuration

The DOTS server in the 2.05 (Content) response conveys the mininmum
and naxi mum attri bute val ues acceptabl e by the DOTS server

Content-Format: "application/cbor”

{
"heartbeat-interval": {"MnValue": integer, "MaxValue" : integer},
"max-retransmt": {"MnValue": integer, "MaxValue" : integer},
"ack-timeout": {"M nValue": integer, "MaxValue" : integer},
"ack-random factor": {"M nValue": nunber, "MxValue" : nunber}

Fi gure 13: GET response body
5.4.2. Convey DOTS Signal Channel Session Configuration

A PCST request is used to convey the configuration paraneters for the
signaling channel (e.g., heartbeat interval, maxi mumretransm ssions
etc). Message transmi ssion paraneters for CoAP are defined in
Section 4.8 of [RFC7252]. |If the DOTS agent w shes to change the
default val ues of nessage transni ssion paraneters then it should
foll ow the guidence given in Section 4.8.1 of [RFC7252]. The DOTS
agents MJST use the negotiated val ues for nmessage transm ssion
paraneters and default values for non-negoti ated nessage transmi ssion
paraneters. The signaling channel session configuration is
applicable to a single DOTS signal channel session between the DOTS
agents. The POST request and response are narked as Confirnabl e
nmessages.
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Header: POST (Code=0.02)

Uri-Host: "host"

Ui-Path: ".well-known"

Ui-Path: "version"

Uri-Path: "dots-signal"

Ui-Path: "config"

Content-Format: "application/cbor”

"signal -config": {
"policy-id": integer
"heartbeat-interval": integer
"max-retransnit": integer
"ack-timeout": integer,
"ack-randomfactor": nunber

Fi gure 14: POST to convey the DOTS signal channel session
configuration data.

The paraneters are described bel ow

policy-id: Identifier for the DOTS signal channel session
configuration data represented as an integer. This identifier
MUST be generated by the DOTS client. This docunment does not nake
any assunption about how this identifier is generated. This is a
mandat ory attri bute.

heartbeat-interval : Heartbeat interval to check the DOTS peer
health. This is an optional attribute.
max-retransmit: Maxi mum nunber of retransm ssions for a nessage

(referred to as MAX_RETRANSM T paraneter in CoAP). This is an
optional attribute.

ack-tinmeout: Ti meout value in seconds used to calculate the intial
retransm ssion tineout value (referred to as ACK TI MEQUT par anet er
in CoAP). This is an optional attribute.

ack-random f act or: Random factor used to influence the tining of
retransm ssions (referred to as ACK_RANDOM FACTOR paraneter in
CoAP). This is an optional attribute

In the POST request at |east one of the attributes heartbeat-interva
or max-retransmt or ack-timeout or ack-randomfactor MJIST be
present. The POST request with higher nuneric policy-id value over-
ri des the DOTS signal channel session configuration data installed by
a POST request with a | ower nuneric policy-id val ue.

Fi gure 15 shows a POST request exanple to convey the configuration
paraneters for the DOTS signal channel
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Header: POST (Code=0.02)

Uri-Host: "ww. exanpl e. cont
Ui-Path: ".well-known"

Ui-Path: "v1"

Uri-Path: "dots-signal"

Ui-Path: "config"

Content-Format: "application/cbor”

"signal -config":
"policy-id": 1234534333242,
"heartbeat-interval": 30,
"max-retransmt": 7,
"ack-tinmeout": 5,
"ack-randomfactor": 1.5

Fi gure 15: POST to convey the configuration paraneters

The DOTS server indicates the result of processing the POST request
usi ng CoAP response codes. The CoAP response will include the CBOR
body received in the request. Response code 2.01 (Created) wll be
returned in the response if the DOTS server has accepted the
configuration paraneters. |If the request is missing one or nore
mandatory attributes then 4.00 (Bad Request) will be returned in the
response or if the request contains invalid or unknown paraneters
then 4.02 (Invalid query) will be returned in the response. Response
code 4.22 (Unprocessable Entity) will be returned in the response if
any of the heartbeat-interval, nmax-retransmt, target-protocol, ack-
ti meout and ack-randomfactor attribute values is not acceptable to
the DOTS server. The DOTS server in the error response conveys the
m nunmum and maxi mum attri bute val ues acceptable by the DOTS server.
The DOTS client can re-try and send the POST request w th updated
attribute val ues acceptable to the DOTS server.

Content-Format: "application/cbor"

{
"heartbeat-interval": {"MnValue": 15, "MxValue" : 60},
"max-retransmt": {"MnValue": 3, "MxValue" : 15},
"ack-timeout": {"MnValue": 1, "MaxVal ue" : 30},
"ack-randomfactor": {"MnValue": 1.0, "MxValue" : 4.0}
}

Figure 16: Error response body
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5.4.3. Delete DOIS Signal Channel Session Configuration

A DELETE request is used to delete the installed DOTS signal channe
session configuration data (Figure 17). The DELETE request and
response are nmarked as Confirmabl e nessages.

Header: DELETE ( Code=0.04)
Uri-Host: "host"

Ui-Path: ".well-known"

Ui-Path: "version"

Uri-Path: "dots-signal"

Ui-Path: "config"

Content-Format: "application/cbor”

"signal -config": {
"policy-id": integer
}
}

Figure 17: DELETE configuration

If the DOTS server does not find the policy-id paraneter val ue
conveyed in the DELETE request in its configuration data, then it
responds with a 4.04 (Not Found) error response code. The DOTS
server successfully acknow edges a DOTIS client’s request to renove
the DOTS signal channel session configuration using 2.02 (Del eted)
response code.

5.4.4. Retrieving DOTS Signal Channel Session Configuration
A GET request is used to retrieve the installed DOTS signal channe
session configuration data froma DOTS server. Figure 18 shows how

to retrieve the DOIS signal channel session configuration data. The
GET request and response are narked as Confirnmabl e nessages.
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Header: GET (Code=0.01)

Uri-Host: "host"

Ui-Path: ".well-known"

Ui-Path: "version"

Uri-Path: "dots-signal"

Ui-Path: "config"

Content-Format: "application/cbor”

"signal -config": {
"policy-id": integer

Figure 18: GET to retrieve configuration
5.5. Redirected Signaling

Redirected Signaling is discussed in detail in Section 3.2.2 of
[I-Dietf-dots-architecture]. |If the DOTS server wants to redirect
the DOTS client to an alternative DOIS server for a signaling session
then the response code 3.00 (alternate server) will be returned in
the response to the client. The DOTS server can return the error
response code 3.00 in response to a POST or PUT request fromthe DOTS
client or convey the error response code 3.00 in a unidirectiona
notification response fromthe DOTS server. The DOTS server can nmark
the notification response conveying the alternate server address as a
a Confirmabl e nessage to request an acknow edgenent fromthe DOTS
client.

The DOTS server in the error response conveys the alternate DOTS
server FQDN, and the alternate DOTS server |P addresses and TTL (tinme
to live) values in the CBOR body.

{
"alt-server": "string"
"alt-server-record": |
{
"addr": "string",
"TTL" : integer,
}
]
}

Figure 19: Error response body
The paraneters are described bel ow

alt-server: FQDN of alternate DOTS server
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addr: | P address of alternate DOTS server
TTL: Tine to live represented as an integer nunber of seconds.

Fi gure 20 shows a 3.00 response exanple to convey the DOIS alternate
server www. exanple-alt.com its |IP addresses 2002: db8: 6401::1 and
2002: db8: 6401::2, and TTL val ues 3600 and 1800.

{
"alt-server": "www. exanpl e-alt.cont,
"alt-server-record": |
{
"TTL" : 3600,
"addr": "2002:db8: 6401::1"
} L]
{
"TTL" : 1800,
"addr": "2002: db8: 6401:: 2"
}
]
}

Fi gure 20: Exanple of error response body

When the DOTS client receives 3.00 response, it considers the current
request as having failed, but SHOULD try the request with the
alternate DOTS server. During a DDOS attack, the DNS server may be
subjected to DDCS attack, alternate DOTS server | P addresses conveyed
in the 3.00 response help the DOIS client to skip DNS | ookup of the
alternate DOTS server and can try to establish UDP or TCP session
with the alternate DOTS server |P addresses. The DOIS client SHOULD
i mpl ement DNS64 function to handl e the scenario where | Pv6-only DOTS
client conmunicates with I Pv4-only alternate DOIS server

5.6. Heartbeat Mechani sm

Whi |l e the comuni cati on between the DOTS agents is quiescent, the
DOTS client will probe the DOTS server to ensure it has maintained
cryptographic state and vice versa. Such probes can also keep alive
firewall or NAT bindings. This probing reduces the frequency of
needi ng a new handshake when a DOTS signal needs to be conveyed to
the DOTS server. |In DOTS over UDP, heartbeat nessages can be
exchanged between the DOTS agents using the "COAP ping" nechani sm
(Section 4.2 in [RFC7252]). The DOTS agent sends an Enpty
Confirmabl e nessage and the peer DOTS agent will respond by sending
an Reset nessage. In DOTS over TCP, heartbeat nessages can be
exchanged between the DOTS agents using the Ping and Pong nessages
(Section 4.4 in [I-D.ietf-core-coap-tcp-tls]). The DOTS agent sends
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an Ping nessage and the peer DOTS agent will respond by sending an
si ngl e Pong nessage.

6. Mapping paraneters to CBOR

Al'l paraneters in DOTS signal channel are mapped to CBOR types as
follows and are given an integer key value to save space.

I oo - o e e o - \
| Paraneter nane | CBOR key | CBOR major type of value

I . e |
| mitigation-scope | 1 | 5 (map) |
| scope | 2 | 5 (map) I
| policy-id | 3 | O (unsigned) |
| target-ip | 4 | 4 (array) |
| target-port-range | 5 | 4 [
| | ower-port | 6 | O |
| upper-port | 7 | O |
| target-protocol | 8 | 4 |
| FQDN | 9 | 4 I
| URI | 10 | 4 [
| E. 164 | 11 | 4 [
| alias | 12 | 4 |
| lifetinme | 13 | O [
| attack-status | 14 | O |
| signal-config | 15 | 5 |
| heartbeat-interval | 16 | O |
| mex-retransmit | 17 | O [
| ack-tineout | 18 | O |
| ack-randomfactor | 19 | 7 |
| M nVal ue | 20 | O [
| MaxVal ue | 21 | O |
| status | 22 | O |
| bytes_dropped | 23 | O [
| bps_dropped | 24 | O |
| pkts_dropped | 25 | O |
| pps_dropped | 26 | O |
L e oo B T /

Fi gure 21: CBOR mappi ngs used in DOTS signal channel nessage
7. (D)TLS Protocol Profile and Perfornmance considerations

This section defines the (D) TLS protocol profile of DOTIS signha
channel over (D)TLS and DOTS data channel over TLS.

There are known attacks on (D)TLS, such as nachi ne-in-the-mddle and
prot ocol downgrade. These are general attacks on (D) TLS and not
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specific to DOTS over (D)TLS; please refer to the (D)TLS RFCs for

di scussion of these security issues. DOIS agents MJST adhere to the
(D) TLS i mpl enent ati on recomendati ons and security considerations of
[ RFC7525] except with respect to (D) TLS version. Since encryption of
DOTS using (D TLS is virtually a green-field depl oynent DOTS agents
MUST i npl ement only (D)TLS 1.2 or later.

| mpl enent ations conpliant with this profile MJST inplenment all of the
followi ng itens:

o DOTS agents MJST support DTLS record replay detection (Section 3.3
in [ RFC6347]) to protect against replay attacks.

o DOTS client can use (D) TLS session resunption w thout server-side
state [ RFC5077] to resume session and convey the DOTS signal.

0 Raw public keys [ RFC7250] which reduce the size of the
ServerHel l o, and can be used by servers that cannot obtain
certificates (e.g., DOTS gateways on private networks).

I mpl ement ations conpliant with this profile SHOULD i npl enent all of
the following items to reduce the delay required to deliver a DOTS
si gnal :

0 TLS False Start [RFC7918] which reduces round-trips by allow ng
the TLS second flight of nessages (ChangeC pherSpec) to al so
contain the DOTS signal.

0 Cached Information Extension [ RFC7924] which avoids transmitting
the server’s certificate and certificate chain if the client has
cached that information froma previous TLS handshake.

0 TCP Fast Open [RFC7413] can reduce the nunber of round-trips to
convey DOTS signal .

MIU and Fragnentation |ssues

To avoid DOTS signal nessage fragnentation and the consequently
decreased probability of nessage delivery, DOIS agents MJST ensure
that the DTLS record MUST fit within a single datagram |If the Path
MIU i s not known to the DOTS server, an |IP MU of 1280 bytes SHOULD
be assuned. The length of the URL MJUST NOT exceed 256 bytes. |f UDP
is used to convey the DOTS signal messages then the DOTS client nust
consi der the anount of record expansi on expected by the DILS

processi ng when calcul ating the size of CoAP nessage that fits within
the path MIU. Path MIU MJUST be greater than or equal to [ CoAP
message size + DILS overhead of 13 octets + authentication overhead
of the negotiated DTLS ci pher suite + bl ock padding (Section 4.1.1.1
of [RFC6347]]. If the request size exceeds the Path MIU then the
DOTS client MJUST split the DOTS signal into separate nessages, for
exanple the list of addresses in the "target-ip paraneter could be
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split into multiple lists and each list conveyed in a new POST
request .

I npl enent ati on Note: DOTS choice of nessage size paraneters works
well with IPv6 and with nost of today’'s |Pv4 paths. However, with
IPv4, it is harder to absolutely ensure that there is no IP
fragmentation. |If |1Pv4 support on unusual networks is a

consi deration and path MIU i s unknown, inplenmentations may want to
limt thensel ves to nore conservative | Pv4 datagram sizes such as 576
bytes, as per [RFC0791] | P packets up to 576 bytes shoul d never need
to be fragnmented, thus sending a nmaxi num of 500 bytes of DOTS signha
over a UDP datagramw ||l generally avoid |P fragnmentation

8. (D)TLS 1.3 considerations

TLS 1.3 [I-D.ietf-tls-tls13] provides critical |atency inprovenents
for connection establishnent over TLS 1.2. The DTLS 1.3 protoco
[I-D.rescorla-tls-dtlsl13] is based on the TLS 1.3 protocol and
provi des equival ent security guarantees. (D)TLS 1.3 provides two
basi ¢ handshake nodes of interest to DOTS signal channel

0 Absent packet loss, a full handshake in which the DOIS client is
abl e to send the DOTS signal nmessage after one round trip and the
DOTS server inmediately after receiving the first DOTS signa
message fromthe client.

0 O-RTT node in which the DOTS client can authenticate itself and
send DOTS signal nessage on its first flight, thus reducing
handshake | atency. O-RTT only works if the DOIS client has
previously comrmuni cated with that DOTS server, which is very
likely with the DOTS signal channel. The DOTS client SHOULD
establish a (D) TLS session with the DOTS server during peacetine
and share a PSK. During DDOS attack, the DOTS client can use the
(D) TLS session to convey the DOTS signal nessage and if there is
no response fromthe server after nultiple re-tries then the DOTS
client can resune the (D) TLS session in 0-RTT node using PSK. A
simplified TLS 1.3 handshake with 0-RTT DOTS signhal nessage
exchange is shown in Figure 22

Reddy, et al. Expi res Septenber 3, 2017 [ Page 34]



Internet-Draft DOTS Si gnal Channel March 2017

9.

DOTS di ent DOTS Server

ClientHell o
(Fi ni shed)
(O-RTT DOTS si gnal nessage)
(end_of _early_data) ~ -------- >
ServerHell o
{ Encr ypt edExt ensi ons}
{Server Confi guration}
{Certificate}
{CertificateVerify}

{Fi ni shed}
<-------- [ DOTS si gnal message]

{Finished} -------- >
[ DOTS si gnal nessage] <------- > [ DOTS si gnal nessage]

Fi gure 22: TLS 1.3 handshake with O-RTT
Mut ual Aut henti cation of DOTS Agents & Authorization of DOTS Clients

(D) TLS based on client certificate can be used for nutual

aut henti cati on between DOTS agents. |f a DOIS gateway is involved,
DOTS clients and DOTS gateway MJST perform nutual authentication;
only authorized DOTS clients are allowed to send DOTS signals to a
DOTS gateway. DOTS gateway and DOTS server MJST perform nut ual

aut henti cation; DOTS server only allows DOIS signals from authorized
DOTS gateway, creating a two-link chain of transitive authentication
bet ween the DOTS client and the DOIS server.
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Fi gure 23: Exanple of Authentication and Authorization of DOTS Agents

In the exanple depicted in Figure 23, the DOTS gateway and DOTS
clients within the 'exanple.coni domain nutually authenticate with
each other. After the DOTS gateway validates the identity of a DOIS
client, it comunicates with the AAA server in the 'exanple.comn
domain to determne if the DOTS client is authorized to request DDOS
mtigation. |If the DOIS client is not authorized, a 4.01

(Unaut horized) is returned in the response to the DOTS client. In
this exanple, the DOIS gateway only allows the application server and
DDOS detector to request DDOS mitigation, but does not pernit the
user of type 'guest’ to request DDCS mitigation.

Al so, DOTS gateway and DOTS server MJST perform nmutual authentication
using certificates. A DOTS server will only allow a DOTS gat eway
with a certificate for a particular domain to request nitigation for
that domain. |In reference to Figure 23, the DOTS server only allows
the DOTS gateway to request nmitigation for 'exanple.com domain and
not for other domains.
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10.

10.

10.

10.

| ANA Consi der ati ons

This specification registers new paraneters for DOIS signal channel
and establishes registries for mappings to CBOR

1. DOTS signal channel CBOR Mappi ngs Registry

A newregistry will be requested fromIANA, entitled "DOTS signal
channel CBOR Mappi ngs Registry". The registry is to be created as
Expert Revi ew Required.

1.1. Registration Tenpl ate

Par amet er name:
Par aneter nanes (e.g., "target_ip") in the DOTS signal channel.

CBOR Key Val ue:
Key value for the paraneter. The key value MJST be an integer in
the range of 1 to 65536. The key values in the range of 32768 to
65536 are assigned for Vendor-Specific paraneters.

CBOR Maj or Type:
CBOR Maj or type and optional tag for the claim

Change Controller:
For Standards Track RFCs, list the "IESG'. For others, give the
nane of the responsible party. Qher details (e.g., postal
address, emmil address, honme page URI) may al so be incl uded.

Speci ficati on Document (s):
Ref erence to the docunent or docunments that specify the paraneter,
preferably including URIs that can be used to retrieve copi es of
the docunents. An indication of the relevant sections nmay al so be
i ncluded but is not required.

1.2. Initial Registry Contents

0 Paranmeter Name: "mtigation-scope"

0 CBOR Key Value: 1

0o CBOR Major Type: 5

o Change Controller: |IESG

0 Specification Docunment(s): this docunent
0 Paraneter Nane: "scope"

0 CBOR Key Val ue: 2

0o CBOR Major Type: 5

o Change Controller: |IESG

0 Specification Docunment(s): this docunent
o Paranmeter Nanme: "policy-id"

0 CBOR Key Val ue: 3

0o CBOR Major Type: O
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Reddy,

Change Controller: |ESG
Speci fication Docunent(s): this docunent

Par aneter Nane:target-ip

CBOR Key Val ue: 4

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par amet er Name: target-port-range

CBOR Key Val ue: 5

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Name: "l ower-port"

CBOR Key Val ue: 6

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Name: "upper-port"

CBOR Key Val ue: 7

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Name: target-protocol

CBOR Key Val ue: 8

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par amet er Name: " FCQDN'

CBOR Key Val ue: 9

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nanme: "URI"

CBOR Key Val ue: 10

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par amet er Name: "E. 164"
CBOR Key Val ue: 11
CBOR Maj or Type: 4
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Change Controller: |ESG
Speci fication Docunent(s): this docunent

Paraneter Nane: alias

CBOR Key Val ue: 12

CBOR Maj or Type: 4

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Parameter Name: "lifetine"

CBOR Key Val ue: 13

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nane: attack-status

CBOR Key Val ue: 14

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nane: signal-config

CBOR Key Val ue: 15

CBOR Maj or Type: 5

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nane: heartbeat-interval

CBOR Key Val ue: 16

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Paranet er Nane: nmax-retransmt

CBOR Key Val ue: 17

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nane: ack-ti nmeout

CBOR Key Val ue: 18

CBOR Maj or Type: O

Change Controller: |ESG

Speci fication Docunent(s): this docunent

Par anet er Nane: ack-random f act or
CBOR Key Val ue: 19
CBOR Maj or Type: 7
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DOTS Si gnal Channel
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: M nVal ue
CBOR Key Val ue: 20
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: MaxVal ue
CBOR Key Val ue: 21
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par amet er Nanme: status
CBOR Key Val ue: 22
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: bytes_dropped
CBOR Key Val ue: 23
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: bps_dropped
CBOR Key Val ue: 24
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: pkts_dropped
CBOR Key Val ue: 25
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
Par anet er Nane: pps_dropped
CBOR Key Val ue: 26
CBOR Maj or Type: O
Change Controller: |ESG
Speci fication Docunent(s): this docunent
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11.

12.

Security Considerations

Aut henti cated encryption MJST be used for data confidentiality and
message integrity. (D) TLS based on client certificate MJST be used
for mutual authentication. The interaction between the DOTS agents
requi res Datagram Transport Layer Security (DTLS) and Transport Layer
Security (TLS) with a cipher suite offering confidentiality
protection and the gui dance given in [RFC7525] MJST be followed to
avoi d attacks on (D) TLS.

If TCP is used between DOTS agents, an attacker may be able to inject
RST packets, bogus application segnents, etc., regardl ess of whether
TLS authentication is used. Because the application data is TLS

protected, this will not result in the application receiving bogus
data, but it will constitute a DoS on the connection. This attack
can be countered by using TCP-AO [ RFC5925]. If TCP-AO is used, then

any bogus packets injected by an attacker will be rejected by the
TCP-AO integrity check and therefore will never reach the TLS | ayer.

Speci al care should be taken in order to ensure that the activation
of the proposed nmechani smwon’t have an inpact on the stability of
the network (including connectivity and services delivered over that
net wor k) .

I nvol ved functional elenents in the cooperation system nust establish
exchange instructions and notification over a secure and

aut henti cated channel. Adequate filters can be enforced to avoid
that nodes outside a trusted domain can inject request such as
deleting filtering rules. Nevertheless, attacks can be initiated
fromwithin the trusted domain if an entity has been corrupted.
Adequat e neans to nmonitor trusted nodes should al so be enabl ed.
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