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Mul ti cast Consi derations over | EEE 802 Wrel ess Medi a
draft-perkins-intarea-nulticast-ieee802-02

Sone perfornmance i ssues have been observed when multicast packet
transm ssions of | ETF protocols are used over | EEE 802 wirel ess

nedi a.

Even t hough enhantenents for mnulticast transm ssions have

been designed at both | ETF and | EEE 802, there seenms to exist a
di sconnect between specifications, inplenentations and configuration
choi ces.

This draft describes the different issues that have been observed,
the multi cast enhancenent features that have been specified at |ETF
and | EEE 802 for wireless nedia, as well as the operational chioces
that can be taken to inprove the performace of the network. Finally,
it provides some recommendati ons about the usage and conbi nation of
these features and operational choices.

Status of This Meno

This Internet-Draft is submtted in full conformance with the

provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 14, 2017
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Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

I nt roducti on

Many | ETF protocols depend on mnulticast/broadcast for delivery of
control nessages to nultiple receivers. Milticast is used for

vari ous purposes such as nei ghborhood di scovery, network fl oodi ng,
address resolution, as well as for reduction in nmedia access for the
transm ssion of data that is intended for nmultiple receivers

| ETF protocols typically rely on network protocol |ayering in order
to reduce or elimnate any dependence of higher |evel protocols on
the specific nature of the MAC | ayer protocols or the physical nedia.
In the case of nulticast transm ssions, higher |evel protocols have
traditionally been designed as if transnmitting a packet to an IP
address had the same cost in interference and network medi a access,
regardl ess of whether the destination IP address is a unicast address
or a multicast or broadcast address. This nodel was reasonable for
net wor ks where the physical nediumwas usually wired, |ike Ethernet.
Unfortunately, for many wireless nedia, the costs to access the
medi um can be quite different. Some enhancements have been designed
in | ETF protocols that are assunmed to work primarily over wlress
medi a. However, these enhancenents are usually inplenented in
limted depl oynments and not wi dely spread on nost wrel ess networks.

| EEE 802 wirel ess protocols have been designed with certain fetures
to support nulticat traffic. For instance, |ower nodul ations are
used to transmt nulticast franes, so that these can be received by
all stations in the cell, regardl ess of the distance or path
attenuation fromthe base station or access point. However, these

| ower nodul ati on transm ssions take | onger on the nedi um and
therefore they reduce the capabilities to transmit nore high
efficiency traffic with higher order nodul ations to stations that nay
be in closer vicinity. Due to these and other reasons, sone | EEE 802
wor ki ng groups |ike 802.11 have desi gned several features to inprove
the performance of nulticast transm ssions at Layer 2 [REF
11-15-1261-03]. Besides protocol design features, some operationa
and configuration enhancenents can al so be applied to overcone the
net work performance issues created by multicast traffic.

This Internet Draft identifies the problens created by the usage of
multicast traffic over wireless networks. It also highlights the
di fferent enhancenents that have been designed at | ETF and | EEE 802
as well as the operational choices that can be taken, to aneliorate
the effects of nulticast traffic. Sone recommendations about the
usage and conbi nati ons of these enhancenents are al so provided.
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2. Term nol ogy
Thi s docunment uses the follow ng definitions:

AP
| EEE 802. 11 Access Point.

STA
| EEE 802. 11 station

basic rate
The "l owest common denoni nator" data rate at which nmulticast and
broadcast traffic is generally transnitted.

MCS
Modul ation and Codi ng Schene.

3. ldentified nulitcast issues
3.1. Issues at Layer 2 and bel ow

In this section we |ist sonme of the issues related to the use of
mul ti cast transm ssions over | EEE 802 wirel ess technol ogi es.

3.1.1. Milticast reliability

Multicast traffic is typically nuch less reliable than unicast
traffic. Since nulticast makes point-to-nultipoint conmunications,
mul ti pl e acknow edgenents woul d be needed to guarantee the reception
on all recepients.

3.1.2. Lower data rate

Because | ower MCS have | onger range but also | ower data rate,

mul ticast / broadcast traffic is generally transmitted at the | owest
conmon denoni nator rate, also known as a basic rate. On | EEE 802. 11
networks (aka W-Fi), this rate mght be as | ow as 6 Mps, when sone
unicast links in the sane cell can be operating at rates up to 600
Mops. Transmissions at a |lower rate require nore occupancy of the
wirel ess nediumand thus restrict the airtime for all other nedium
conmuni cati ons and degrade the overall capacity.

Wred nulticast affects wireless LANs because the AP extends the

wi red segnment and nulticast / broadcast frames on the wired LAN side
are copied to WLAN. Since broadcast nessages are transnitted at the
nmost robust MCS, this inplies that large franes sent at slow rate
over the air.
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3.1.3. Power-save effects on nulticast

Mul ticast can work poorly with the power-save mechani snms defined in
| EEE 802. 11.

0 Both unicast and nulticast traffic can be del ayed by power-saving
mechani sns.

0 Unicast is delayed until a STA wakes up and asks for it.
Additionally, unicast traffic may be del ayed to inprove power
save, efficiency and increase probability of aggregation.

0o Milticast traffic is delayed in a wireless network if any of the
STAs in that network are power savers. All STAs have to be awake
at a known tinme to receive nulticast traffic.

0 Packets can al so be discarded due to buffer linmtations in the AP
and non- AP STA.

3.2. Issues at Layer 3 and above

In this section we nmention a few representative | ETF protocols, and
descri be sone possible negative effects due to perfornmance
degradati on when using nmulticast transnm ssions for control nessages.
Common uses of nulticast include:

Control plane for I1Pv4 and | Pv6

ARP and Nei ghbor Di scovery

Service discovery

Applications (video delivery, stock data etc)
O her L3 protocols (non-1P)

OO0Oo0o0oo

3.2.1. 1Pv4 issues

The following list contains a few representative |Pv4 protocols using

mul ticast.
o ARP
o DHCP
o nDNS

After initial configuration, ARP and DHCP occur nuch | ess comonly.
3.2.2. | Pv6 issues

The following list contains a few representative | Pv6 protocols using
mul ticast. |Pv6 nmakes nmuch nore extensive use of nulticast.

o DHCPv6
0 Liveness detection (NUD)
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3.

3.

o Sone control plane protocols are not very tolerant of packet |oss,
especi al | y nei ghbor di scovery.

0 Services may be considered lost if several consecutive packets
fail

Address Resol ution

Service Di scovery

Rout e Di scovery

Decentral i zed Address Assignnent
Geogr aphi ¢ routing
2.3. MDissues

Mul ticast Listener Discovery(M.D) [ RFC4541] is often used to identify
menbers of a multicast group that are connected to the ports of a
switch. Forwarding nmulticast frames into a WFi-enabl ed area can use
such switch support for hardware forwarding state information
However, since |Pv6 makes heavy use of nulticast, each STA with an

| Pv6 address will require state on the switch for several and

possi bly many multicast solicited-node addresses. Milticast
addresses that do not have forwarding state installed (perhaps due to
hardware menory linmtations on the switch) cause frames to be fl ooded
on all ports of the switch

2.4. Spurious Nei ghbor Discovery

On the Internet there is a "background radiation" of scanning traffic
(peopl e scanni ng for vul nerabl e machi nes) and backscatter (responses
fromspoofed traffic, etc). This neans that the router is constantly
getting packets destined for machi nes whose | P addresses nmay or nmay

not be in use. 1|In the cases where the IP is assigned to a nachine,
the router broadcasts an ARP request, gets back an ARP reply, caches
this and then can deliver traffic to the host. 1In the cases where

the I P address is not in use, the router broadcasts one (or nore) ARP
requests, and never gets a reply. This nmeans that it does not

popul ate the ARP cache, and the next tinme there is traffic for that

I P address it will broadcast ARP requests again.

The rate of these ARP requests is proportional to the size of the
subnets, the rate of scanning and backscatter, and how | ong the
router keeps state on non-responding ARPs. As it turns out, this
rate is inversely proportional to how occupied the subnet is (valid
ARPs end up in a cache, stopping the broadcasting; unused |IPs never
respond, and so cause nore broadcasts). Depending on the address
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space in use, the time of day, how occupied the subnet is, and other
unknown factors, on the order of 2000 broadcasts per second have been
observed at the | ETF NOCs.

On a wired network, there is not a huge difference anongst unicast,
mul ti cast and broadcast traffic; but this is not true in the wireless
realm Wreless equi pment often is unable to send this anount of
broadcast and multicast traffic. Consequently, on the wreless

net wor ks, we observe a significant anmount of dropped broadcast and
mul ti cast packets. This, in turn, nmeans that when a host connects it
is often not able to conplete DHCP, and | Pv6 RAs get dropped, |eading
to users being unable to use the network

4. Muilticast protocol optinizations

This section lists sone optinizations that have been specified in
| EEE 802 and | ETF that are ained at reducing or elinminating the
i ssues discussed in Section 3.

4.1. Proxy ARP in 802.11-2012

The AP knows all associated STAs MAC address and | P address; in other
words, the AP acts as the central "manager" for all the 802.11 STAs
inits BSS. Proxy ARP is easy to inplenent at the AP, and offers the
fol | owi ng advant ages:

0 Reduced broadcast traffic (transmtted at | ow MCS) on the wirel ess
medi um

0 STA benefits from extended power save in sleep node, as ARP
requests are replied to by AP.

0 Keeps ARP frames off the wireless nedi um

0 Changes are not needed to STA inplenentation

Here is the specification | anguage fromclause 10.23.13 in [2] as
described in [dot11-proxyarp]:

When the AP supports Proxy ARP "[...] the AP shall mintain a

Har dware Address to Internet Address mapping for each associ ated
station, and shall update the nmapping when the Internet Address of
the associ ated station changes. Wen the | Pv4 address being
resolved in the ARP request packet is used by a non-AP STA
currently associated to the BSS, the proxy ARP service shal
respond on behal f of the non-AP STA"
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4.2. Buffering to inprove Power-Save

The AP acts on behalf of STAs in various ways. |In order to inprove
the power-saving feature for STAs in its BSS, the AP buffers franes
for delivery to the STA at the tine when the STA is schedul ed for
reception.

4.3. 1Pv6 support in 802.11-2012

| Pv6 uses Nei ghbor Discovery Protocol (NDP) instead Every |Pv6 node
subscribes to special nulticast address Nei ghbor-Solicitation nessage
repl aces ARP

Here is the specification | anguage from 10.23.13 in [2]:

"When an | Pv6 address is being resolved, the Proxy Nei ghbor

Di scovery service shall respond with a Nei ghbor Advertisenent
message [...] on behalf of an associated STA to an [| CMPv6]

Nei ghbor Solicitation nessage [...]. Wen MAC address mappi ngs
change, the AP may send unsolicited Nei ghbor Advertisenent
Messages on behalf of a STA."

NDP ey be used to request additional information

o Maxi mum Transmni ssion Unit
0 Router Solicitation
0 Router Advertisenent, etc.

NDP nessages are sent as group addressed (broadcast) franmes in
802.11. Using the proxy operation helps to keep NDP nessages off the
wirel ess nedi um

4.4, Conversion of nulticast to unicast

It is often possible to transnit control and data nmessages by using
uni cast transmi ssions to each station individually.

4.5. Directed Milticast Service (DV5)

There are situations where nore is needed than sinply converting
mul ticast to unicast [Editor’s note: citation needed]. For these
purposes, DMS enables a client to request that the AP transnit
mul ti cast group addressed frames destined to the requesting clients
as individually addressed franmes [i.e., convert nulticast to

uni cast] .

o DMs Requires 802.11n A- MSDUs
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0 Individually addressed frames are acknow edged and are buffered
for power save clients

0 Requesting STA may specify traffic characteristics for DVS traffic

o DM was defined in | EEE Std 802. 11v- 2011

DMS is not currently inplenented in products. DM does require
changes to both AP and STA i npl ementati on

4.6. GoupCast with Retries (GCR

GCR (defined in [dotllaa]) provides greater reliability by using
either unsolicited retries or a block acknow edgenment nmechanism GCR
i ncreases probability of broadcast frane reception success, but stil
does not guarantee success.

For the bl ock acknow edgenent nechanism the AP transnmits each group
addressed frane as conventional group addressed transm ssion.

Ret ransmi ssi ons are group addressed, but hidden from non-1laa
clients. A directed bl ock acknow edgenent schene is used to harvest
reception status fromreceivers; retransm ssions are based upon these
responses.

GCR is suitable for all group sizes including nediumto |arge groups.
As the nunber of devices in the group increases, GCR can send bl ock
acknow edgenent requests to only a small subset of the group. GCCR
does require changes to both AP and STA i npl enent ati on.

GCR may introduce unacceptable | atency. After sending a group of
data frames to the group, the AP has do the foll ow ng:

uni cast a Bl ock Ack Request (BAR) to a subset of nenbers.
wait for the correspondi ng Bl ock Ack (BA)

retransmt any m ssed franes.

resune other operations which may have been del ayed.

O O0OO0Oo

This latency may not be acceptable for sone traffic.
There are ongoi ng extensions in 802.11 to inprove GCR performance.

0 BAR is sent using downlink MJM MO (note that downlink M MMO is
al ready specified in 802.11-REVnt 4. 3).

0 BAis sent using uplink MJM MO (which is a .1lax feature).

0 Additional 802.1lax extensions are under consideration; see
[ mc- ack- mux]

0 Latency may al so be reduced by simultaneously receiving BA
information fromnultiple clients.
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5. Operational optinzations

This section |lists sone operational optimnmzations that can be
i mpl ement ed when depl oyi ng wirel ess | EEE 802 networks to nitigate the
i ssues discussed in Section 3.

5.1. Mtigating Problenms from Spurious Nei ghbor Discovery

ARP Sponges

An ARP Sponge sits on a network and | earn which | Ps addresses
are actually in use. It also listen for ARP requests, and, if
it sees an ARP for an |P address which it believes is not used,
it will reply with its owm MAC address. This neans that the
router now has an IP to MAC mapping, which it caches. |If that
IPis later assigned to an nmachine (e.g using DHCP), the ARP
sponge will see this, and will stop replying for that address.
G atuitous ARPs (or the machine ARPing for its gateway) wll
repl ace the sponged address in the router ARP table. This
technique is quite effective; but, unfortunately, the ARP
sponge daenmons were not really designed for this use (the
standard one [arpsponge], was designed to deal with the

di sappearance of participants froman | XP) and so are not
optinized for this purpose. W have to run one daenon per
subnet, the tuning is tricky (the scanning rate versus the
popul ation rate versus retires, etc.) and sonetinmes the daenons
just seemto stop, requiring a restart of the daenon and

causi ng di sruption.

Router mitigations

Some routers (often those based on Linux) inplenment a "negative
ARP cache" daenon. Sinmply put, if the router does not see a
reply to an ARP it can be configured to cache this information
for sone interval. Unfortunately, the core routers which we
are using do not support this. Wen a host connects to network
and gets an I P address, it will ARP for its default gateway
(the router). The router will update its cache with the IPto
host MAC mapping learnt fromthe request (passive ARP

| ear ni ng) .

Firewal | unused space

Per ki ns,

The distribution of users on wireless networks / subnets
changes fromneeting to neeting (e.g the "I ETF-secure” SSID was
renaned to "I ETF", fewer users use "|ETF-|egacy", etc). This
utilization is difficult to predict ahead of tinme, but we can
nonitor the usage as attendees use the different networks. By
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configuring nultiple DHCP pools per subnet, and enabling them
sequentially, we can have a | arge subnet, but only assign
addresses fromthe |ower portions of it. This nmeans that we
can apply input IP access lists, which deny traffic to the
upper, unused portions. This neans that the router does not
attenpt to forward packets to the unused portions of the
subnets, and so does not ARP for it. This method has proven to
be very effective, but is sonewhat of a blunt axe, is fairly

| abor intensive, and requires coordination.

ing/filtering ARP requests

In general, the router does not need to ARP for hosts; when a
host connects, the router can learn the IP to MAC mapping from
the ARP request sent by that host. This means that we shoul d
be able to disable and / or filter ARP requests fromthe
router. Unfortunately, ARP is a very low |l evel / fundanental
part of the IP stack, and is often offl oaded fromthe nornal
control plane. Wile nmany routers can filter layer-2 traffic,
this is usually inmplenented as an input filter and / or has
limted ability to filter output broadcast traffic. This means
that the sinple "just disable ARP or filter it outbound" seens
like a really sinple (and obvi ous) solution, but

i mpl ementations / architectural issues nake this difficult or
awkward in practice

The broadcasts are overwhel m ngly bei ng caused by outside
scanning / backscatter traffic. This nmeans that, if we were to
NAT the entire (or a large portion) of the attendee networks,
there would be no NAT translation entries for unused addresses,
and so the router would never ARP for them The | ETF NOC has
di scussed NATing the entire (or large portions) attendee
address space, but a: el egance and b: flam ng torches and

pi tchfork concerns neans we have not attenpted this yet.

Stateful firewalls

Per ki ns,

Anot her obvious solution would be to put a stateful firewall
between the wireless network and the Internet. This firewall
woul d bl ock incoming traffic not associated with an out bound
request. The | ETF phil osophy has been to have the network as
open as possible / honor the end-to-end principle. An attendee
on the nmeeting network should be an Internet host, and should
be able to receive unsolicited requests. Unfortunately,
keeping the network working and stable is the first priority
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6

10.

and a stateful firewall may be required in order to achieve
this.

Mul ti cast Considerations for Gther Wrel ess Media

Many of the causes of performance degradati on described in earlier
sections are al so observable for wirel ess nmedia other than 802.11.

For instance, problenms with power save, excess nedia occupancy, and
poor reliability will also affect 802.15.3 and 802. 15.4. However,
802. 15 nedi a specifications do not include simlar nechanisns of the
type that have been devel oped for 802.11. |In fact, the design

phi | osophy for 802.15 is nore oriented towards mninmality, with the
result that many such functions would nore likely be relegated to
operation wthin higher |ayer protocols. This |leads to a patchwork
of non-interoperable and vendor-specific solutions. See [uli] for
some additional discussion, and a proposal for a task group to
resolve sinilar issues, in which the nmulticast problens m ght be
considered for nitigation.

Recommendat i ons
This section provides sone recomendati ons about the usage and
conbi nations of the nulticast enhancenents described in Section 4 and
Section 5.
(FFS)

Security Considerations

Thi s docunent does not introduce any security mechani sms, and does
not have any inpact on existing security nechanisns.

| ANA Consi derations
Thi s docunent does not specify any | ANA acti ons.
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