Internet Area WG J. Touch
Internet Draft usc/ 1 sl
I ntended status: |nfornational M Townsl ey
Updat es: 4459 Ci sco
Expires: Septenber 2017 March 13, 2017

IP Tunnels in the Internet Architecture
draft-ietf-intarea-tunnel s-04.txt

Status of this Meno

This Internet-Draft is submitted in full
provi sions of BCP 78 and BCP 79.

conformance with the

This docunment may contain material from | ETF Docunments or
Contri butions published or made publicly avail able before
10, 2008. The person(s) controlling the copyright in sone
materi al may not have granted the I ETF Trust the right to all ow
nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into |anguages other
t han Engli sh.

| ETF
Novenber
of this

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmn
This Internet-Draft will expire on Septenmber 13, 2017.

Touch, Townsl ey Expi res Septenber 13, 2017 [ Page 1]



Internet-Draft Tunnels in the Internet March 2017

Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Abst r act

Thi s docunent discusses the role of IP tunnels in the Internet
architecture. An IP tunnel transits |IP datagrans as payl oads in non-
link |ayer protocols. This docunment explains the relationship of IP
tunnels to existing protocol |ayers and the challenges in supporting
I P tunneling, based on the equival ence of tunnels to |inks. The

i mplications of this docunent are used to derive recomendati ons that
update MIU and fragnment issues in RFC 4459.

Tabl e of Contents

L. IntroduCtion. . ... 3
2. Conventions used in this document.......... ... ... ... .. .. .. .... 6
2.1, Key VOrds. ... 6
2.2, Termnol Ogy. . .« oo 6

3. The Tunnel Model ... ... . . 10
3.1, What is a Tunnel 2. ... 11
3.2, Viewfromthe Qutside......... ... . . 13
3.3. Viewfromthe Inside........ .. ... ... . . . . .. 13
3.4. Location of the Ingress and Egress....................... 14
3.5. Inplications of This Mddel........ ... ... .. .. .. ... ... .... 14
3.6. Fragmentati On. . ... ... ... 15
3.6.1. Quter Fragnentation................. ... 16
3.6.2. Inner Fragnentation............ ... ... 17
3.6.3. The Necessity of Quter Fragnentation................ 18

4. P Tunnel Requirements. .. ... 19
4.1. Encapsul ation Header Issues............ .. ... ... 19
4.1.1. CGeneral Principles of Header Fields Relationships...19
4.1.2. Addressing Fields........... ... . . . i, 20
4.1.3. Hop Count Fields........... ... . 20

Touch, Townsl ey Expi res Septenber 13, 2017 [ Page 2]



Internet-Draft Tunnels in the Internet March 2017

4.1.4. |P Fragnent ldentification Fields................... 21

4.1.5. CheCKSUNMB. . . ... 22

4.2, MIU | SSUBS. . . o .o e e e 23
4.2.1. Mnimum MU Considerations................... .. .... 23
4.2.2. Fragmentati On. . ....... .. e 26
4.2.3. Path MU Di SCOVEIY. . oottt e e e 29

4.3. Coordination [ SSUES. .. ... . e 30
4.3.1. Signaling. ... ... ... 30
4.3.2. CoNgesti ON. . ... 32
4.3.3. Miultipoint Tunnels and Multicast.................... 33
4.3.4. Load Balancing. ............ i 33
4.3.5. Recursive Tunnels........ ... .. .. . . . .. 34

B Qbservati ONS. . ... 34
5.1. Summary of Recommendations................ ... ... .. 34
5.2. Inpact on Existing Encapsulation Protocols............... 35
5.3. Tunnel Protocol Designers............ ... 38
5.3.1. For Future Standards........... ... ... i 38

5. 3.2, DiagnoStiCS. .ottt 38

5.4, Tunnel Inplementers. ... ... ... i 39
5.5. Tunnel Operators. .. ... ... 39

6. Security Considerati ONS. ... ... ... 40
7. TANA Considerati ONS. ... ...t e 41
8. ReferenCes. . ... . 41
8.1. Normative References.......... .. .. . . i, 41
8.2. Informative References........ ... . ... . . . .. . .. .. . .. . ... 41

9. AcknOW edgment S. . .. ... e 46
APPENDI X A: Fragnentation eff|C|ency ............................. 48
A 1. Selecting fragnent sizes..............c. .. 48

A 2. PacKi Ng. . ... 49

1. Introduction

The Internet layering architecture is | oosely based on the |1 SO seven
| ayer stack, in which data units traverse the stack by bei ng w apped
inside data units of the next layer down [ClI88][Zi80]. Atunnel is a
mechani smfor transmitting data units between endpoints by w appi ng
them as data units of the same or higher layers, e.g., IPinIP
(Figure 1) or IPin UDP (Figure 2).

oo e oo +
| 1P| 1P| Dat a |
oo oo e oo +

Figure 1 IP inside IP
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Figure 2 IPin UDP in IP in Ethernet

Thi s docunment focuses on tunnels that transit |P packets, i.e., in
whi ch an | P packet is the payl oad of another protocol, other than a
typical link layer. Atunnel is a virtual link that can hel p decouple

the network topol ogy seen by transiting packets fromthe underlying
physi cal network [To98] [ RFC2473]. Tunnels were critical in the

devel opnent of nulticast because not all routers were capabl e of
processing multicast packets [Er94]. Tunnels allowed multicast
packets to transit efficiently between multicast-capable routers over
pat hs that did not support native link-layer nmulticast. Simlar
techni ques have been used to support increnental deploynent of other
protocol s over |egacy substrates, such as |Pv6 [ RFC2546].

Use of tunnels is conmon in the Internet. The word "tunnel" occurs in
nearly 1,500 RFCs (of nearly 8,000 current RFCs, close to 20%, and
i s supported within numerous protocols, including:

o IPinlIP/ nobile IP- IPv4 in |IPv4 tunnels
[ RFC2003] [ RFC2473] [ RFC5944]

o IPinIPve - IPv6 or IPv4 in | Pv6 [ RFC2473]

0 |IPsec - includes a tunnel node to enabl e encryption or
aut hentication of the an entire |P datagraminsi de another |IP
dat agram [ RFC4301]

0 Ceneric Router Encapsulation (GRE) - a shimlayer for tunneling
any network layer in any other network layer, as in IPin GRE in
| P [ RFC2784] [ RFC7588] [ RFC7676], or inside UDP in | P [ RFC3086]

0 MPLS - a shimlayer for tunneling IP over a circuit-like path over
a link layer [RFC3031] or inside UDP in IP [RFC7/510], in which
identifiers are rewitten on each hop, often used for traffic
provi si oni ng

0 LISP - a nechanismthat uses nultipoint IP tunnels to reduce
routing table load within an enclave of routers at the expense of
nmore conpl ex tunnel ingress encapsul ation tables [ RFC6830]

o TRILL - a nmechanismthat uses nultipoint L2 tunnels to enable use

of L3 routing (typically 1S-1S) in an enclave of Ethernet bridges
[ RFC5556] [ RFC6325]
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0 Generic UDP Encapsulation (GUE) - IPin UDP in IP [Hel6]

0 Automatic Miulticast Tunneling (AMI) - IPin UDPin IP for
mul ti cast [ RFC7450]

0 L2TP - PPP over IP, to extend a subscriber’s DSL/FTTH connecti on
froman access line provider to an | SP [ RFC3931]

0 L2VPNs - provides a link topology different fromthat provided by
physical |inks [ RFC4664]; many of these are not classical tunnels,
using only tags (Ethernet VLAN tags) rather than encapsul ation

0 L3VPNs - provides a network topology different fromthat provided
by | SPs [ RFC4176]

0 NV@B - data center network sharing (to be determ ned, which may
i nclude use of GUE or other tunnels) [RFC7364]

0o PWE3 - enulates wire-like services over packet-sw tched services
[ RFC3985]

0 SEAL/AERO -IP in IP tunneling with an additional shim header
designed to overcone the limtations of RFC2003 [ RFC5320][ Tel6]

The variety of tunnel mechani snms raises the question of the role of
tunnels in the Internet architecture and the potential need for these
mechani sms to have simlar and predictable behavior. In particul ar
the ways in which packet sizes (i.e., Maximum Transmni ssion Unit or
MIU) m snatch and error signals (e.g., ICW) are handl ed may benefit
froma coordi nated approach

Regardl ess of the layer in which encapsul ati on occurs, tunnels
enulate a link. The only difference is that a |ink operates over a
physi cal communi cation channel, whereas a tunnel operates over other
software protocol |ayers. Because tunnels are |links, they are subject
to the sane issues as any link, e.g., MU discovery, signaling, and
the potential utility of native support for broadcast and mnulti cast

[ RFC3819]. Tunnel s have sonme advant ages over native |links, being
potentially easier to reconfigure and control because they can
generally rely on existing out-of-band conmuni cati on between its
endpoi nt s.

The first attenpt to use |large-scale tunnels was to transit nulticast
traffic across the Internet in 1988, and this resulted in ’'tunne
collapse’. At the time, tunnels were not inplenented as
encapsul ati on-based virtual |inks, but rather as | oose source routes
on un-encapsul ated | P datagranms [ RFC1075]. Then, as now, routers did
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not support use of the |oose source route IP option at line rate, and
the multicast traffic caused overload of the so-called "slow path”
processing of |IP datagrans in software. Using encapsul ation tunnels
avoi ded that collapse by allow ng the forwardi ng of encapsul at ed
packets to use the "fast path" hardware processing [ Er94].

The remai nder of this docunment describes the general principles of IP
tunneling and di scusses the key considerations in the design of any
protocol that tunnels IP datagrans. It derives its conclusions from

t he equival ence of tunnels and links and fromrequirenents of

exi sting standards for supporting |Pv4 and | Pv6 as payl oads.

2. Conventions used in this docunent
2.1. Key Wrds

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

In this docunent, these key words will appear with that
interpretation only when in ALL CAPS. Lower case uses of these words
are not to be interpreted as carrying RFC 2119 significance.

2. 2. Term nol ogy

Thi s docunment uses the follow ng term nology. Optional words in the
termare indicated in parentheses, e.g., "(link or network)
interface" or "egress (interface)".

Terms from existing RFCs:

0 Messages: variable length data | abeled with gl obally-unique
endpoint IDs, also known as a datagram for | P nessages [RFC791].

0 Node: a physical or logical network device that participates as
either a host [RFCL122][ RFC6434] or router [RFC1812]. This term
originally referred to gateways since sone very early RFCs [ RFC5],
but is currently the conmon way to describe a point in a network
at whi ch nessages are processed.

0 Host or endpoint: a node that sources or sinks nessages | abel ed
fromto its IDs, typically known as a host for both |IP and higher-
| ayer protocol nessages [RFC1122].

0 Source or sender: the node that generates a nessage [ RFC1122].
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Destination or receiver: the node that consunes a nessage
[ RFC1122] .

Router or gateway: a node that relays |IP nessages using
destination IDs and | ocal context [RFCL812]. Routers also act as
hosts when they source or sink nessages. Al so known as a forwarder
for I P nmessages. Note that the notion of router is relative to the
| ayer at which nessage processing is considered [Tol6].

Li nk: a comruni cations nedium (or enul ati on thereof) that
transfers | P nessages between nodes w thout traversing a router
(as would require decrenenting the hop count) [RFC1122][ RFC1812].

(Link or network) Interface: a location on a link co-located with
a node where nessages depart onto that link or arrive fromthat
link. On physical links, this interface formats the nmessage for
transmi ssion and interprets the received signals.

Pat h: a sequence of one or nore |inks over which an | P nessage
traverses between source and destination nodes (hosts or routers).

(Link) MIU. the largest nessage that can transit a link [RFC791],
also often referred to sinply as "MIU'. It does not include the
size of link-layer information, e.g., link |layer headers or
trailers, i.e., it refers to the nessage that the Iink can carry
as a payload rather than the nmessage as it appears on the |ink
This is thus the | argest network |ayer packet (including network
| ayer headers, e.g., |P datagran) that can transit a link. Note
that this need not be the native size of nessages on the link
i.e., the link may internally fragment and reassenbl e nmessages.
For 1 Pv4, the smallest MIU nust be at |east 68 bytes [RFC791], and
for 1Pv6 the smallest MIU nust be at |east 1280 bytes [ RFC2460].

EMIU S (effective MIU for sending): the |largest nessage that can
transit a link, possibly also accounting for fragnmentation that
happens before the fragnents are enmitted onto the Iink [RFC1122].
When source fragmentation is not possible, EMIUS = (link) MU
For I Pv4, this is MIST be at |east 68 bytes [ RFC791] and for |Pv6
this MIST be at | east 1280 bytes [ RFC2460].

EMIU R (effective MIU to receive): the | argest payl oad nessage
that a receiver nust be able to accept. This thus also represents
the | argest message that can traverse a link, taking into account
reassenbly at the receiver that happens after the fragnents are
recei ved [ RFC1122]. For IPv4, this is MIST be at |east 576 bytes
[ RFC791] and for IPv6 this MJUST be at |east 1500 bytes [ RFC2460].
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o Path MU (PMIU): the |argest nmessage that can transit a path of
Iinks [RFC1191] [ RFC1981]. Typically, this is the nminimum of the
link MIUs of the links of the path, and represents the | argest
network | ayer nmessage (including network | ayer headers) that can
transit a path without requiring fragnentation while in transit.
Note that this is not the |argest network packet that can be sent
bet ween a source and destination, because that network packet
m ght have been fragnented at the network | ayer of the source and
reassenbl ed at the network |ayer of the destination (if
supported).

0 Tunnel: a protocol nechanismthat transits nessages between an
ingress interface and egress interface using encapsulation to
all ow an existing network path to appear as a single link
[ RFC1853]. Note that a protocol can be used to tunnel itself (IP
over IP). There is essentially no difference between a tunnel and
the conventional |ayering of the 1SO stack (i.e., by this
definition, Ethernet is can be considered tunnel for IP). A tunne
is also known as a virtual |ink

0 Ingress (interface): the virtual link interface of a tunnel that
recei ves nessages within a node, encapsul ates them according to
the tunnel protocol, and transmts theminto the tunnel [RFC2983].
An ingress is the tunnel equivalent of the outgoing (departing)
network interface of a link, and its encapsul ati on processing is
the tunnel equival ent of encoding a nmessage for transni ssion over
a physical link. The ingress virtual link interface can be co-
located with the traffic source.

The term’ingress’ in other RFCs also refers to 'network ingress’
which is the entry point of traffic to a transit network. Because
this docunment focuses on tunnels, the term"ingress" used in the
remai nder of this docunment inplies "tunnel ingress”

0 Egress (interface): a virtual link interface of a tunnel that
recei ves nessages that have finished transiting a tunnel and
presents themto a node [ RFC2983]. For reasons sinilar to ingress,
the term’egress’ will refer to "tunnel egress’ throughout the
remai nder of this docunent. An egress is the tunnel equival ent of
the incomng (arriving) network interface of alink and its
decapsul ati on processing is the tunnel equivalent of interpreting

a signal received froma physical |ink. The egress decapsul ates
messages for further transit to the destination. The egress
virtual link interface can be co-located with the traffic

desti nati on.
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I ngress node: network device on which an ingress is attached as a
virtual link interface [RFC2983]. Note that a node can act as both
an ingress node and an egress node at the same tinme, but typically
only for different tunnels.

Egress node: device where an egress is attached as a virtual link
interface [ RFC2983]. Note that a device can act as both a ingress
node and an egress node at the sane tine, but typically only for
different tunnels.

I nner header: the header of the nessage as it arrives to the
i ngress [ RFC2003].

Qut er header(s): the headers added to the nmessage by the ingress,
as part of the encapsulation for tunnel transit [RFC2003].

M d-tunnel fragnentation: Fragnentation of the nessage during the
tunnel transit, as could occur for |IPv4 datagrans with DF=0
[ RFC2983] .

At om c packet or datagram an |P packet that has not been
fragmented and whi ch cannot be fragmented further [ RFC6864]

The following terns are introduced by this docunent:

0

(Tunnel) transit packet: the packet arriving at a node connected
to a tunnel that enters the ingress interface and exits the egress
interface, i.e., the packet carried over the tunnel. This is
sonmeti nes known as the 'tunnel ed packet’, i.e., the packet carried
over the tunnel. This is the tunnel equivalent of a network |ayer
packet as it would traverse a link. This docunent focuses on | Pv4
and | Pv6 transit packets.

(Tunnel) link packet: packets that traverse fromingress interface
to egress interface, in which resides all or part of a transit
packet. This is the tunnel equivalent of a link |ayer packet as it
woul d traverse a link, which is why we use the sane terninol ogy.

Tunnel MIU: the |argest transit packet that can traverse a tunnel
i.e., the tunnel equivalent of a link MIU which is why we use the
same termnology. This is the largest transit packet which can be
reassenbl ed at the egress interface.

Tunnel atom the largest transit packet that can traverse a tunne
as an atom c packet, i.e., without requiring tunnel |ink packet
fragmentation either at the ingress or on-path between the ingress
and egress.
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o Inner fragnmentation: fragnentation of the transit packet that
arrives at the ingress interface before any additional headers are
added. This can only correctly occur for |Pv4 DF=0 datagrans.

0 Cuter fragnentation: source fragnentation of the tunnel I|ink
packet after encapsul ation; this can involve fragnmenting the
out ernmost header or any of the other (if any) protocol |ayers
i nvol ved in encapsul ation

o Maximumfrane size (MFS): the Iink-layer equivalent of the MIU
using the CSI term’frame’. For Ethernet, the MIU (network packet
size) is 1500 bytes but the MFS (link frame size) is 1518 bytes
originally, and 1522 bytes assuning VLAN (802.1Q tagging support.

o EMFS S the link | ayer equival ent of EMIU S.

o0 EMFS R the link | ayer equivalent of EMIU R

o Path MFS: the link [ ayer equival ent of PMIU
3. The Tunnel Model

A network architecture is an abstract description of a distributed
communi cati ons system its conponents and their relationships, the
requi site properties of those conponents and the emergent properties
of the systemthat result [To03]. Such descriptions can help explain
behavi or, as when the OSI seven-layer nodel is used as a teaching
exanple [Zi 80]. Architectures describe capabilities - and, just as

i mportantly, constraints.

A network can be defined as a system of endpoints and rel ays

i nterconnected by conmuni cation paths, abstracting away issues of
nam ng in order to focus on nessage forwarding. To the extent that
the Internet has a single, coherent interpretation, its architecture
is defined by its core protocols (IP [RFC791], TCP [RFC793], UDP

[ RFC768]) whose nessages are handl ed by hosts, routers, and |inks
[C88][To03], as shown in Figure 3:

- +  eeeee aeaoo- - +

/ \ / \ |
| HOST |--+ ROUTER +--+ ROUTER +--| HOST |
| |\ / \ I |
S — +  —e---- e S — +

Figure 3 Basic Internet architecture
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As a network architecture, the Internet is a systemof hosts
(endpoints) and routers (relays) interconnected by |inks that
exchange nessages when possible. "Wen possible” defines the
Internet’s "best effort"” principle. The linted role of routers and
links represents the End-to-End Principle [Sa84] and | ongest-prefix
mat ch enabl es hi erarchi cal forwardi ng using conpact tables.

Al t hough the definitions of host, router, and |link seem absol ute,
they are often relative as viewed within the context of one protoco
| ayer, each of which can be considered a distinct network
architecture. An Internet gateway is an OSl Layer 3 router when it
transits | P datagrans but it acts as an OSI Layer 2 host as it
sources or sinks Layer 2 nessages on attached links to acconplish
this transit capability. In this way, one device (Internet gateway)
behaves as different conponents (router, host) at different |ayers.

Even though a single device may have nmultiple roles - even
concurrently - at a given layer, each role is typically static and
determined by context. An Internet gateway al ways acts as a Layer 2
host and that behavi or does not depend on where the gateway is viewed
fromwithin Layer 2. In the context of a single layer, a device's
behavior is typically nodeled as a single conponent from al
viewpoints in that layer (with sone notable exceptions, e.g., Network
Address Translators, which appear as hosts and routers, depending on
the direction of the viewpoint [Tol6]).

3.1. What is a Tunnel ?

A tunnel can be nodeled as a link in another network

[ To98] [ ToO1][To03]. In Figure 4, a source host (Hsrc) and destination
host (Hdst) comunicating over a network Min which two routers (Ra
and Rd) are connected by a tunnel. Keep in mnd that it is possible
that both network N and network M can both be conponents of the
Internet, i.e., there may be regular traffic as well as tunneled
traffic over any of the routers shown.

| Hsrc |--+ Ra + -- -- + Rd +--| Hdst |
+o----- + VN I\ I\ /AR +o----- +
--/l \--+ Rb +--+ Rc +--/E \--
\ \ \ \
\/ -- -- \/
S Network N ------- >
S LR Network M--------------------- >

Figure 4 The big picture
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The tunnel consists of two interfaces - an ingress (I) and an egress
(E) that lie along a path connected by network N. Regardl ess of how
the ingress and egress interfaces are connected, the tunnel serves as
a link between the nodes it connects (here, Ra and Rd).

| P packets arriving at the ingress interface are encapsulated to
traverse network N. We call these packets 'tunnel transit packets’
(or just 'transit packets’) because they will transit the tunne

i nside one or nore of what we call ’tunnel |ink packets’ . Transit
packets correspond to network (I P) packets traversing a conventiona
Iink and tunnel link packets correspond to the packets of a
conventional link |ayer (which can be called just 'link packets’).

Li nk packets use the source address of the ingress interface and the
destination address of the egress interface - using whatever address
is appropriate to the Layer at which the ingress and egress
interfaces operate (Layer 2, Layer 3, Layer 4, etc.). The egress

i nterface decapsul ates those nessages, which then continue on network
Mas if emerging froma link. To transit packets and to the routers
the tunnel connects (Ra and Rd), the tunnel acts as a link and the
ingress and egress interfaces act as network interfaces to that |ink

The nodel of each conponent (ingress and egress interfaces) and the
entire system (tunnel) depends on the layer fromwhich they are

vi ewed. Fromthe perspective of the outernost hosts (Hsrc and Hdst),
the tunnel appears as a |ink between two routers (Ra and Rd). For
routers along the tunnel (e.g., Rb and Rc), the ingress and egress

i nterfaces appear as the endpoint hosts on network N

When the tunnel network (N) is inplenented using the sane protocol as
t he endpoint network (M, the picture |Iooks flatter (Figure 5), as if
it were running over a single network. However, this appearance is

i ncorrect - nothing has changed fromthe previous case. Fromthe
perspective of the endpoints, Rb and Rc and network N don’t exist and
aren’'t visible, and fromthe perspective of the tunnel, network M
doesn’t exist. The fact that network N and M use the same protocol
and may traverse the same links is irrel evant.

+o----- + /N I\ I\ A A +o----- +
| Hsrc |--+ Ra +/1 \--+ Rb +--+ Rc +--/E \+ Rd +--| Hdst |
Feo----- + NN \ \ \ N Feo----- +
-- \/ -- -- \/ --
<---- Network N ----- >
L R T T Network M------------------- >

Figure 5 1P in IP network picture
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3.2. View fromthe Qutside

As al ready observed, fromoutside the tunnel, to network M the
entire tunnel acts as a link (Figure 6). Consequently al
requirenents for links supporting IP also apply to tunnels [ RFC3819].

Figure 6 Tunnels as viewed fromthe outside

For exanple, the | P datagram hop counts (IPv4 Tine-to-Live [ RFC791]
and I Pv6 Hop Limt [RFC2460]) are decrenented when traversing a
router, but not when traversing a link - or thus a tunnel. Sinmlarly,
because the ingress and egress are interfaces on this outer network,
they shoul d never issue | CVMP nessages. A router or host would issue
the appropriate ICWP, e.g., "packet too big" (I1Pv4 fragnentation
needed and DF set [RFC792] or |Pv6 packet too big [ RFC4443]), when
trying to send a packet to the egress, as it would for any interface.

Tunnel s have a tunnel MIU - the | argest nessage that can transit that
tunnel, just as links have a link MIU. Tis MU may not reflect the
native nessage size of hops within a multihop link (or tunnel) and
the sane is true for a tunnel. In both cases, the MIU is defined by
the link’s (or tunnel’s) effective MU to receive (EMIU R)

3.3. View fromthe |nside

Wthin network N, i.e., frominside the tunnel itself, the ingress
interface is a source of tunnel link packets and the egress interface
is asink - so both are viewed as hosts on network N (Figure 7).
Consequently [RFC1122] Internet host requirenents apply to ingress
and egress interfaces when Network N uses IP (and thus the

i ngress/egress interfaces use | P encapsul ation).

I\ I\ I\ I\
Il \--+ Rb +--+ Rc +--/E\
\ \ \ \

\/ -- -- \/

<---- Network N ----- >

Figure 7 Tunnels, as viewed fromwi thin the tunne
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Viewed fromw thin the tunnel, the outer network (M doesn’t exist.
Tunnel 1ink packets can be fragnmented by the source (ingress
interface) and reassenbled at the destination (egress interface),
just as at conventional hosts. The path between ingress and egress
interfaces has a path MIU, but the endpoints can exchange nessages as
| arge as can be reassenbled at the destination (egress interface),
i.e., the EMITU R of the egress interface. However, in both cases,
these MIUs refer to the size of the message that can transit the

i nks and between the hosts of network N, which represents a |ink

| ayer to network M |.e., the MIUs of network N represent the naxinmum
frane sizes (MFSs) of the tunnel as a link in network M

I nformation about the network - i.e., regarding network N MIU si zes,
network reachability, etc. - are relayed fromthe destination (egress
interface) and internediate routers back to the source (ingress
interface), without regard for the external network (M. Wen such
messages arrive at the ingress interface, they may affect the
properties of that interface (e.g., its reported MU to network M,
but they should never directly cause new ICMPs in the outer network
M Again, events at interfaces don’'t generate | CMP nessages; it would
be the host or router at which that interface is attached that woul d
generate I CWMPs, e.g., upon attenpting to use that interface.

3.4. Location of the Ingress and Egress

The ingress and egress interfaces are endpoints of the tunnel. Tunne
interfaces may be physical or virtual. The interface nmay be

i npl ement ed i nside the node where the tunnel attaches, e.g., inside a
host or router. The interface may al so be inplenmented as a "bunp in
the wire" (BITW, sonmewhere along a |ink between the two nodes the
link interconnects. IPin IP tunnels are often inplenented as

i nterfaces on nodes, whereas |Psec tunnels are sonetines inpl enented
as BITW These inplenmentation variations determ ne only whet her
informati on available at the |link endpoints (ingress/egress
interfaces) can be easily shared with the connected network nodes.

3.5. Inplications of This Mde

Thi s approach highlights a few key features of a tunnel as a network
architecture construct:

0 To the transit packets, tunnels turn a network (Layer 3) path into
a (Layer 2) link

0 To nodes the tunnel traverses, the tunnel ingress and egress
interfaces act as hosts that source and sink tunnel |ink packets
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The consequences of these features are as foll ow

0o Like alink MU, a tunnel MIU is defined by the effective MIU of
the receiver (i.e., EMIUR of the egress).

0 The messages inside the tunnel are treated |ike any other link
layer, i.e., the MU is determined by the largest (transit)
payl oad that traverses the link

0 The tunnel path MFS is not relevant to the transited traffic.
There is no nechani smor protocol by which it can be deternined.

0 Because routers, not links, alter hop counts [RFC1812], hopcounts
are not decrenented solely by the transit of a tunnel. A packet
with a hop count of zero should successfully transit a |link (and
thus a tunnel) that connects two hosts.

0 The addresses of a tunnel ingress and egress interface correspond
to link layer addresses to the transit packet. Like |inks, sone
tunnel s may not have their own addresses. Like network interfaces,
ingress and egress interfaces typically require network |ayer
addr esses.

o Like network interfaces, the ingress and egress interfaces are
never a direct source of | CMP nessages but nmay provide information
to their attached host or router to generate those | CVP nessages
during the processing of transit packets.

0 Like network interfaces and links, two nodes nay be connected by
any conbination of tunnels and links, including nultiple tunnels.
As with multiple links, existing network |ayer forwarding
determnes which IP traffic uses each Iink or tunnel

These observations nmake it nmuch easier to deterni ne what a tunne
must do to transit |P packets, notably it nust satisfy al

requi renents expected of a |link [RFC1122] [ RFC3819]. The remui nder of
this docunment explores these inplications in greater detail.

3.6. Fragnentation
There are two places where fragnmentation can occur in a tunnel
called 'outer fragnentation’ and 'inner fragnmentation’. This docunent

assunes that only outer fragnmentation is viable because it is the
only approach that works for both | Pv4 datagranms with DF=1 and | Pv6.
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3.6.1. Quter Fragnentation

Quter fragmentation is shown in Figure 8. The bottom of the figure
shows the network topol ogy, where transit packets originate at the
source, enter the tunnel at the ingress interface for encapsul ation
exit the tunnel at the egress interface where they are decapsul at ed,
and arrive at the destination. The packet traffic is shown above the
topol ogy, where the transit packets are shown at the top. In this
diagram the ingress interface is |located on router 'Ra’ and the
egress interface is located on router 'Rd .

When the Iink packet - which is the encapsul ated transit packet -
woul d exceed the tunnel MIU, the packet needs to be fragnented. In
this case the packet is fragmented at the outer (link) header, with
the fragnents shown as (bl) and (b2). The outer header indicates
fragnmentation (as ' and "), the inner (transit) header occurs only in
the first fragnent, and the inner (transit) data is broken across the
two packets. These fragnents are reassenbled at the egress interface
during decapsulation in step (c), where the resulting |ink packet is
reassenbl ed and decapsul ated so that the transit packet can continue
on its way to the destination

Transit packet

Fom oo - -+ Fom oo - -+
| iH|] iD|------ + - - - - - - - - e e deeaaaa > iH]|] iD
B R | | B R
v Link packet |
B e B e
(a) | oH| iH]| iD| | oH| iH]| iD| (d)
e R T e R T

| A
| Li nk packet fragnent #1 |
B e +

| |
(bl) +----- > oH| iH]| iDL |------- + (c¢)
| e + |

LTI TR + |
(b2) +----- > oH'| iD2 |------------ +

S +
+--- o= + +--4 +---+ oo+ +--+ +--- o= +
I I |1/ \ / V[ I I
| Src |----]Rajlngress| | Egress | Rd|----| Dst
I I |1\ / \ I I I
H-- - - - + -+ +---+ -+ +--+ H-- - - - +

Figure 8 Fragnentation of the (outer) link packet
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Quter fragmentation isolates the tunnel encapsulation duties to the
i ngress and egress interfaces. This can be considered a benefit in
cl ean, | ayered network design, but also may require conpl ex egress

i nterface decapsul ation, especially where tunnels aggregate |arge
anmounts of traffic, such as may result in |IP ID overl oad (see Sec
4.1.4). Cuter fragnmentation is valid for any tunnel |ink protoco
that supports fragmentation (e.g., IPv4 or IPv6), in which the tunne
endpoi nts act as the host endpoints of that protocol

Al ong the tunnel, the inner (transit) header is contained only in the
first fragment, which can interfere with nechani sns that 'peek’ into
| ower |ayer headers, e.g., as for relayed | CW (see Sec. 4.3).

3.6.2. Inner Fragnentation

I nner fragnentation distributes the inpact of tunnel fragnentation
across both egress interface decapsul ation and transit packet
destination, as shown in Figure 9; this can be especially inportant
when the tunnel woul d otherwi se need to source (outer) fragment |arge
anounts of traffic. However, this mechanismis valid only when the
transit packets can be fragmented on-path, e.g., as when the transit
packets are | Pv4 datagrans w th DF=0.

Again, the network topology is shown at the bottomof the figure, and
the original packets show at the top. Packets arrive at the ingress
node (router Ra) and are fragmented there based into transit packet
fragments #1 (al) and #2 (a2). These fragments are encapsul ated at
the ingress interface in steps (bl) and (b2) and each resulting link
packet traverses the tunnel. Wen these |link packets arrive at the
egress interface they are decapsulated in steps (cl) and (c2) and the
egress node (router) forwards the transit packet fragnents to their
destination. This destination is then responsible for reassenbling
the transit packet fragnents into the original transit packet (d).

Al ong the tunnel, the inner headers are copied into each fragnent,
and so can be 'peeked at’ inside the tunnel (see Sec. 4.3).
Fragnmentation shifts fromthe ingress interface to the ingress router
and reassenbly shifts fromthe egress interface to the destination
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Transit packet

Fomm - - -+ Fomm - - -+
| iH| iID|-+- - - - - - - - - - - - - - - - 3> iH]| iD]|
e Fom oo -+
v Transit packet fragnent #1 n
S T - + S T - + |
(al) | iH]| iD1 | | iH] iDL |----- +(d)
Fom e m - - - + Fom e m - - - + N
| | Li nk packet #1 n |
N N | |
| (bl)+----- > oH| iH]| iDL |------- +(cl) [
| T S - + |
I I
v Transit packet fragnment #2 |
[ + [ + |
(a2) | iH'| iD2 | | iH] iD2 |----- +
B + B +
[ Li nk packet #2 [
| L e + |
(b2) +----- > oH| iH]| IiD2 |------- +(c2)
B e +
+-- - - - + +--+ +---+ -+ +--+ +-- - - - +
I I ||/ \ / ‘[ I I
| Src |----]Rajlngress]| | Egress | Rd|----| Dst
I [ I\ / \ I I I
+----- + F--F F---+ -4 +--+ +----- +

Figure 9 Fragnentation of the inner (transit) packet
3.6.3. The Necessity of Quter Fragnentation

Fragmentation is critical for tunnels that support transit packets
for protocols with mnimum MIU requi rements, while operating over
tunnel paths using protocols that have their own MIU requirenents.
Dependi ng on the anobunt of space used by encapsul ati on, these two
mninmunms will ultimately interfere (especially when a protoco
transits itself either directly, as with IP-in-1P, or indirectly, as
in IP-in-GRE-in-1P), and the transit packet will need to be
fragmented to both support a tunnel MIU while traversing tunnels with
their own tunnel path MIUs.

Quter fragnentation is the only solution that supports all |Pv4 and

I Pv6 traffic, because inner fragnentation is allowed only for |Pv4
dat agrams wi th DF=0.
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4. | P Tunnel Requirenents

The requirenents of an I P tunnel are defined by the requirements of
an | P link because both transit |IP packets. A tunnel thus nust
transit the IP mininumMIU, i.e., 68 bytes for |Pv4 [RFC793] and 1280
bytes for |1 Pv6 [ RFC2460] and a tunnel nust support address resol ution
when there is nore than one egress interface for that tunnel

The requirenents of the tunnel ingress and egress interfaces are
defined by the network over which they exchange nessages (link
packets). For |P-over-IP, this nmeans that the ingress interface MJST
NOT exceed the IP fragnment identification field uniqueness

requi renents [ RFC6864]. Uniqueness is nore difficult to maintain at
hi gh packet rates for |Pv4, whose fragnent IDfield is only 16 bits.

These requirenents remain even though tunnels have sone uni que
i ssues, including the need for additional space for encapsul ation
headers and the potential for tunnel MIU variation

4.1. Encapsul ati on Header |ssues

Tunnel i ng uses encapsul ati on uses a non-link protocol as a link

| ayer. The encapsul ation |ayer thus has the sane requirenents and
expectations as any other IP link |layer when used to transit IP
packets. These rel ationships are addressed in the foll ow ng
subsecti ons.

4.1.1. General Principles of Header Fields Relationships

Sone tunnel specifications attenpt to relate the header fields of the
transit packet and tunnel |ink packet. In some cases, this
relationship is warranted, whereas in other cases the two protoco

| ayers need to be isolated fromeach other. For exanple, the tunne

I i nk header source and destination addresses are network endpoints in
the tunnel network N, but have no neaning in the outer network M The
two sets of addresses are effectively independent, just as are other
network and |ink addresses.

Because the tunnel ed packet uses source and destination addresses
with a separate neaning, it is inappropriate to copy or reuse the

I Pv4 Identification (ID) or IPv6 Fragnent ID fields of the tunne
transit packet (see Section 4.1.4). Simlarly, the DF field of the
transit packet is not related to that field in the tunnel |ink packet
header (presumi ng both are I Pv4) (see Section 4.2). Mst other fields
are simlarly independent between the transit packet and tunnel [|ink
packet. When a field value is generated in the encapsul ati on header
its neaning should be derived fromwhat is desired in the context of
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the tunnel as a link. Wen feedback is received fromthese fields,
they should be presented to the tunnel ingress and egress as if they
were network interfaces. The behavi or of the node where these
interfaces attach should be identical to that of a conventional |ink

There are exceptions to this rule that are explicitly intended to
relay signals frominside the tunnel to the network outside the
tunnel, typically relevant only when the tunnel network N and the
outer network Muse the sanme network. These apply only when that
coordination is defined, as with explicit congestion notification
(ECN) [ RFC6040] (see Section 4.3.2), and differentiated services code
poi nts (DSCPs) [ RFC2983]. Equal -cost multipath routing may al so

af fect how sonme encapsul ation fields are set, including | Pv6 flow

| abel s [ RFC6438] and source ports for transport protocols when used
for tunnel encapsul ati on [ RFC8085] (see Section 4.3.4).

4.1.2. Addressing Fields

Tunnel ingresses and egresses have addresses associated with the
encapsul ati on protocol. These addresses are the source and
destination (respectively) of the encapsul ated packet while
traversing the tunnel network.

Tunnel s may or nmay not have addresses in the network whose traffic
they transit (e.g., network Min Figure 4). In sonme cases, the tunne
is an unnunbered interface to a point-to-point virtual |ink. Wen the
tunnel has nultiple egresses, tunnel interfaces require separate
addresses in network M

To see the effect of tunnel interface addresses, consider traffic
sourced at router Ra in Figure 4. Even before being encapsul ated by
the ingress, traffic needs a source |IP network address that bel ongs
to the router. One option is to use an address associated with one of
the other interfaces of the router [RFC1122]. Another option is to
assign a nunber to the tunnel interface itself. Regardl ess of which
address is used, the resulting |IP packet is then encapsul ated by the
tunnel ingress using the ingress address as a separate operation

4.1.3. Hop Count Fields

The Internet hop count field is used to detect and avoi d forwarding

| oops that cannot be corrected w thout a synchroni zed reboot. The

| Pv4 Time-to-Live (TTL) and IPv6 Hop Linmit field each serve this

pur pose [ RFC791][ RFC2460]. The I1Pv4 TTL field was originally intended
to indicate packet expiration tinme, nmeasured in seconds. A router is
required to decrenent the TTL by at |east one or the nunber of
seconds the packet is delayed, whichever is |larger [RFC1812]. Packets
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are rarely held that long, and so the field has cone to represent the
count of the nunmber of routers traversed. |Pv6 nmakes this meaning
nmore explicit.

These hop count fields represent the nunber of network forwarding

el ements (routers) traversed by an I P datagram An IP datagramwith a
hop count of zero can traverse a |link between two hosts because it
never visits a router (where it would need to be decrenented and
woul d have been dropped).

An | P datagramtraversing a tunnel thus need not have its hop count
nodified, i.e., the tunnel transit header need not be affected. A
zero hop count datagram should be able to traverse a tunnel as easily
as it traverses a link. A router MAY be configured to decrenent
packets traversing a particular link (and thus a tunnel), which may
be useful in emulating a tunnel path as if it were a network path
that traversed one or nore routers, but this is strictly optional

The ability of the outer network M and tunnel network N to avoid
indefinitely | ooping packets does not rely on the hop counts of the
transit packet and tunnel |ink packet being rel ated.

The hop count field is also used by several protocols to determne
whet her endpoints are 'local’, i.e., connected to the same subnet
(l'ink-1ocal discovery and rel ated protocols [RFC4861]). A tunnel is a
way to nmake a renote network address appear directly-connected, so it
makes sense that the other ends of the tunnel appear |ocal and that
such link-1ocal protocols operate over tunnels unless configured
explicitly otherwi se. Wen the interfaces of a tunnel are nunbered,
these can be interpreted the sanme way as if they were on the sane

i nk subnet.

4.1.4. |P Fragnent Identification Fields

Both IPv4 and I Pv6 include an IP Identification (ID) field to support
| P datagram fragnentati on and reassenbly [ RFC791] [ RFC1122] [ RFC2460] .
When used, the IDfield is intended to be unique for every packet for
a given source address, destination address, and protocol, such that
it does not repeat within the Maxi mum Segnent Lifetime (MSL).

For IPv4, this field is in the default header and is neani ngful only
when either source fragnented or DF=0 ("non-atom c packets")

[ RFC6864]. For IPv6, this field is contained in the optional Fragnent
Header [ RFC2460]. Although |IPv6 supports only source fragnentation
the field may occur in atom c fragnents [ RFC6946].

Al though the ID field was originally intended for fragnentation and
reassenbly, it can also be used to detect and discard duplicate
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packets, e.g., at congested routers (see Sec. 3.2.1.5 of [RFC1122]).
For this reason, and because |Pv4 packets can be fragmented anywhere
along a path, all non-atonmic |Pv4 packets and all |Pv6 packets

bet ween a source and destination of a given protocol nust have uni que
I D val ues over the potential fragment reordering period

[ RFC2460] [ RFC6864] .

The uni queness of the IP 1D is a known problemfor high speed nodes,
because it limts the speed of a single protocol between two

endpoi nts [ RFC4963]. Al though this RFC suggests that the uni queness
of the IPIDis nmoot, tunnels exacerbate this condition. A tunne

of ten aggregates traffic froma nunber of different source and
destination addresses, of different protocols, and encapsul ates them
in a header with the sane ingress and egress addresses, all using a
singl e encapsul ation protocol. If the ingress enforces IP ID

uni queness, this can either severely limt tunnel throughput or can
require substantial resources; the alternative is to ignore IPID
uni queness and ri sk reassenbly errors. Al though fragnentation is
somewhat rare in the current Internet at large, but it can be conmon
along a tunnel. Reassenbly errors are not always detected by other
protocol |ayers (see Sec. 4.3.3) , and even when detected they can
result in excessive overall packet |oss and can waste bandw dth

bet ween the egress and ultinmate packet destination

The 32-bit IPv6 IDfield in the Fragment Header is typically used
only during source fragmentation. The size of the IDfield is
typically sufficient that a single counter can be used at the tunne
i ngress, regardl ess of the endpoint addresses or next-header
protocol, allowi ng efficient support for very high throughput
tunnel s.

The smaller 16-bit I1Pv4 IDis nmore difficult to correctly support. A
recent update to IPv4 allows the IDto be repeated for atonic
packets. \When either source fragnentation or on-path fragnentation is
supported, the tunnel ingress nmay need to keep i ndependent |ID
counters for each tunnel source/destination/protocol tuple.

4.1.5. Checksuns

IPtraffic transiting a tunnel needs to expect a simlar |evel of
error detection and correction as it would expect from any ot her
link. In the case of IPv4, there are no such expectations, which is
partly why it includes a header checksum [ RFC791].

IPv6 omtted the header checksum because it already expects nost |ink

errors to be detected and dropped by the Iink | ayer and because it
al so assunes transport protection [RFC2460]. When transiting | Pv6
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over | Pv6, the tunnel fails to provide the expected error detection
This is why IPv6 is often tunnel ed over layers that include separate
protection, such as GRE [ RFC2784].

The fragnentation created by the tunnel ingress can increase the need
for stronger error detection and correction, especially at the tunne
egress to avoid reassenbly errors. The Internet checksumis known to
be susceptible to reassenbly errors that could be comon [ RFC4963],
and should not be relied upon for this purpose. This is why some
tunnel protocols, e.g., SEAL and AERO [ RFC5320][ Tel6], include a
separate checksum This requirenment can be underm ned when usi ng UDP
as a tunnel with no UDP checksum (as per [RFC6935][ RFC6936]) when
fragmentation occurs because the egress has no checksumwi th which to
val i date reassenbly. For this reason, it is safe to use UDP with a
zero checksum for atom c tunnel |ink packets only; when used on
fragments, whether generated at the ingress or en-route inside the
tunnel, om ssion of such a checksum can result in reassenbly errors
that can cause additional work (capacity, forwarding processing,

recei ver processing) downstream of the egress.

4.2. MIU | ssues

Link MIUs, I P datagramlinmits, and transport protocol segnent sizes
are already related by several requirenents

[ RFC768] [ RFC791] [ RFC1122] [ RFC1812] [ RFC2460] and by a variety of
protocol mechanisns that attenpt to establish rel ationships between
them including path MU di scovery (PMIuD) [RFC1191][ RFC1981],
packetization |ayer path MIU di scovery (PLMIUD) [ RFC4821], as well as
mechani sns i nside transport protocols [ RFC793] [ RFC4340] [ RFC4960]. The
foll owi ng subsections sumuarize the interactions between tunnels and
MIU i ssues, including mninmmtunnel MIUs, tunnel fragnmentation and
reassenbly, and MIU di scovery.

4.2.1. Mninmm MU Consi der ati ons

There are a variety of values of m ninum MIU val ues to consider, both
in a conventional network and in a tunnel as a link in that network.
These are indicated in Figure 10, an annotated variant of Figure 4.
Note that a (link) MIU (a) corresponds to a tunnel MIU (d) and that a
path MIU (b) corresponds to a tunnel path MIU (e). The tunnel MIU is
the EMTU R of the egress interface, because that defines the |argest
transit packet nessage that can traverse the tunnel as a link in
network M The ability to traverse the hops of the tunnel - in
network N - is not related, and only the ingress need be concerned
with that val ue.
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Hommmme + 0\ /o Hommmme +
| Hsrc |--+ Ra + -- -- + Rd +--| Hdst |
e + /N I\ I\ AR e +
--/1 \---+ Rb +---+ Rc +---/E \--
\ \ \ \
\/ -- -- \/
<----- Network N ------- >
S LR Network M--------------------- >
Conmruni cation in network Mviewed at that |ayer
(a) <-> Li nk MTU
(b) <---- Tunnel MU --------- >
(c) R Path MU ----------------- >
(d) <----mmmmmm e EMIUR ------mmmmme e >
Conmruni cation in network N viewed at that |ayer
(e) <--> Link MIu
(f) <--- Path MIU ------ >
(9) <----- EMIUR --------- >
Comuni cation in network N viewed from network M
(h) <--> MFS
(i) <--- Path MFS ------ >
(i) <----- EMFS R --------- >

Figure 10 The variety of MIU val ues

Consi der the followi ng exanple values. For IPv6 transit packets, the
m nimum (l1ink) MU (a) is 1280 bytes, which sinmilarly applies to
tunnel s as the tunnel MIU (b). The path MIU (c) is the mni mum of the
I'inks (including tunnels as links) along a path, and indicates the
smal | est | P nessage (packet or fragnent) that can traverse a path
bet ween a source and destination without on-path fragnentation (e.g.
supported in | Pv4 with DF=0). Path MIU di scovery, either at the
network | ayer (PMIuD [ RFC1191] [ RFC1981]) or packetization |ayer
(PLPMTUD [ RFC4821]) attenpts to tune the source |P packets and
fragments (i.e., EMIUS) to fit within this path MU size to avoid
fragmentation and reassenbly [Ke95]. The m ninum EMIU R (c) is 1500
bytes, i.e., the mninmum MIU for endpoint-to-endpoi nt comruni cati on

The tunnel is a source-destination conmunication in network N
Messages between the tunnel source (the ingress interface) and tunne
destination (egress interface) sinmlarly experience a variety of
network N MIU val ues, including a link MU (e), a path MU (f), and
an EMTU R (g). The network NEMIU S is limted by the path MU, and
the source-destination nmessage maximumis limted by EMIU R just as
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it was in for those types of MIUs in network M For an | Pv6 network
N, its link and path MIUs nust be at |east 1280 and its EMIU R nust
be at |east 1500.

However, viewed fromthe context of network M these network N MIUs
are link |ayer properties, i.e., maxi numfranme sizes (MS). The
network N EMIU R determi nes the | argest nessage that can transit

bet ween the source (ingress) and destination (egress), but viewed
fromnetwork Mthis is a link layer, i.e., EMFS_ R The tunnel EMIU R
is EMFS R minus the |ink (encapsul ati on) headers includes the
encapsul ati on headers of the link layer. Just as the path MIU has no
bearing on EMTU R, the path M-S in network N has no bearing on the
MIU of the tunnel.

For 1 Pv6 networks Mand N, these relationships are summari zed as
fol | ows:

0 Network M MIU = 1280, the largest transit packet (i.e., payl oad)
over a single IPv6 link in the base network w thout source
fragmentation

0 Network Mpath MU = 1280, the transit packet (i.e., payload) that
can traverse a path of links in the base network w t hout source
fragment ati on

0 Network MEMIU R = 1500, the largest transit packet (i.e.,
payl oad) that can traverse a path in the base network with source
fragmentation
0 Network N MU = 1280 (for the same reasons as for network M
0 Network N path MU = 1280 (for the sane reasons as for network M
0 Network N EMTU R = 1500 (for the sane reasons as for network M

0 Tunnel MIU = 1500-encapsul ation (typically 1460), the network N
EMIU_R payl oad

0 Tunnel atom = | argest network M nessage that transits a tunnel
using network N as a link |ayer without fragnmentation: 1280-
encapsul ation, i.e., the network N EMIU_ S payl oad, treating EMIU_ S
as a network M EMFS_S.
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The difference between the network N MU and its treatnent as a link
layer in network Mis the reason why the tunnel ingress interfaces
need to support fragnentation and tunnel egress interfaces need to
support reassenbly in the encapsul ation layer(s). The high cost of
fragmentation and reassenbly is why it is useful for applications to
avoi d sendi ng nessages too close to the size of the tunnel path MIu
[ Ke95], although there is no signaling nmechanismthat can achieve
this (see Section 4.2.3).

4.2.2. Fragnentation

A tunnel interacts with fragmentation in tw different ways. As a
link in network M transit packets m ght be fragnented before they
reach the tunnel - i.e., in network Meither during source
fragmentation (if generated at the sane node as the ingress
interface) or forwarding fragnentation (for |IPv4 DF=0 datagrans). In
addition, link packets traversing inside the tunnel nmay require
fragmentation by the ingress interface - i.e., source fragmentation
by the ingress as a host in network N. These two fragnentation
operations are no nore related than are conventional |P fragnmentation
and ATM segnentation and reassenbly; one occurs at the (transit)
network | ayer, the other at the (virtual) link |ayer

Al t hough many of these issues with tunnel fragnmentation and MIU
handl i ng were discussed in [ RFC4459], that docunent described a
variety of alternatives as if they were independent. This docunent
expl ai ns the combi ned approach that is necessary.

Li ke any other link, an IPv4 tunnel nust transit 68 byte packets

wi t hout requiring source fragnentation [ RFC791] [ RFC1122] and an | Pv6
tunnel nust transit 1280 byte packets wi thout requiring source
fragmentation [ RFC2460]. The tunnel MIU interacts with routers or
hosts it connects the same way as would any other link MIU. The
pseudocode exanples in this section use the foll owi ng val ues:

o TP: transit packet

o TPsize: size of the transit packet (including its headers)

0 encaps: ingress encapsul ation overhead (tunnel |ink headers)

o tunMIU. tunnel MIU, i.e., network N egress EMIU R - encaps.

0o tunAtom tunnel atom size, equal to the egress host-level EMIU S -
encaps.
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These rules apply at the host/router where the tunnel is attached,
i.e., at the network layer of the transit packet (we assune that al
tunnel s, including nultipoint tunnels, have a single, uniform MU
These are basic source fragnentation rules (or transit
refragnentation for | Pv4 DF=0 datagrans), and have no relation to the
tunnel itself other than to consider the tunnel MU as the effective
Iink MIU of the next hop

Inside the source during transit packet generation or a router during
transit packet forwarding, the tunnel is treated as if it were any
other link (i.e., this is not tunnel processing, but rather typica
source or router processing), as indicated in the pseudocode in

Fi gure 11.

if (TPsize > tunMIU) then
if (TP can be on-path fragnented, e.g., |Pv4 DF=0) then
split TP into fragnments of tunMIU size
and send each fragnent to the tunnel ingress interface

el se
drop the TP and send ICMP "too big" to TP source
endi f
el se
send TP to the tunnel ingress
endi f

Figure 11 Router / host packet size processing al gorithm

The tunnel ingress acts as host on the tunnel path, i.e., as source
fragmentation of tunnel |ink packets (we assune that all tunnels,
even mul ti point tunnels, have a single, uniformtunnel MIU), using

t he pseudocode shown in Figure 12. Note that ingress source
fragmentation occurs in the encapsul ati on process, which may invol ve
nmore than one protocol layer. In those cases, fragnentation can occur
at any of the layers of encapsulation in which it is supported, based
on the configuration of the ingress.

if (TPsize <= tunAton) then
encapsul ate the TP and emit
el se
if (tunAtom < TPsi ze) then
fragment TP into tunAtom chunks
encapsl ate each chunk and enit
endi f
endi f

Fi gure 12 Ingress processing algorithm
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Just as a network interface should never receive a nessage |arger
than its MIU, a tunnel should never receive a nessage larger than its
tunnel MU limt (see the host/router processing above). A router
attenpting to process such a nessage woul d al ready have generated an
| CMP "packet too big" and the transit packet woul d have been dropped
before entering into this algorithm Sinilarly, a host would have
generated an error internally and aborted the attenpted transm ssion

As an exanple, consider |IPv4 over IPv6 or | Pv6 over |Pv6 tunneling,
where |1 Pv6 encapsul ation adds a 40 byte fixed header plus |Pv6
options (i.e., |IPv6 header extensions) of total size 'EHsize . The
tunnel MTUw Il be at |east 1500 - (40 + EHsize) bytes. The tunne
path MU will be at |east 1280 - (40 + EHsi ze) bytes. Transit packets
| arger than 1460-EHsi ze will be dropped by a node before ingress
processi ng. Considering these m ni mum val ues, the previous al gorithm
uses actual values shown in the pseudocode in Figure 13.

if (TPsize <= (1240 - EHsize)) then
encapsul ate TP and enit
el se
if ((1240 - EHsize) < TPsize) then
fragment TP into (1240 - EHsi ze) chunks
encapsul ate each chunk and enit
endi f
endi f

Figure 13 Ingress processing for an tunnel over |Pv6

An | Pv6 tunnel supports IPv6 transit only if EHsize is 180 bytes or
| ess; otherwi se the inconing transit packet woul d have been dropped
as being too large by the host/router. Sinmilarly, an |Pv6 tunnel
supports IPv4 transit only if EHsize is 884 bytes or less. In this
exanple, transit packets of up to (1240 - Ehsize) can traverse the
tunnel w thout ingress source fragnentation and egress reassenbly.

When using IP directly over IP, the minimumtransit packet EMIUR for
I Pv4 is 576 bytes and for IPv6 is 1500 bytes. This means that tunnels
of |Pv4-over-1Pv4, |Pv4-over-1Pv6, and | Pv6-over-1Pv6 are possible

wi t hout additional requirenents, but this may involve ingress
fragnmentation and egress reassenbly. | Pv6 cannot be tunneled directly
over | Pv4d without additional requirenents, notably that the egress
EMIU R is at |east 1280 bytes.

When ongoi ng i ngress fragmentation and egress reassenbly woul d be
prohi bitive or costly, larger MIUs can be supported by design and
confirnmed either out-of-band (by design) or in-band (e.g., using
PLPMIUD [ RFC4821], as done in SEAL [ RFC5320] and AERO [ Tel6]).
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4.2.3. Path MIU Di scovery

Pat h MIU di scovery (PMIuD) enables a network path to support a |arger
PMIU than it can assune fromthe mni numrequirenments of protoco

over which it operates. Note, however, that PMIUD never discovers
EMIU R that is larger than the required mininum that information is
avail abl e to some upper |ayer protocols, such as TCP [ RFC1122], but
cannot be determ ned at the IP |ayer.

There is tenptation to optinize tunnel traversal so that packets are
not fragnmented between ingress and egress, i.e., to attenpt tune the
network M PMIU to the tunnel atomsize (i.e., the ingress EMIU S

nm nus encapsul ati on overhead) rather than the tunnel MU, to avoid

i ngress fragnentation

This is often inpossible because the | CMP "packet too big" nessage

(I Pv4 fragnentati on needed [ RFC792] or |Pv6 packet too big [ RFC4443])
i ndicates the conplete failure of a link to transit a packet, not a
preference for a size that matches that internal the mechani smof the
link. 1CMP nessages are intended to indicate whether a tunnel MIU is
insufficient; there is no | CMP nessage that can indicate when a
transit packet is "too bit to for the tunnel path MIU, but not |arger
than the tunnel MIU'. If there were, endpoints mght receive that
message for | P packets larger than 40 bytes (the payl oad of a single
ATM cell, allowing for the 8-byte AAL5 trailer), but smaller than 9K
(the ATM EMIU_R payl oad).

In addition, attenpting to try to tune the network transit size to
natively match that of the link internal transit can be hazardous for
nmany reasons:

o The tunnel is capable of transiting packets as large as the
network N EMIU R - encapsul ati on, which is always at |east as
| arge as the tunnel MIU and typically is |arger

o |CW has only one type of error nessage regardi ng | arge packets -
"too big", i.e., too large to transit. There is no optim zation
message of "bigger than 1'd like, but I can deal with if needed"

o |P tunnels often involve sone |evel of recursion, i.e.
encapsul ati on over itself [RFC4459].

Tunnel s that use I Pv4 as the encapsul ation | ayer SHOULD set DF=0, but
this requires generating unique fragnmentation |ID val ues, which may
limt throughput [RFC6864]. These tunnels mght have difficulty
assuning ingress EMIU S val ues over 64 bytes, so it may not be
feasible to assune that |arger packets with DF=1 are safe.
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Recursive tunneling occurs whenever a protocol ends up encapsul ated
initself. This happens directly, as when IPv4 is encapsulated in

I Pv4, or indirectly, as when IP is encapsulated in UDP which then is
a payload inside IP. It can involve many | ayers of encapsul ation
because a tunnel provider isn't always aware of whether the packets
it transits are already tunnel ed.

Recursion is inpossible when the tunnel transit packets are limted
to that of the native size of the ingress payload. Arriving tunne
transit packets have a m ni num supported size (1280 for I1Pv6) and the
tunnel PMFS has the sanme requirenent; there would be no roomfor the
tunnel’s "link layer" headers, i.e., the encapsulation |ayer. The
result would be an I Pv6 tunnel that cannot satisfy IPv6 transit
requirenents

It is nore appropriate to require the tunnel to satisfy IP transit
requirenents and enforce that requirenent at design tine or during
operation (the latter using PLPMIUD [ RFC4821]). Conventional path MIU
di scovery (PMIUD) relies on existing endpoint |ICMP processing of
explicit negative feedback fromrouters along the path via "nmessage
to big" ICWP packets in the reverse direction of the tunne

[ RFC1191] [ RFC1981] . This technique is susceptible to the "black hol e"
phenonmenon, in which the | CMP nessages never return to the source due
to policy-based filtering [ RFC2923]. PLPMIUD requires a separate,
direct control channel fromthe egress to the ingress that provides
positive feedback; the direct channel is not bl ocked by policy
filters and the positive feedback ensures fail-safe operation if

f eedback nmessages are | ost [ RFC4821].

4.3. Coordination |ssues

IP tunnels interact with link layer signals and capabilities in a
variety of ways. The followi ng subsections address sone key issues of
these interactions. In general, they are again inforned by treating a
tunnel as any other link |ayer and considering the interactions
between the IP layer and link |layers [RFC3819].

4.3.1. Signaling

In the current Internet architecture, signaling goes upstream either
fromrouters along a path or fromthe destination, back toward the
source. Such signals are typically contained in | CMP nessages, but
can invol ve other protocols such as RSVP, transport protocol signals
(e.g., TCP RSTs), or multicast control or transport protocols.

A tunnel behaves like a link and acts like a link interface at the
nodes where it is attached. As such, it can provide infornmation that
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enhances | P signaling (e.g., ICW), but itself does not directly
generate | CMP nessages.

For tunnels, this neans that there are two separate signaling paths.
The outer network M nodes can each signal the source of the tunne
transit packets, Hsrc (Figure 14). Inside the tunnel, the inner
network N nodes can signal the source of the tunnel |ink packets, the
ingress | (Figure 15).

B o e e eeee o eeao - B +

I I I I

v -- -- v
R + 1\ /R W +
| Hsrc |--+ Ra + -- -- + Rd +--| Hdst |
S RN I\ I\ INN ] e +

+o----- + VN I\ I\ /AR +o----- +
--/l \--+ Rb +--+ Rc +--/E \--
\ \ \ \
\/ -- -- \/
<----- Network N ---->
A Network M-------------------- >

Figure 15 Signals inside the tunne

These two signal paths are inherently distinct except where
informati on i s exchanged between the network interface of the tunne
(the ingress) and its attached node (Ra, in both figures).

It is always possible for a network interface to provide hints to its
attached node (host or router), which can be used for optim zation.
In this case, when signals inside the tunnel indicate a change to the
tunnel, the ingress (i.e., the tunnel network interface) can provide
information to the router (Ra, in both figures), so that Ra can
generate the appropriate signal in return to Hsrc. This relaying nmay
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be difficult, because signals inside the tunnel may not return enough
information to the ingress to support direct relaying to Hsrc.

In all cases, the tunnel ingress needs to deternine howto relay the
signals frominside the tunnel into signals back to the source. For
sone protocols this is either sinple or inpossible (such as for

ICWP), for others, it can even be undefined (e.g., nmulticast). In
some cases, the individual signals relayed frominside the tunnel may
result in corresponding signals in the outside network, and in other
cases they may just change state of the tunnel interface. In the
|atter case, the result nmay cause the router Ra to generate new | CWP
errors when |l ater nessages arrive fromHsrc or other sources in the
out er networ K.

The meani ng of the relayed information nust be carefully transl ated.
An ICVWP error within a tunnel indicates a failure of the path inside
the tunnel to support an egress EMIU S. It can be very difficult to
convert that ICVMP error into a corresponding | CMP nessage fromthe

i ngress node back to the transit packet source. The | CWP nessage may
not contain enough of a packet prefix to extract the transit packet
header sufficient to generate the appropriate | CMP nessage. The

rel ati onship between the egress EMIU S and the transit packet may be
indirect, e.g., the ingress node nmay be perform ng source
fragmentation that should be adjusted instead of propagating the | CW
upst ream

Sone nmessages have detailed specifications for relaying between the
tunnel link packet and transit packet, including Explicit Congestion
Notification (ECN [ RFC6040]) and multicast (IGW, e.qg.).

4.3.2. Congestion

Tunnels carrying IP traffic (i.e., the focus of this docunent) need
not react directly to congestion any nore than would any other |ink
| ayer [RFCB085]. IP transit packet traffic is already expected to be
congestion controll ed.

It is useful to relay network congestion notification between the
tunnel link and the tunnel transit packets. Explicit congestion
notification requires that ECN bits are copied fromthe tunne

transit packet to the tunnel |ink packet on encapsulation, as well as
copi ed back at the egress based on a conbination of the bits of the
two headers [RFC6040]. This allows congestion notification within the
tunnel to be interpreted as if it were on the direct path.
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4.3.3. Miltipoint Tunnels and Milticast

Mul tipoint tunnels are tunnels with nore than two ingress/egress
endpoi nts. Just as tunnels enulate links, nultipoint tunnels enulate
mul tipoint links, and can support nulticast as a tunnel capability.
Mul tipoint tunnels can be useful on their own, or nay be used as part
of nmore conplex systems, e.g., LISP and TRILL configurations

[ RFC6830] [ RFC6325] .

Mul tipoint tunnels require a support for egress determ nation, just
as multipoint links do. This function is typically supported by ARP
[ RFC826] or ARP enulation (e.g., LAN Emulation, known as LANE

[ RFC2225]) for nultipoint links. For mnultipoint tunnels, a sinlar
mechanismis required for the same purpose - to determine the egress
address for proper ingress encapsulation (e.g., LISP Mp-Service

[ RFC6833]) .

Al multipoint systens - tunnels and |inks - night support different
MIUs bet ween each ingress/egress (or link entrance/exit) pair. In
nmost cases, it is sinpler to assune a uni form MIU t hr oughout the
mul ti point system e.g., the mninum MU supported across al

i ngress/egress pairs. This applies to both the ingress EMIU S and
ingress EMTU S (the latter determining the tunnel MrU)

A mul tipoint tunnel MJST have support for broadcast and multicast, in
exactly the sane way as this is already required for nultipoint |inks
[ RFC3819]. Both nodes can be supported either by a native mechani sm

i nside the tunnel or by enulation using serial replication at the
tunnel ingress (e.g., AMI [RFC7450]), in the sanme way that |inks may
provi de the sanme support either natively (e.g., via prom scuous or
automatic replication in the link itself) or network interface

enul ation (e.g., as for non-broadcast nultiaccess networks, i.e.
NBMAS) .

| GWP snooping enables I P nmulticast to be coupled with native |ink
| ayer multicast support [RFC4541]. A simlar technique nmay be

rel evant to couple transit packet multicast to tunnel |ink packet
mul ticast, but the coupling of the protocols may be nore conpl ex
because many tunnel link protocols rely on their own network N
mul ti cast control protocol, e.g., via PIMSM[RFC6807][ RFC7761].

4.3.4. Load Bal anci ng
Load bal ancing can inpact the way in which a tunnel operates. In
particular, nultipath routing inside the tunnel can inpact sone of

the tunnel paraneters to vary, both over tinme and for different
transit packets. The use of nmultiple paths can be the result of MPLS
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i nk aggregation groups (LAGs), equal-cost multipath routing (ECW
[ RFC2991]), or other | oad bal anci ng nechani sns. I n sone cases, the
tunnel exists as the nechanismto support ECMP, as for GRE in UDP

[ RFC8086] .

A tunnel may have multiple paths between the ingress and egress with
different path MIU val ues, causing the ingress EMIU S to vary

[ RFC7690]. Rather than track individual values, the EMIU S can be set
to the mninumof these different path MU val ues

| Pv6 packets include a flow label to enable nultipath routing to keep
packets of a single flow followi ng the same path. It is helpful to
preserve the senmantics of that flow | abel as an aggregate identifier

i nside the encapsul ated |ink packets of a tunnel. This is achieved by
hashing the transit | P addresses and flow | abel to generate a new
flow | abel for use between the ingress and egress addresses

[ RFC6438]. It is not useful to sinply copy the flow label fromthe
transit packet into the |ink packet because of collisions that night
arise if a label is used for flows between different transit packet
addresses that traverse the sane tunnel

4.3.5. Recursive Tunnels

The rul es described in this document al ready support tunnels over
tunnel s, sonetinmes known as "recursive" tunnels, in which IPis
transited over IP either directly or via intermedi ate encapsul ati on
(IP-UDP-1P, as in GUE [Hel6]).

There are known hazards to recursive tunneling, notably that the

i ndependence of the tunnel transit header and tunnel |ink header hop
counts can result in a tunneling | oop. Such | ooping can be avoi ded
when using direct encapsulation (IP in IP) by use of a header option
to track the encapsulation count and to limt that count [RFC2473].
This | oopi ng cannot be avoi ded when other protocols are used for
tunneling, e.g., IPin UDP in |IP, because the encapsul ati on count nay
not be visible where the recursion occurs.

5. Cbservations
The follow ng subsections sumari ze the observations of this docunent
and a sumary of issues with existing tunnel protocol specifications.
It also includes advice for tunnel protocol designers, inplenenters,
and operators. It also includes

5.1. Summary of Reconmendati ons

0 Tunnel endpoints are network interfaces, tunnel are virtual links
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o | COWP nmessages MJUST NOT be generated by the tunnel (as a link)

o | OVWP nmessages received by the ingress inside |link change the
link properties (they not generate transit-layer |ICW
messages)

o Link headers (hop, ID, options) are largely independent of
arriving ID (with few exceptions based on translation, not
direct copying, e.g., ECN and I Pv6 flow IDs)

0 MU val ues should treat the tunnel as any other |ink

0 Require source ingress source fragnmentation and egress
reassenbly at the tunnel |ink packet |ayer

0 The tunnel MrU is the tunnel egress EMIU S | ess headers, and
not related at all to the ingress-egress M-S

0 Tunnels nust obey core |IP requirenments

0 Oohey I Pv4 DF=0 on arrival at a node (nodes MJUST NOT fragnent
| Pv4 packets where DF=0)

0 Shut down an | P tunnel if the tunnel MIU falls bel ow t he
requi red m ni mum

5.2. Inpact on Existing Encapsul ation Protocols
Many exi sting and proposed encapsul ati on protocols are inconsistent
with the guidelines of this document. The following list sumarizes
only those inconsistencies, but onits places where a protocol is
i nconsistent solely by reference to another protocol

[should this be inverted as a table of issues and a |ist of which
RFCs have probl ens?]

o IPinIP/ nobile |IP [RFC2003] [ RFC4459] - IPv4 in IPv4
0 Sets link DF when transit DF=1 (fails w thout PLPMIUD)
o Drops at egress if hopcount = 0 (host-host tunnels fail)

o0 Drops based on transit source (sane as router |P, matches
egress), i.e., perfornms routing functions it should not
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0 Ingress generates | CWP nessages (based on rel ayed context),
rat her than using inner |CMP nessages to set interface
properties only

0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU

0o |Pv6 tunnels [RFC2473] -- IPv6 or IPv4 in |IPv6

0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU

o Decrenents transiting packet hopcount (by 1)

0 Copies traffic class fromtunnel link to tunnel transit header

o lgnores | Pv4 DF=0 and fragments at that |ayer upon arriva

0 Fails to retain soft ingress state based on inner | CVP nessages
af fecting tunnel MIU

0 Tunnel ingress issues | CWPs

o Fragnents |1 Pv4 over IPv6 fragnments only if |Pv4 DF=0
(msinterpreting the "can fragnent the |IPv4 packet" as
permi ssion to fragnment at the | Pv6 |ink header)

0 |IPsec tunnel node (IPin IPsec in IP) [RFC4301] -- IP in |IPsec

0 Uses security policy to set, clear, or copy DF (rather than
generating it independently, which would al so be nore secure)

o Intertwi nes tunnel selection with security selection, rather
than presenting tunnel as an interface and using existing
forwarding (as with transport node over |P-in-1P [ RFC3884])

0 GRE(IPinGRE inlIPor IPin GREin UDP in IP)
[ RFC2784] [ RFC7588] [ RFC7676] [ RFC8086]

0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU
0 Requires ingress to generate ICVP errors

0 Copies IPv4 DF to outer |Pv4d DF

o Violates I Pv6 MIU requirenents when using | Pv6 encapsul ation

o LISP [RFC6830]
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0 Treats tunnel MIU as tunnel path MU, not tunnel egress MIU
0 Requires ingress to generate I1CVP errors
0 Copies inner hop limt to outer
o L2TP [RFC3931]
0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU
0 Requires ingress to generate |CVP errors
0o PWE [ RFC3985]
0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU
0 Requires ingress to generate |CVP errors
0 QGUE (Ceneric UDP encapsulation) [Hel6] - IP (et. al) in UDPin IP
o Allows inner encapsul ation fragnmentation
0 GCeneve [RFC7364][G16] - IP (et al.) in Geneve in UDP in IP
0 Treats tunnel MIU as tunnel path MIU, not tunnel egress MIU
0 SEAL/ AERO [ RFC5320][Tel6] - IP in SEAL/AERO in IP
0 Sone issues with SEAL (MU, ICWMP), corrected in AERO
0 RTG DT encapsul ati ons [ Nol6]
0 Assunes fragnentation can be avoi ded conmpletely
0 Allows encapsul ation protocols that lack fragnentation
0 Relies on ICWP PTB to correct for tunnel path Mru
o0 No known issues
o0 L2VPN (framework for L2 virtualization) [RFC4664]
0 L3VPN (framework for L3 virtualization) [RFC4176]
o MPLS (1P in MPLS) [RFC3031]

o0 TRILL (Ethernet in Ethernet) [RFC5556][ RFC6325]
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5.3. Tunnel Protocol Designers
[ To be conpl et ed]

Recursive tunneling + mininum MU = frag/reassenbly is inevitable, at
| east to be able to split/join two fragments

Account for egress MIU path Mru differences.
I nclude a stronger checksum
Ensure the egress MIU is always larger than the path Mru

Ensure that the egress reassenbly can keep up with line rate OR
design PLPMIUD i nto the tunneling protocol

5.3.1. For Future Standards
[ To be conpl et ed]
Larger 1 Pv4 MIU (2K? or just 2x path MIu?) for reassenbly

Al ways include frag support for at least two frags; do NOT try to
deprecate fragnentation.

Limt encapsul ati on option use/ space.

Augnent | CVMP to have two separate nessages: PTB vs P-bigger-than-
opti nal

I nclude MIU as part of BGP as a hint - SB
Hazards of nulti-MIU draft-van-beijnumnulti-ntu-04
5.3.2. Diagnostics
[ To be conpl et ed]
Sone current inplenmentations include diagnostics to support
nmoni toring the inpact of tunneling, especially the inpact on
fragmentation and reassenbly resources, the status of path MIU
di scovery, etc.
>> Because a tunnel ingress/egress is a network interface, it SHOULD

have sim |l ar resources as any other network interface. This includes
resources for packet processing as well as nonitoring.
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5.4. Tunnel |nplenenters
[ To be conpl et ed]
Det ect when the egress MIU i s exceeded.

Det ect when the egress MIU drops bel ow the required m ni mum and shut
down the tunnel if that happens - configuring the tunnel down and
issuing a hard error may be the only way to detect this anonmaly, and
it’s sufficiently inportant that the tunnel SHOULD be disabled. This
is always better than blindly assum ng the tunnel has been depl oyed
correctly, i.e., that the solution has been engi neered.

Do NOT decrenment the TTL as part of being a tunnel. It’s always
already OK for a router to decrenent the TTL based on different next-
hop routers, but TTL is a property of a router not a link

5.5. Tunnel Operators
[ To be conpl et ed]

Keep the difference between "enforced by operators" vs. "enforced by
active protocol nmechanisnm in nind. It's fine to assune sonething the
tunnel cannot or does not test, as long as you KNOWyou can assunme
it. When the assunption is wong, it will NOT be signaled by the
tunnel . Do NOT decrenment the TTL as part of being a tunnel. It’s

al ways already OK for a router to decrement the TTL based on
different next-hop routers, but TTL is a property of a router not a
I'ink.

Consider the circuit breakers doc to provide diagnhostics and | ast-
resort control to avoid overload for non-reactive traffic (see
CGorry’s RFC-to-be)

Do NOT decrenment the TTL as part of being a tunnel. It’'s always
already K for a router to decrenent the TTL based on different next-
hop routers, but TTL is a property of a router not a link

>>>> PLPMIUD can give multiple conflicting PMIU val ues during ECMP or
LAGif PMIU is cached per endpoint pair rather than per flow -- but
so can PMIuD! This is another reason why | CWMP shoul d never drive up
the effective MIU (if aggregate, treat as the nininumof received
nmessages over an interval).
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6. Security Considerations

Tunnel s may introduce vulnerabilities or add to the potential for
recei ver overload and thus DOS attacks. These issues are prinmarily
related to the fact that a tunnel is a link that traverses a network
path and to fragnmentation and reassenbly. | CWP signal translation

i ntroduces a new security issue and nust be done with care. | CW
generation at the router or host attached to a tunnel is already
covered by existing requirenents (e.g., should be throttled).

Tunnel s traverse nmultiple hops of a network path fromingress to
egress. Traffic along such tunnels nay be susceptible to on-path and
of f-path attacks, including fragnent injection, reassenbly buffer
overload, and I CWP attacks. Sone of these attacks may not be as
visible to the endpoints of the architecture into which tunnels are
depl oyed and these attacks may thus be nore difficult to detect.

Fragnentation at routers or hosts attached to tunnels may place an
undue burden on receivers where traffic is not sufficiently diffuse,
because tunnel s may i nduce source fragnmentation at hosts and path
fragmentation (for | Pv4d DF=0) nore for tunnels than for other |inks.
Care should be taken to avoid this situation, notably by ensuring
that tunnel MIUs are not significantly different fromother |ink
MTUs.

Tunnel ingresses emitting | P datagrams MJST obey all existing IP
requi renents, such as the uniqueness of the IPIDfield. Failure to
either Iimt encapsulation traffic, or use additional ingress/egress
| P addresses, can result in high speed traffic fragnents being
incorrectly reassenbl ed.

Tunnel s are susceptible to attacks at both the inner and outer
network | ayers. The tunnel ingress/egress endpoints appear as network
interfaces in the outer network, and are as suscepti ble as any other
network interface. This includes vulnerability to fragnentation
reassenbly overload, traffic overload, and spoofed | CMP nessages t hat
nmsreport the state of those interfaces. Simlarly, the

i ngress/ egress appear as hosts to the path traversed by the tunnel
and thus are as susceptible as any other host to attacks as well.

[ managenent ?]
[ Access control ?]
describe relationship to [RFC6169] - JT (as per | NTAREA neeting

notes, don't cover Teredo-specific issues in RFC6169, but include
generic issues here)
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7. | ANA Consi derations

Thi s docunent has no | ANA consi derati ons.

The RFC Editor should renpbve this section prior to publication.
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APPENDI X A: Fragmentation efficiency
A. 1. Selecting fragnent sizes

There are different ways to fragnent a packet. Consider a network
with a PMIU as shown in Figure 16, where packets are encapsul ated
over the same network |ayer as they arrive on (e.g., IPinIP). If a
packet as large as the PMIU arrives, it nmust be fragmented to
acconmodat e t he additional header

X X (transit PMIU)
T +
| iH | DDDDDDDDDDDDDDDDDDDD |
i +
I
| X X (tunnel 1 MIU)
T e L L L L L I yspspepspspipep +
(a) +-> H| iH | DDbDDDDDDDDDDDDDD |
| B T TR —— +
I I
| | X X (tunnel 2 MIU)
[ B LT T (S +
| (al) +-> nH| H| iH | DDDDDDDDDDD
| | T +
I I
| | B S Sy +
| (a2) +->| nH'| DDDDD |
[ B +
I
| B +
(b) +->| H'| DDDD |
[ S S +
I
[ B e +
(bl) +->| nH | H'| DDDD |
R L +

Figure 16 Fragnmenting via maximum fit

Figure 16 shows this process using "maximumfit", assum ng outer
fragmentation as an exanple (the situation is the sane for inner
fragmentation, but the headers that are affected differ). In nmaxi num
fit, the arriving packet is split into (a) and (b), where (a) is the
size of the first tunnel, i.e., the tunnel 1 MIU (the nmaximum t hat
fits over the first tunnel). However, this tunnel then traverses over
anot her tunnel (nunber 2), whose inpact the first tunnel ingress has
not accommodat ed. The packet (a) arrives at the second tunne
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i ngress, and needs to be encapsul ated again, but it needs to be
fragmented as well to fit into the tunnel 2 MIU, into (al) and (a2).
In this case, packet (b) arrives at the second tunnel ingress and is
encapsul ated into (bl) wthout fragnentation, because it is already
bel ow t he tunnel 2 MU si ze.

In Figure 17, the fragnmentation is done using "even split", i.e., by
splitting the original packet into two roughly equal -sized
components, (c) and (d). Note that (d) contains nore packet data,
because (c) includes the original packet header because this is an
exanpl e of outer fragnmentation. The packets (c) and (d) arrive at the
second tunnel encapsul ator, and are encapsul ated again; this tineg,
nei t her packet exceeds the tunnel 2 MIU, and neither requires further
fragment ati on.

X X (transit PMIU)
T +
| iH | DDDDDDDDDDDDDDDDDDDD |
i +
I
| X X (tunnel 1 MIU)
| e N ey +
(c) +-> H]| iH| DDDDDDDD |
Fom e e e e e e e e e e +
I I
| | X X (tunnel 2 MIU)
[ B I T T S, +
| (c1) +-> nH| H| iH | DDDDDDDD |
| e R L e, +
I
| R +
(d) +->| H'| DDDDDDDDDDDD |
Fom e e e e e e e e oo oo +
I
| e T E ety +
(dl) +->| nH | H'| DDDDDDDDDDDD |
B I pepeppupep +

Figure 17 Fragnenting via "even split"
A. 2. Packing
Encapsul ati ng i ndi vi dual packets to traverse a tunnel can be
inefficient, especially where headers are large relative to the

packets being carried. In that case, it can be nore efficient to
encapsul ate nany snmall packets in a single, |arger tunnel payl oad.
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This technique, simlar to the effect of packet bursting in G gabit
Et hernet (regardl ess of whether they’ re encoded using L2 synbols as
delineators), reduces the overhead of the encapsul ati on headers
(Figure 18). It reduces the work of header addition and renoval at
the tunnel endpoints, but increases other work involving the packing
and unpacki ng of the conponent packets carri ed.

+--- - - +--- - - +
| iHa | iDa |
+--- - - +--- - - +
I
| e e +
| | iHb | iDb |
| +----- +----- +
I I
[ [ +-- - - - +-- - - - +
I I | iHo | iDc |
| | e e +
I I I
\% \% \%
[ R S +--- - - +--- - - +--- - - +--- - - +--- - - +
| oH| iHa| iHa | iHo | iDb | iHe | iDc |
B R +--a +--a +--a +--a +--a +

Fi gure 18 Packi ng packets into a tunne
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