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Abstract

The LISP control plane offers the flexibility to support multiple
overlay flavors sinultaneously. This docunment specifies how LI SP can
be used to provide control -plane support to deploy a unified L2 and
L3 overlay solution, as well as anal yzing possi bl e depl oynent options
and nodel s.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on April 11, 2017.
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1. Introduction

Thi s docunent describes the architecture and design options required
to offer a unified L2 and L3 overlay solution with nobility using the
LI SP control - pl ane.

The architecture takes advantage of the flexibility that LISP

provi des to sinmultaneously support different overlay types. Wile
the LISP specification defines both the data-plane and the control -
pl ane, this docunment focuses on the use of the control-plane to
provide L2 and L3 overlay services with mobility. The control plane
may be conbined with a data-plane of choice e.g., [LISP], [VXLAN
GPE], or [VXLAN].

The recomendati on on whether a flowis sent over the L2 or the L3
overlay is based on whether the traffic is bridged (intra-subnet or
non-1P) or routed (inter-subnet), respectively. This allows treating
bot h overl ays as separate segments, and enables L2-only and L3-only
depl oynents (and conbi nations of them) wi thout nodifying the
architecture.

The unified solution for L2 and L3 overlays offers the possibility to
ext end subnets and routing domains (as required in state-of-art

Dat acenter and Enterprise architectures) with nmobility support and
traffic optimzation

An inmportant use-case of the unified architecture is that, while nost
data centers are conplete layer-3 routing domains, |egacy
applications either have not converted to IP or still use auto-

di scovery at layer-2 and assune all nodes in an application cluster
bel ong to the sane subnet. For these applications, the L2-overlay
limts the functionality to where the | egacy app |ives versus having
to extend layer-2 into the network

Br oadcast, Unknown and Multicast traffic on the overlay are supported

by either replicated unicast, or underlay (RLOC) nulticast as
specified in [RFC6831] and [I-D.ietf-lisp-signal-free-nulticast].
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2. Definition of Terns

LISP related terns are defined as part of the LISP specification

[ RFC6830], notably EID, RLOC, Map-Request, Map- Reply, Map-Notify,

I ngress Tunnel Router (ITR), Egress Tunnel Router (ETR), Map- Server
(MB) and Map- Resol ver (MR).

3. Reference System

The following figure illustrates the reference systemused to support
the packet flow description throughout this docunent. The system
presents 4 sites. Site A and Site D provide access to different
subnets (non-extended), while Site B and Site C extend a conmon
subnet. The xTR in each one of the sites registers EIDs fromthe
sites with the LI SP Mappi ng System and provi des support to

encapsul ate overlay (EID) traffic through the underlay (RLOC space).

fe e e e m o +
+--4- -+ +-+---+
| MS/ VR| | MS/ VR|
+-o+--- + +ooo - +
1 ) - ) ___ - | = ) - ,l_ _____ __ 1
(. . L3 Underl ay . )
( (RLOC Space) )
/._. e |_ T |_ - \
RLOC=I P_A RLOC=I P_B RLOC=I P_C RLOC=I P_D
+- - - - -+ +- - - - -+ +- - - - -+ +- - - - -+
] XTRA|.-. .| XTRB|.-. .| XTRC].-. .| XTRD].-.
( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ )
L Site A ) L Site B ) L Site C ) L Site D )
( 1.0.0.0/24 . ( 3.0.0.0/24 . ( 3.0.0.0/24 . ( 2.0.0.0/24 .
Te-L . ) Te-L . ) Te-L . ) Te-L . )
/ )__) | )__) | )__) \ )__)
End : . End : . End : . End
: Device 1: Devi ce 2 : Device 3: : Devi ce 4:
IP. 1.0.0.1 IP. 3.0.0.2 IP. 3.0.0.3 IP. 2.0.0.4
MAC. 0:0:3:0:0:2 MAC. 0:0:3:0:0:3

Figure 1: Reference System Architecture with unified L2 and L3
overl ays
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The recomended sel ecti on between the use of L2 and L3 overlays is to
map themto bridged (intra-subnet or non-1P) and routed (inter-
subnet) traffic. The rest of the docunent follows this
recomendati on to describe the packet fl ows.

However, note that in a different selection approach, intra-subnet
traffic MAY al so be sent over the L3 overlay. Section 6.1 specifies
the changes needed to send all IP traffic using the L3 overlay and
restricting the use of the L2 overlay to non-1P traffic.

When required, the control plane nmakes use of two basic types of EID
t 0o- RLOC mappi ngs associated to end-hosts and in order to support the
uni fied architecture:

o EID=<IID, MAC to RLOC=<IP>. This is used to support the L2
overl ay.

o EID=<IID IP>to RLOC=<IP>. This is the traditional mapping as
defined in the original LISP specification and supports the L3
overl ay.

4. L3 Overlays and Mobility Support
4.1. Reference Architecture and packet flows
In order to support the packet flow descriptions in this section we

use Figure 1 as reference. This section uses Sites A and Dto
describe the fl ows.

/ | | \
RLOC=I P_A RLOC=I P_B RLOC=I P_C RLOC=I P_D
+- - - - -+ +- - - - -+ +- - - - -+ +- - - - -+
] XTRA]|.-. .| XTRB|.-. .| XTRC].-. .| XTRD].-.
( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ )
! Site A ) ! Site B ) ! Site C ) ! Site D )
( 1.0.0.0/24 . ( 3.0.0.0/24 . ( 3.0.0.0/24 . ( 2.0.0.0/24 .
)__)._.). ) )__)._.). ) )__)._.). ) )__)._.). )
/ 1__1 | 1__1 | 1__1 \ 1__1
End End . End . End
Device 1 Device 2 :Device 3 :Device 4
I1D1, 3.0.0.3) (11op1, 2.0.0.4)
|

(11D1,1.0.0.1) (11D1, 3.0.0.2) (
|

(1rpb2,0:0:3:0:0: 2) (1rpbz2,0:0:3:0:0:3)

Figure 2: Reference Mbility Architecture
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4.1.1. Routed Traffic Flow. L3 Overlay use

Inter-subnet traffic is encapsul ated using the L3 overlay. The
process to encapsulate this traffic is the same as described in the
original specification [RFC6830]. W describe the packet flow here
for conpl et eness

The following is a sequence exanple of the unicast packet flow and
the control plane operations when in the topol ogy shown in Figure 1
End-Device 1, in LISP site A, wants to communi cate with End-Device 4
in LISP site DO Note that both end systens reside in different
subnets. W' |l assune that End-Device 1 knows the EID | P address of
End-Device 4 (e.g. it is |learned using a DNS service).

0 End-Device 1 sends an |IP packet frame with destination 2.0.0.4 and
source 1.0.0.1. As the destination address lies on a different
subnet End-Device 1 sends the packet following its routing table
to ITR A (e.g., it is its default gateway).

0 |ITR A does a L3 lookup in its Iocal map-cache for the destination
IP 2.0.0.4. Wen the | ookup of 2.0.0.4 is a mss, the | TR sends a
Map-request to the mappi ng dat abase system | ooking up for
El D=<I1D1, 2. 0. 0. 4>.

0 The mappi ng systens forwards the Map-Request to ETR D, that has
regi stered the ElID-to-RLOC mappi ng of ElID=<IID1, 2.0.0. 4>.

0 ETR D sends a Map-Reply to ITR A that includes the ElIDto-RLCC
mappi ng: EID=<I1D1,2.0.0.4> -> RLOC=IP_D, where IP.Dis the
| ocator of ETR D.

o0 |TR A popul ates the | ocal map-cache with the EID to RLOC mappi ng,
and encapsul ates all subsequent packets with a destination IP
2.0.0.4 using destination RLOC=IP_D

4.1.2. L3 Mbility Flow

The support to L3 nmobility covers the requirenents to allow an end-
host to move froma given site to another and maintain correspondence
with the rest of end-hosts that are connected to the sane L3 routing
domai n. This support MJST ensure convergence of L3 forwarding (IPv4/
| Pv6 based) fromthe old location to the new one when the host

compl etes its nove

The following is a sequence description of the packet flow when End-
Device 1 in the reference figure roans to site D
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4.

4.

2.

2.

0 When End-Device 1 is attached or detected in site D, ETR D sets up
t he dat abase mapping corresponding to EID=<I1D1, 1.0.0.1> ETR D
sends a Map-Regi ster to the mappi ng systemregistering RLOC=I P_D
as locator for EID=<IID1l, 1.0.0.1> Now the mapping systemis
updated with the new El D-to- RLOC nmappi ng (|l ocation) for End-Device
1.

0 The Mapping System after receiving the new registration for
ElD=<I1D1, 1.0.0.1> sends a Map-Notify to ETR Ato informit of
the nove. Then, ETR A renoves its | ocal database napping
i nformati on and stops registering EID=<I1D1, 1.0.0.1>.

0 Any ITRor PiTR participating in the L3 overlay (corresponding to
I1Dl) that were sending traffic to 1.0.0.1 before the migration
keep sending traffic to ETR A

0 Once ETR Ais notified by the Mapping system when it receives
traffic froman ITR with destination 1.0.0.1, it generates a
Sol i cit-Map- Request (SMR) back to the ITR (or PiTR) for ElD=<IID1,
1.0.0. 1>,

o Upon receiving the SMRthe ITR invalidates its |local map- cache
entry for EID=<I1D1, 1.0.0.1> and sends a new Map- Request for that
EID. The Map-Reply includes the new El D-to- RLOC mappi ng for End-
Device 1 with RLOC=I P_D.

o Simlarly, once the | ocal database mapping is renmoved fromI TR A
non- encapsul at ed packets arriving at TR A froma | ocal End-Device
and destined to End-Device 1 result in a cache niss, which
triggers sending a Map-RRequest for EID=<II1D1, 1.0.0.1> to popul ate
the map-cache of I TR A

I mpl enent ati on Consi derati ons
1. L3 Segnentation
LI SP support of segmentation and nulti-tenancy is structured around
the propagati on and use of Instance-1Ds, and handl ed as part of the
EID in control plane operations. The encoding is described in
[I-D.ietf-lisp-lcaf] and its use in [I-D.ietf-lisp-ddt].

I nstance-1Ds can be used to support L3 overlay segnentation, such as
in extended VRFs or nulti-VPN overl ays.
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4.

4.

2.

2.

2. L3 Dat abase- Mappi ngs

When an end-host is attached or detected in an ETR that provides
L3-overlay services and nobility, a database Mapping is registered to
the mapping systemwi th the follow ng structure:

0 The EID 2-tuple (IID, IP) with its binding to a correspondi ng ETR
| ocator set (1P RLOC)

The registration of these EIDs MJST follow the LCAF format as defined
in[l-Dietf-lisp-lcaf] and the specific EID record to be used is
illustrated in the follow ng figure:

1
\Y

B s T T ST S o i ST L o S i T ot ST S S S S
Record TTL |

B e o T o e e et i e i s ol Tk S S S S S S S
Locator Count | EID mask-len | ACT | A Reserved |
B S S e i i i i i T T T S S S S S S S S i S
vd | Map-Version Nunber [ AFl = 16387 [

B R e T i i T i T I S e e
Rsvdil | Fl ags | Type = 2 | 11D mask-len |
B i i S T e S S e s i I S e e e
4 +n | I nstance-1D... |

B S S e i i i i i T T T S S S S S S S S i S
...Instance-1D [ EID-AFI =1 or 2 [

B s T T ST S o i ST L o S i T ot ST S S S S
EID-Prefix (IPv4 or |Pv6) |

B i i S T e S S e s i I S e e e
Priority | Wei ght | MPriority | M Wei ght |

B S S e i i i i i T T T S S S S S S S S i S
Unused Fl ags | Ll p| RI Loc- AFI |

B s T T ST S o i ST L o S i T ot ST S S S S
Locat or |

B i i S T e S S e s i I S e e e

- -

o—m——+

- -

O o
-

/
s it St T e e S S S

+——————— -0 0 ®m—~—

]
\Y%

The L3 EID record follows the structure as described in [ RFC6830].
3. LI SP Mappi ng System support

The interface between the xTRs and the Mapping Systemis described in
[ RFC6833] and this docunent follows the specification as described
there. Wien available, the registrations MAY be inplenented over a
reliable transport as described in

[1-D. kouvel as-1isp-map-server-reliable-transport].

In order to support system convergence after nobility, when the Map-
Server receives a new registration for a specific EID, it MJST send a
Map-Notify to the entire RLOC set in the site that |ast registered
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this same EID. This Map-Notify is used to track noved-away state of
L3 EIDs as described in Section 4.2.4.

4.2.4. Using SMRs to Track Moved- Away Hosts

One of the key elenments to support end-host nmobility using the LISP
architecture is the Solicit-Mp-Request (SMR). This is a special
message by nmeans of which an ETR can request an I TR to send a new
Map- Request for a particular EID record. 1In essence the SMR nmessage
is used as a signal to indicate a change in mapping information and
it is described with detail in [ RFC6830].

In order to support mobility, an ETR SHALL rmaintain a list of EID
records for which it has to generate a SMR nessage whenever it
receives traffic with that EID as destinati on.

The particular strategy to naintain an Away Table is inplenentation
specific and it will be typically based on the strategy to detect the
presence of hosts and the use of Map-Notify nmessages received from
the Map-Server. |In essence the table SHOULD provi de support to the
fol | owi ng:

0 Keep track of end-hosts that were once connected to an ETR and
have noved away.

0 Support for L3 EID records, the 2-tuple (11D, 1P), for which a SMR
message SHOULD be gener at ed.

4.2.5. L3 nulticast support
L3 Multicast traffic on the overlay MAY be supported by either
replicated unicast, or underlay (RLOC) nmulticast. Specific solutions
to support L3 nulticast over LISP controlled overlays are specified
inin [RFC6831], [I-D.ietf-lisp-signal-free-nulticast] and
[I-D.coras-lisp-re].

4.2.6. Time-to-Live Handling in Data-Plane
The LI SP specification ([ RFC6830]) describes how to handle Tine-to-
Li ve val ues of the inner and outer headers during encapsul ation and
decapsul ati on of packets when using the L3 overl ay.

5. L2 Overlays and Mobility Support
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5.1. Reference Architecture and packet flows

In order to support L2 packet flow descriptions in this section we
use Figure 1 as reference. This section uses Sites B and Cto
descri be the flows.

/ | | \
RLOC=I P_A RLOC=I P_B RLOC=I P_C RLOC=I P_D
+- - - - -+ +- - - - -+ +- - - - -+ +- - - - -+
] XTRA|.-. .| XTRB|.-. .| XxXTRC|.-. .| XTRD|.-.
( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ ) ( +-+--+--+ )
! Site A ) ! Site B ) ! Site C ) ! Site D )
( 1.0.0.0/24 . ( 3.0.0.0/24 . ( 3.0.0.0/24 . ( 2.0.0.0/24 .
1__1._.1. ) 1__1._.1. ) 1__1._.1. ) 1__1._.1. )
/ 1__1 I 1__1 I 1__1 \ 1__1
End : . End : . End : . End
: Device 1: : Devi ce 2: Devi ce 3: : Devi ce 4:
(11p1,1.0.0.1) (r1o1, 3.0.0.2) (ri1o1, 3.0.0.3) (11op1, 2.0.0.4)
11

I
(1rpbz2,0:0:3:0:0: 2) (rrpbz2,0:0:3:0:0:3)

Figure 3: Reference Mbility Architecture
5.1.1. Bridged Traffic Flow L2 Overlay use

Bridged traffic is encapsul ated using the L2 overlay. This section
provi des an exanpl e of the unicast packet flow and the control plane
operations when in the topology shown in Figure 1, the End-Device 2
in site B communi cates with the End-Device 3 in site C. In this case
we assune that End Device 2, knows the MAC address of End-Device 3
(e.g., learned through ARP).

o End-Device 2 sends an Ethernet/| EEE 802 MAC frane with destination
0:0:3:0:0:3 and source 0:0:3:0:0: 2.

0o |ITR B does a L2 lookup in its |local map-cache for the destination
MAC 0:0:3:0:0:3. When the | ookup of 0:0:3:0:0:3 is a mss, the
I TR sends a Map- Request to the mappi ng database system | ooki ng up
for ElID=<I1D2,0:0:3:0:0: 3>.

0 The mappi ng systens forwards the Map-Request to ETR C, that has
regi stered the ElD-to-RLOC nmapping for ElID=<IID2,0:0:3:0:0: 3>
Al ternatively, depending on the mapping system configuration, a
Map- Server which is part of the mapping dat abase system MAY send a
Map- Reply directly to I TR B.
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5.

1.

0 ETR C sends a Map-Reply to ITR B that includes the ElIDto-RLCC
mappi ng: EID=<I1D2, 0:0:3:0:0:3> -> RLOC=I P_C, where IP_Cis the
| ocator of ETR C

0o |TR B popul ates the | ocal map-cache with the EID to RLOC mappi ng,
and encapsul ates all subsequent packets with a destination MAC
0:0:3:0:0: 3 using destination RLOC=I P_C.

2. L2 Mbility Flow

The support to L2 nobility covers the requirenents to allow an end-
host to nove froma given site to another and maintain correspondence
with the rest of end-hosts that are connected to the same L2 domain
(e.g. extended VLAN). This support MJST ensure convergence of L2
forwardi ng (MAC based) fromthe old location to the new one, when the
host conpletes its nove.

The following is a sequence description of the packet flow when End-
Device 2 in the figure noves to Site C, which is extending its own
subnet networ k.

0 When End-Device 2 is attached or detected in site C, ETR C sets up
t he dat abase mappi ng corresponding to ElID=<I1D2, 0:0:3:0:0:2>.
ETR C sends a Map-Regi ster to the mapping systemregistering
RLOC=I P_B as locator for ElID=<II1D2, 0:0:3:0:0:2>.

0 The Mapping System after receiving the new registration for
El D=<I1D1, 0:0:3:0:0:2> sends a Map-Notify to ETR B with the new
| ocator set (IP_B). ETR B renoves then its |ocal database napping
and stops registering <l1D2, 0:0:3:0:0: 2>

0 Any PiTR or ITR participating in the same L2-overlay
(corresponding to 11 D2) that was encapsulating traffic to
0:0:3:0:0:2 before the mgration continues encapsulating this
traffic to ETR B.

0 Once ETR B is notified by the Mapping system when it receives
traffic froman ITR which is destined to 0:0:3:0:0:2, it wll
generate a Solicit-Mp-Request (SMR) nessage that is sent to the
ITR for (11D2,0:0:3:0:0: 2).

0 Upon receiving the SMR the | TR sends a new Map- Request for the
ElID=<11D2,0:0:3:0:0:2>. As a response ETR B sends a Map-Reply
that includes the new El D-to-RLOC mappi ng for <I1D2,0:0:3:0:0: 2>
with RLOC=I P_B. This entry is cached in the L2 table of the ITR
replacing the previous one, and traffic is then forwarded to the
new | ocati on.
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5.2. I nplenentati on Considerations
5.2.1. L2 Segnentation

As with L3 overlays, LISP support of L2 segnentation is structured
around t he propagation and use of Instance-1Ds, and handl ed as part
of the EIDin control plane operations. The encoding is described in
[I-D.ietf-lisp-lcaf] and its use in [I-D.ietf-lisp-ddt]. |Instance-

I Ds are unique to a Mapping System and MAY be used to identify the
overlay type (e.g., L2 or L3 overlay).

An Instance-1D can be used for L2 overlay segnentation. An inportant
aspect of L2 segmentation is the mapping of VLANs to IIDs. In this
case a Bridge Domain (which is the L2 equivalent to a VRF as a
forwarding context) maps to an IID, a VLAN-ID may map 1:1 to a bridge
domain or different VLAN-IDs on different ports nay map to a common
Bri dge Donmin, which in turn nmaps to an IIDin the L2 overlay. Wen
ethernet traffic is double tagged, usually the outer 802.1Q tag will
be mapped to a bridge dormain on a per port basis, and the inner
802.1Qtag will remain part of the payload to be handl ed by the
overlay. The I1D should therefore be able to carry ethernet traffic
with or without an 802.1Q header. A port may al so be configured as a
trunk and we may chose to take the encapsulated traffic and map it to
asingle IIDin order to multiplex traffic fromnultiple VLANs on a
single 11 D. These are all exanples of |ocal operations that could be
effected on VLANs in order to map themto |I1Ds, they are provided as
exanpl es and are not exhausti ve.

5.2.2. L2 Dat abase- Mappi ngs
When an end-host is attached or detected in an ETR that provides
L2-overl ay services, a database Mapping is registered to the mapping

systemwi th the foll ow ng structure:

o0 The EID 2-tuple (11D, MAC) with its binding to a | ocator set (IP
RLQOC)

The registration of these EIDs MIST follow the LCAF format as defined
in[l-Dietf-lisp-lcaf] and as illustrated in the follow ng figure:

Portol es, et al. Expires April 11, 2017 [ Page 12]



Internet-Draft L2/L3 EID Mbility Cct ober 2016

1
\"

s i T T B e e e e

Bl o Tk e e e e L s e e s s i R R S e S
Record TTL |

B i S T ik s S S S e S S i S S S i e
ocator Count | EID mask-len | ACT | A Reserved [
B e S i i e S S e e E
d | Map-Version Number [ AFl = 16387 [
Bl T e e e b e S i i e S S e e &
Rsvdil | Fl ags | Type = 2 | 11D mask-len |
B T i S S I el s S P S S S S S S N e S
4 +n [ I nstance-1D... [

B S S i s S S i R o s it N S
...Instance-1D [ EID-AFI =6 [

Bl o Tk e e e e L s i e s s S N S e S S

+ -+

+ B
+< 4+

Layer-2 MAC Address ... |
B T i S S I el s S P S S S S S S N e S
Layer-2 MAC Address [ Priority [ Wi ght [
B S S i S i s S SR S s £k b h S
MPriority [ M Wi ght [ Unused Fl ags | L] p| R
Bl s T e e i s o i S S kT i NI T
Loc- AFI | Locator. ... |
B T i S S I el s S P S S S S S S N e S
Locat or
T S T k. i R SR S

—_— o -~oo0o0~—g—m—— +
— o0oor
-

—

T
v

The L2 EID record follows the structure as described in [ RFC6830].
5.2.3. Interface to the LI SP Mapping System

The interface between the xTRs and the Mapping Systemis described in
[ RFC6833] and this docunent follows the specification as described
there. When avail able, the registrations MAY be inplenented over a
reliable transport as described in

[1-D. kouvel as-1isp-map-server-reliable-transport].

In order to support system convergence after nobility, when the Map-
Server receives a new registration for a specific EID, it MJST send a
Map-Notify to the entire RLOC set in the site that |ast registered
this same EID. This Map-Notify is used to track noved-away state of
L2 EIDs as described in Section 5.2.4.

5.2.4. SMR support to track L2 hosts that noved away
In order to support mobility, an ETR SHALL rmaintain a list of EID

records for which it has to generate a SMR nessage whenever it
receives traffic with that EID as desti nati on.
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The particular strategy to maintain a SMR table is inplenmentation
specific. In essence the table SHOULD provi de support for the
fol | owi ng:

0 Keep track of end-hosts that were once connected to an ETR and
have noved away.

0 Support for L2 EID records, the 2-tuple (11D, MAC), for which a
SMR nessage SHOULD be gener at ed.

2.5. L2 Broadcast and Multicast traffic

Broadcast and Multicast traffic on the L2-overlay is supported by
either replicated unicast, or underlay (RLOC) nulticast.

XxTRs that offer L2 overlay services and are part of the sane
Instance-1D join a conmon Milticast G oup. Wen required, this group
allows ITRs to send traffic that needs to be replicated (flooded) to
all ETRs participating in the L2-overlay (e.g., broadcast traffic
within a subnet). Wen the core network (RLOC space) supports native
mul ticast ETRs participating in the L2-overlay join a (*,G group
associated to the Instance-1D

When nulticast is not available in the core network, each xTR that is
part of the same instance-1D SHOULD register a (S, G entry to the
mappi ng system using the procedures described in
[I-D.ietf-lisp-signal-free-nmulticast], where S is 0000-0000-0000/0
and Gis ffff-ffff-ffff/48. This strategy allows and I TR to know
which ETRs are part of the L2 overlay and it can head-end replicate
traffic to.

Fol  owi ng the same case, when nmulticast is not available in the core
network, the procedures in [I-D.ietf-lisp-signal-free-nulticast] can
be used to ensure proper distribution of link-local nulticast traffic
across XTRs participating in the L2 overlay. |In such case, the xTRs
SHOULD join a (S,G entry with S being 0000-0000-0000/0 and where G

i s 0100-0000- 0000/ 8.

2.6. L2 Unknown Uni cast Support

An | TR attenpts to resol ve MAC destination m sses through the Mapping
System \When the destination host remai ns undi scovered the
destination is considered an Unknown Uni cast.

A Map- Server SHOULD respond to a Map- Request for an undi scovered host
with a Negative Map-Reply with action "Native Forward".

Alternatively the action "Drop" nay be used in order to suppress
Unknown Uni cast forwarding.
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An | TR that receives a Negative Map-Reply with Action "Native
Forward" will handle traffic for the undi scovered host as L2
Broadcast traffic and will be unicast replicated or flooded using
underlay nmulticast to the rest of ETRs in the Layer-2 overl ay.

Upon di scovery of a previously unknown unicast MAC EID, a data
triggered SMR for the discovered EID should be sent by the discovery
ETR back to the ITRs that are flooding the unknown unicast traffic.
This would allow I TRs to refresh their caches and stop fl oodi ng
unknown uni cast traffic as necessary.

2.7. Time-to-Live Handling in Data-Plane

When using a L2 overlay and the encapsulated traffic is IP traffic,
the Tine-to-Live value of the inner I P header MJST renmain unnodified
during encapsul ati on and decapsul ati on. Network hops traversed as
part of the L2 overlay SHOULD be hidden to tools |ike traceroute and
applications that require direct L2 connectivity.

3. Support to ARP resolution through Mappi ng System
3.1. WMap-Server support to ARP resolution: Packet Flow

A large majority of applications are | P based and, as a consequence,
end systens are typically provisioned with | P addresses as well as
MAC addr esses.

In this case, to limt the flooding of ARP traffic and reduce the use
of multicast in the RLOC network, the LISP napping system MAY be used
to support ARP resolution at the I TR

In order to provide this support, ETRs handl e and register an
addi tional EID-to-RLOC mapping as foll ows,

o ElIDrecord contents = <IID, IP>, RLOCrecord contents <MAC>.

There is a dedicated |1 D used for the registration of the ARP rel ated
mappi ngs. Thus, a systemw th L2 and L3 overlays as well as ARP
mappi ngs woul d have three 11 Ds at play. In the spirit of providing
clarity, we will refer to those IIDs as L2-11D, L3-11D and ARP-11D
respectively. By using these definitions, we do not intend to coin
new term nol ogy, nor is there anything special about those I1Ds that
woul d make themdiffer fromthe generic definition of an II1D. The
types of mappi ngs expected in such a system are sunmari zed bel ow

o EID

<IIDL, IP>to RLOC = <I P-RLOC> (L3-overl ay)

o ED

<IID2, MAC to RLOC = <I P-RLOC> (L2-overl ay)
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o EID=<I1D3, IP>to RLOC = <MAC- RLOC> ( ARP/ ND mappi ng)

The foll ow ng packet flow sequence describes the use of the LISP
Mappi ng Systemto support ARP resolution for hosts residing in a
subnet that is extended to nultiple sites. Using Figure 1, End-
Device 2 tries to find the MAC address of End-Device 3. Note that
bot h have I P addresses within the sanme subnet:

0 End-Device 2 sends a broadcast ARP nessage to di scover the MAC
address of End-Device 3. The ARP request targets IP 3.0.0.3.

o0 |TR B receives the ARP nessage, but rather than flooding it on the
overlay network sends a Map- Request to the nmappi ng dat abase system
for EID = <11D2, 3.0.0. 3>.

0 \When receiving the Map- Request, the Map-Server sends a Proxy- Map-
Reply back to ITR Bwith the mapping EID = <I1D2, 3.0.0.3> -> MAC
0:0:3:0:0: 3.

0 Using this Map-Reply, |ITR B sends an ARP-Reply back to End-Device
2 with the tuple I'P 3.0.0.3, MAC 0:0:3:0:0: 3.

0 End-Device 2 learns MAC 0:0:3:0:0:3 fromthe ARP nessage and can
now send a L2 traffic to End-Device 3. Wen this traffic reaches
ITR Bis sent over the L2-overlay as described above in
Section 5.1.1.

Thi s exanpl e shows how LI SP, by replaci ng dynanic data pl ane | earning
(such as Fl ood-and-Learn) can reduce the use of multicast in the
underl ay networKk.

Note that ARP resolution using the Mapping Systemis a stateful
operation on the ITR  The source I P, MAC tuple comng fromthe ARP
request have to be stored to generate the ARP-reply when the Map-
Reply is received.

Note that the | TR SHOULD cache the ARP entry. |In that case future
ARP-requests can be handl ed wi t hout sending additional Mp-Requests.

5.3.2. ARP registrations: MAC as a | ocator record
When an end-host is attached or detected in an ETR that provides
L2-overl ay services and al so supports ARP resol ution using the LISP
control -plane, an additional mapping entry is registered to the
mappi ng system

o The EID 2-tuple (11D, I1P) and its binding to a correspondi ng host
MAC addr ess.
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In this case both the xTRs and the Mappi ng System MJST support an
El D-t o- RLOC mappi ng where the MAC address is set as a locator record.

In order to guarantee conpatibility with current inplenentations of
XTRs, the MAC | ocator record SHALL be encoded foll owing the AFI-List
LCAF Type defined in [I-D.ietf-lisp-lcaf]. This option would al so

al | ow adding additional attributes to the locator record, while

mai ntai ning conpatibility with | egacy devi ces.

This mapping is registered with the Mappi ng System using the
following EID record structure,

1
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An EID record with a |ocator record that carries a MAC address
follows the sane structure as described in [ RFC6830]. However, sone
fields of the EID record and the |l ocator record require special

consi deration:

Locator Count: This value SHOULD be set to 1.
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Instance-1D: This is the |1 D used to provide segnmentation of the
L2-overl ays, L3 overlays and ARP tabl es.

Priority and Weight: | P to MAC bindings are one to one bindings. An
ETR SHOULD not register nore than one MAC address in the |ocator
record together with an I P based EID. The Priority of the MAC
address record is set to 255. The Wight value SHOULD be ignored
and the recommendation is to set it to O.

L bit: This bit of the |Iocator record SHOULD only be set to 1 when
an ETR is registering its own IP to MAC bi ndi ng.

p bit: This bit of the locator record SHOULD be set to O.
R bit: This bit of the locator record SHOULD be set to O.

Note that an IP EID record that carries a MAC address in the |ocator
record, SHALL be registered with the Proxy Map-Reply bit set.

5.3.3. Inplenentation Considerations

Whi | e ARP support through the LI SP Mapping Systemfits the LISP
Control-Plane there are a series of considerations to take into
account when providing this feature:

0o As indicated, when and end-host is attached the ETR nmi ntai ns and
registers a mapping with the binding EID = <IID, IP> -> RLCC =
<MAC>.

0 ARP support through the LISP Mapping Systemis OPTIONAL and the
XTRs should allow the possibility to enable or disable the
feature.

0 Wien the ARP entry has not been registered, a Map Server SHOULD
send a Negative Map-Reply with action "No Action" as a response to
an ARP based Map Request.

0 In case the ITR receives a Negative Map-Reply for an ARP request
it should fallback to flooding the ARP packet as any other L2
Br oadcast packet (as described in Section 5.2.5).

0 \When receiving a positive Map-Reply for an ARP based Map- Request,
the ETR MUST recreate the actual ARP Reply, inpersonating the rea
host. As a consequence, ARP support is a stateful operation where
the 1 TR needs to store enough information about the host that
generates an ARP request in order to recreate the ARP Reply.
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0 ARP replies |l earned fromthe Mappi ng System SHOULD be cached and
the information used to reply to subsequent ARP requests to the
sanme hosts.

Optional Depl oynent Model s
The support of an integrated L2 and L3 overlay solution takes

mul tiple architectural design options, that depend on the specific
requi renents of the deploynment environnent. While sonme of the
previ ous describe specific packet flows and sol utions based on the
recomended sol ution, this section docunments OPTI ONAL desi gn
considerations that differ fromthe recormmended one but that MAY be
requi red on alternative depl oyment environments.
1. 1P Forwarding of Intra-subnet Traffic

As pointed out at the beginning the reconmended sel ection of the L2
and L3 overlays is not the only one possible. In fact, providing L2
extension to some cloud platforms is not always possible and subnets
need to be extended using the L3 overl ay.

In order to send all IP traffic (intra- and inter-subnet) through the
L3 overlay the solution MIUST change the ARP resol ution process
described in Section 5.3.1 to the following one (we foll ow again
Figure 1 to drive the exanple. End-Device 2 queries about End-Device
3):

0 End-Device 1 sends a broadcast ARP nessage to di scover the MAC
address of 3.0.0. 3.

o0 |ITR B receives the ARP nessage and sends a Map- Request to the
Mappi ng Systemfor EID = <I1D1, 3.0.0. 3>.

o In this case, the Map-Request is routed by the Mappi ng system
infrastructure to ETR C, that will send a Map-Reply back to ITR B
containing the mapping EID = <11D1,3.0.0.3> -> RLOC=I P_C

0 |ITR B populates its |l ocal cache with the received entry on the L3
forwarding table. Then, using the cache information it sends a
Proxy ARP-reply with its own MAC (MAC XTR B) address to end End-
Devi ce 1.

0 End-Device 1 learns MAC ITR B fromthe proxy ARP-reply and sends
traffic with destination address 3.0.0.3 and destination MAC,
MAC xTR_B.

0 As the destination MAC address is the one fromxTR B, when XTR B
receives this traffic it is forwarded using the L3-overl ay.
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0 Note that when inplementing this solution, when a host that is
|l ocal to an ETR noves away, the ETR SHOULD | ocally send a
Gatuitous ARP with its own MAC address and the I P of the noved
host, to refresh the ARP tables of |ocal hosts and guarantee the
use of the L3 overlay when connecting to the renote host.

It is also inportant to note that using this strategy to extend
subnets through the L3 overlay but still keeping the L2 overlay for
the rest of traffic MAY lead to flow asymmetries. This MAY be the
case in deploynents that filter G atuitous ARPs, or when noved hosts
continue using actual L2 information collected before a mgration

6.2. Data-plane Encapsul ation Options

The LISP control -plane of fers i ndependence fromthe data-pl ane
encapsul ati on. Any encapsul ation format that can carry a 24-bit
i nstance-1 D can be used to provide the unified overlay.

Conmon encapsul ation formats that can be used are [ VXLAN- GPE], [LI SP]
and [ VXLAN :

0 VXLAN-GPE encap: This encapsulation format is defined in
[I-D.ietf-nvo3-vxlan-gpe]. It allows encapsulation both L2 and L3
packets and the VNI field directly maps to the Instance-ID used in
the control plane. Note that when using this encapsulation for a
unified solution the P-bit is set and the Next-Protocol field is
used (typically with values 0x1 (IPv4) or 0x2 (I1Pv6) in
L3-overl ays, and value 0x3 in L2-overlays).

0 LISP encap: This is the encapsulation forrmat defined in the
original LISP specification [RFC6830]. The encapsul ation all ows
encapsul ating both L2 and L3 packets. The Instance-1D used in the
EIDs directly maps to the Instance-1D that the LI SP header
carries. At the ETR, after decapsulation, the II D MAY be used to
deci de between L2 processing or L3 processing.

0 VXLAN encap: This is a L2 encapsul ation format defined in
[ RFC7348]. While being a L2 encapsulation it can be used both for
L2 and L3 overlays. The Instance-1D used in LISP signaling maps
to the VNI field of the VXLAN header. Providing L3 overlays using
VXLAN general ly requires using the ETR MAC address as destination
MAC address of the inner Ethernet header. The process to learn or
derive this ETR MAC address is not included as part of this
docunent .
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