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Abst ract

Thi s docunent di scusses the scope of Network Artificial Intelligence
(NAlI'), and the possible use cases that are able to denonstrate the
advant age of applying NAI.
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1. I nt roducti on

Current networks have beconme nuch nore dynam ¢ and conpl ex, and pose
new chal | enges for network managenent and optim zation. For exanple,
net wor k management/optim zati on shoul d be automated to avoid hunan
intervention (and thus to minimze the operational expense).
Artificial Intelligence (Al) and Machine Learning (M) is a promsing
approach to realize such automation, and can even do better than
human bei ngs. Furthernore, the popul ati on of Software-Defined

Net wor ks (SDN) paradi gm nakes the application of Artificial
Intelligence in networks possible, since the SDN controller has the
compl ete know edge of the network status and can control behavi or of
networ k nodes to inplenment Al decisions.

Al and M. technol ogies can learn fromhistorical data, and nake
predi ctions or decisions, rather than following strictly static
programinstructions. They can dynanically adapt to a changi ng
situation and enhance their own intelligence with by |learning from
new data. It can learn and conplete conplicated tasks. It also has
potential in the network technol ogy area especially with SDN and

Net wor k Function Virtualization (NFV).

Thi s docunment presents the concept of Network Artificial
Intelligence. It first discusses the scope of Network Artificia
Intelligence (NAI). And then Some use cases are discussed to
demonstrate the advantage of applying NAI.
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2. NAl Architecture

The definition of the architecture of NAl could be refer to

[I-D.li-rtgwg-network-ai-arch]. In the architecture of NAl, central
controller is the core part of Network Artificial Intelligence which
can be called as 'Network Brain’. The Network Telemetry and

Anal ytics (NTA) engines can be introduced aconpanying with the
central controller. The Network Tel enetry and Anal ytics (NTA) engine
i nclues data collector, analytics framework, data persistence, and
NAI applications.

N N
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Figure 1: An Architecture of Network Artificial Intelligence(NAl)
3. NAI Use Cases
3.1. Traffic Predication and Re-Optim zation/ Adj ust nent

This subsection introduces the Path Conputation El enment (PCE)

[ RFCA655] use cases in wide area networks (WAN). | n PCE scenari o,
network data collection is realized through the control plane
protocol s such as PCE protocol (PCEP) and BGP-LS [ RFC7752] protocol
and data are passed to the PCE application. PCEP receives the state
of Label Switched Path (LSP) fromthe network, and BGP-LS receives
the topology information fromthe network. |[|f network telenetry is
used, traffic information can be received fromthe network as well
directly at the NTA engi ne using protocols such as gRPC.
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PCE application (APP) only maintains the latest information. To
enable NAI, history of all LSP and topol ogy changes is stored in
external data repository. Further traffic nonitoring data could al so
be collected and stored, if network telenetry is used. There are two
usecases in the application scenarios: (1) reroute/re-optin ze using
the historical trend and predications fromAl; (2) traffic congestion
avoi dance and Al -enabl ed aut o- bandw dt h adj ust nent.

For the usecase (1), the analytics conmponent in NTA (Network

Tel emetry and Anal ytics), can use stored data to build nodels to
predi ct inpact of network events and state of the LSPs. For exanple,
it can use historical trends to guide path conputation to include/
excl ude specific links. Finding correlations between data, finding
anomal i es and data visualization are al so possible.

The anal ytics conponent in NTA can al so use stored data to detect and
predi ct network events and request PCE to take necessary actions.

For exanple, it can use network bandwi dth utilization historica
trends to request for re-optimzations.

For the usecase (2), with network telenetry, the NTA can coll ect per-
link and per-LSP traffic flow using gRPC fromnnetwork. Such network
telemetry data includes statistics for tunnels, |inks, bandw dth
reservations, actual usage, delay, jitter, packet |oss, etc.
Meanwhile, it also collects data regarding network events and its
impact on traffic flows. The anal ytics conmponent can use tel enetry
data to build traffic nodels to predict traffic congestion when new
years or sporting events are coming. According to the congestion
prediction, the PCE app could reroute traffic to avoid congested
links. Besides the case, NTA can al so perform predication and nake
necessary changes to network. In particular, the PCE APP perforns
bandwi dt h usage prediction (i.e., bandw dth cal endari ng) by | ooking
at the historical trends of all sanpled data instead of the instant
sanpl ed data. The collected data are traffic engineering data base
(TEDB) and LSP-DB, and can al so include scheduling information. In
addition, the collected data al so include auto-bandw dth rel ated
changes under particular network events. Using machi ne | earning
algorithm the analytics conponent is able to correct such changes
with the events, and predicts network events and their inpact.

3.2. Route Mnitoring and Anal ytics

Thi s subsection introduces the BGP Mnitoring Protocol (BM)

[ RFC7854] use case in wide area networks (WAN). The BGP protocol is
known for its flexibility and ability to manage a | arge nunber of

nei ghbors and routes. It is also the basis for many overlay services
such as L3VPN, L2VPN and so on. The BMP protocol can be used by the
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controller to nonitor BGP protocol neighbor status and routing
information on the routers.

According to [ RFC7854], BMP client located in the router collects BGP
nei ghbor status, routes for each nei ghbor, and events defined by the
user. And then it passes the informations through the BMP protoco

to the managenent station located on the controller. Based on BW
moni toring of BGP, there are three use cases: (1) BGP Route Leaks
Monitoring; (2) BGP Hijacks Mnitoring; (3) Traffic Anal ytics.

Route | eaks involve the illegitimte advertisenent of prefixes,

bl ocks of | P addresses, which propagate across networks and lead to
i ncorrect or suboptinmal routing. For case (1), based on BMP, NAI
apps can anal yze BGP route | eaks.

For case (2), by manipulating BG, data can be rerouted in an
attacker’s favor out themto intercept or nodify traffic.lf the
mal i ci ous announcenent is nore specific than the |legitinmte one, or
clains to offer a shorter path, the traffic may be directed to the
attacker. By broadcasting fal se announcenents, the conprom sed router
may poison the RIB of its peers. After poisoning one peer, the
mal i ci ous routing information could propagate to other peers, to

ot her Autononous Systens, and onto the interactive Internet. Based
on nonitoring BGP routes, M. algorithns can be trained to determ ne
when a hijack has taken place and take necessary actions.

In case (3), with BMP protocol providing BGP changes, together wth
Tel emetry providing network traffic information, The NAI Apps can
anal yze traffic trends, predict traffic changes, and do traffic
opti m zi ng.

3.3. Miltilayer Fault Detection In NFV Franework

The high reliability and high availability required for carrier-class
applications is a big challenge in virtualized and software-based
environnment where failures are nornmal in a software-based
environnment. The interdependence between NFV' s abstraction |evels
and virtual resources is conplex as shown in Fig.. The dynanic
characteristics of the resources in the cloud environnment make it
difficult to locate the fault. So nmultilayer fault detection for NFV
net wor ks and cl oud environnent will be very useful
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Figure 2 NAl in Miulti-layer NFV Framework

For the virtualization |ayer, CPU perfornmance, nenory usage,

i nterface bandwi dth and other KPI indicators can be nonitored. At
the sane tine resource occupancy and the life cycle of NVF software
process can also be nonitored. Through the NAI, the relevant

stati stical

data in multiple | evels can be anal yzed and the nodel s

can be setup to locate the root cause for the possible fault in the
mul ti-layer environnent.
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3.4. Data Center Network Use Cases

Traditionally, data center networks have conprised a | arge nunber of
switches and routers that direct traffic based on the linmted view of
each device. Wth help of SDNNFV the data center networks are nore
agil e and dynam ¢ to changing usage and traffic patterns. The real-
time traffic data and usage can be used to nmake the data center
managenment and operations intelligent.

Various protocols such as sFLOW | PFI X could be used to get the port
statistics as well as traffic sanpling. Over tine this infornation
can help build the traffic usage nodels on a per port and per flow
basis. Wth historical data as the base the NTA engi ne can predict
the traffic usage and nmake necessary instructions to the SDN
controller or NFV orchestrator. These instructions could be reroute
a flowto avoid a congested port or scale-in another switch to share
| oad based on the predicted traffic denmand.

The NTA engine should find correlation between the various network
data to build nodels and predict the inpact of network events,
congestions, network utilization patters etc. Further NTA could
detect anonmlies based on the historical patterns and help in root
cause analysis. The policy framework can be enhanced to consider the
anal ytics.

NTA engi ne could al so get the usage and health information fromthe
Host (servers). Correlation between this information with the

i nformati on received fromnetwork could help in finding security
flows and anonalies when the information does not match.

3.4.1. Service Function Chaining

This sub section introduces how to apply NAI to SFC scenario to
intelligently reroute/re-optimze the service chains; increase
utilization for both Service Functions(SF) and network; intelligent
sel ection of the Service Function Path (SFP) based on data traffic
trends.

As per [RFC7665], Service function chaining (SFC) enables the
creation of conposite (network), services that consist of an ordered
set of SFs that nust be applied for specific treatnent of received
packets and/or frames and/or flows selected as a result of
classification The SFs of chain are connected using a service
function forwarder (SFF), which is responsible for forwarding traffic
to one or nore connected SFs according to information carried in the
SFC encapsul ation, as well as handling traffic com ng back fromthe
SF.
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The various network telenetry information |like delay, jitter, packet
|l oss fromthe network and the CPU menory usage utilizations fromthe
SFs, can be collected using sFLOW gRPC protocol and stored in
persistent data repository. The analytics conmponent in NTA can use
stored data to build statistics nodels to predict the inpact on
various Service Function Paths due to network events, traffic and
state of the SFPs and instruct the SDN controller to take necessary
actions SDN controller can cal cul ate new paths/reroute the SFC path
to avoid congested Ports/SFFs or overloaded SFs. This correlation of
application analytics fromthe SFs and the network analytics fromthe
SFFs coul d enhance the intelligent managenent of the service chains
for the operators.

The usage and traffic pattern over tine can help increase the
utilization of SF as well as the underlay network.
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