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Abst ract

A YANG device profile is primarily a group of YANG nodels that are
appropriate for use with a particular class of device or in specific
device roles. This docunent provides background and descri bes the
rationale for a baseline data center switch device profile, e.g., for
top-of -rack switches in data center converged infrastructure. This
rationale is based on the reuse of YANG nodels by the DMIF Redfi sh
standard for managenent of converged infrastructure, but the
resulting YANG device profile is intended to be useable by any YANG
based network managenent approach or protocol, as opposed to being
specific to Redfish.
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. I nt roducti on

*Disclainer* - this is a -00 draft, whose prinary goal is to capture
the rationale for use of YANG for Redfish network nanagenent and the
desirability of a baseline data center network switch profile,

i ncludi ng providing technical background on the Redfish standard and
its approach to network managenent. The draft content is not
pol i shed, and the organization of the material is likely to change.

A YANG device profile is primarily a group of YANG nodels that are
appropriate for use with a particular class of device or in specific
device roles. This docunment provides background and describes the
rationale for a baseline data center switch device profile, e.g., for
top-of -rack switches in data center converged infrastructure. The
rationale is based on the reuse of YANG nodels by the DMIF Redfi sh
standard for nmanagenent of converged infrastructure, but the
resulting YANG device profile is intended to be useable by any YANG
based network managenent approach or protocol; it is not intended to
be Redfi sh-specific.

In support of this rationale, this docunent provides background on
how YANG i s used in the Redfish nmanagenent franework; the YANG
nodul es are translated to Redfish schema definitions in order to
enabl e reuse of the nodels are with Redfish-defi ned managenent
protocols and related functionality.

2. Motivation

A common managenent framework with acconpanying set of protocols and
device nodels is desirable in systens managenent use cases. A good
exanple of this is in a converged infrastructure deploynent within a
data center. Applications, servers, storage, appliances, and
networ ki ng el ements are assenbled to create a conbi ned coherent
platform For the networking conponents in such an environnent,
there are platform nmanagenent el enents that are conmon with other
types of systenms such as thernmal nonitoring, physical enclosure,
fans, and power supplies, as well as networking specific managenent
el ements to control the forwarding and filtering of network packets
or the networking services. The conmon el enents shoul d be accessed
and nanaged in a single way across all systens within the depl oynent.
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Managenent, orchestration, and control of such a system benefits from
a single approach that enables unified tools sets and sinplifies
oper ati ons.

The networ ki ng specific configuration within the converged

i nfrastructure environment only needs a subset of all the possible
net wor ki ng protocols and services giving the converged controller
only the m ni mum spanning control surface in terns of the nodels it
can access. A breakdown of the needs of such a switch result in
about 5-10 YANG nodul es (see Appendix A). These 5-10 nodul es shoul d
| ead to conmon YANG based data center network switch nmanagenent
across vendors and products.

As a contrast, a full function edge router woul d need many nore
protocol s and services along with full function virtualization
resulting in the use of about 80 YANG nodul es.

2.1. Redfish Background

The DMIF (Distributed Managenment Task Force) Redfish standard is
becom ng the conmon standard for converged infrastructure (Cl)
managenent. Converged Infrastructure consists of rack-scale (partial
or full-rack) integrated conpute, network and storage infrastructure
that is procured and depl oyed as rack scal e systens.

Redfi sh data center storage managenent functionality has been
extended in partnership with SNIA (Storage Networking Industry

Associ ation) resulting in the recently rel eased Swordfish
specification that extends Redfish for networked storage and storage
net wor k managenment. The authors hope to work with the IETF to extend
and align Redfish network nmanagenent with | ETF' s YANG franmework.

Redfish is a nmanagenment standard using a data nodel representation
inside of a RESTful interface. The nodel is expressed in terns of a
standard, nachi ne-readabl e schema, with the payl oad of the nmessages
bei ng expressed in JSON

Because it is a nodel -based API, Redfish is capable of representing a
variety of inplenentations via a consistent interface. It has
mechani sns for nanagi ng data center resources, handling events, |ong
lived tasks and di scovery, as well.

In Redfish, every URL represents a resource. This could be a
service, a collection, an entity or sone other construct. But in
RESTful terms, these URIs point to resources and Redfish clients
interact with these resources. For exanple, the content of a
resource, in JSON format, is returned when the Redfish client
performs a HTTP CET.
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OData is an OASI S standard for expressing the schema of a JSON
docunent. OData allows a fuller description of the JSON docunent,
than json-schema. The format of OData schema is specified in CSDL
(Common Schema Definition Language).

ODat a al so describes directives that can appear on the URl to contro
the contents of the HTTP response. |n Redfish, these directives
(i.e. $top and $skip) are stated as 'should’ . Networking extension
may change the requirenent to 'shall’.

Redfi sh rel eases include both OData and json-schema schema. Wth
j son-schemn, users can take advantage of its larger tool chain.

Additional informati on about OData can be found at the OData site

[1].

Addi ti onal information about Redfish can be found at DMIF s Redfi sh
site [2]. Specifically, the Redfish White Paper [3] provides a good
overvi ew.

2.2. YANG and Redfi sh

Wthin the networking world, YANG has becone the preferred nanagenent
framework. YANG expresses each section of the overall nodel as a
nmodul e containing a tree of nodes where each node is either a
cont ai ner node that builds the hierarchy or a | eaf node containing
data el enents for the nodel. Redfish network managenent | everages
YANG as the core nodel definition |anguage to naintain consistency
with ot her YANG based networ k nmanagenent approaches. Using a conmon
nmodel structure results in equivalent data el enents yielding the sane
data or content when accessed via different interfaces or protocols.

Redfi sh’ s network nmanagenment supports this consistency by reusing
YANG nodul es as Redfish nodels for network functionality and
services, nechanically translating those nodules to the Redfish
interface, based on HTTP, JSON, and ODat a.

The Redfish approach to network management enabl es definitions of a
specific systemviews or profiles that are aligned with the
configuration functionality required in a specific scenario or for a
specific class of network devices. A particularly relevant exanple
is a baseline switch nodel description with a m nimum set of nodel

el ements; this is useful when configuring a switch within a |arger
converged infrastructure system The nodel elenments of the baseline
switch should be the snallest set of npdels necessary to configure a
data center switch in a converged infrastructure environnent; the
correspondi ng set of YANG nodul es would be a sinple data center
network device profile. A nore conplex network router might need
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tunnel nodel s, overlay nodels, extensive QS nodels, and other
el enent s.

The top |l evel resource structure of Redfish is show bel ow

./Iredfish/vl/ Systens
./Iredfish/vl/ Chassis

./ redfish/vl/ Net wor kDevi ces
(ot her redfish resources)

Wthin this structure a network switch is viewed as a data center
element for its comon subsystens such as chassis, power, thernal,
cool i ng, nanagenent access setup, etc while the network nodeling is
specified within the instances of the NetworkDevices[] collection
Each nenber of the NetworkDevices[] collection has inplements its own
set transl ated YANG nodul es. For consistency, the set of nodul es
grouped under a NetworkDevice instance can follow one of nultiple
standard groupi ngs expressed as a profile to manage different classes
of equi prment and satisfy different use cases. Two profile exanples
are the basic switch and virtualized edge router.

2.3.  YANG napping to Redfish
The notion of schenma is different in Redfish and YANG

In YANG a schema is device specific. The user determ nes the YANG
nmodul es utilized by a system and may consult a nodule library as
part of doing so (e.g., RFC7895 [4]). The YANG schena is realized as
a set of YANG nodul es, each with a prescribed node tree structure.

In Redfish, there is one schema that enconpasses the entire
nanespace. In other words, Redfish has a gl obal nanespace for its
schema, of which the device inplenments a subset. The Redfish schema
is realized as resources accessed via a URI, so the nanespace
contains the informati on about which YANG nodul es are utilized. The
ODat a directives $expand and $filter allows the client to discovery
this directly fromthe parent nanespace node above the nodul es

That functionality obviates any Redfish need to use YANG nodul e
conbi nation techni ques such as YANG Schema-nount [5].

Despite these differences, the proposed profiles should be usable by
bot h YANG based protocols (e.g., NETCONF, RESTCONF) and Redfish, as
the core content of each profile is a set of YANG nodul es.

To all ow Redfish to manage network devi ces, the YANG nodul es needs to

be translated into OData CSDL (Conmmon Schena Definition Language).
The translation is specified in the YANG to- Redfi sh Mapping
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Specification [6]. The translation has the foll ow ng
characteristics:

0 Includes, inports, and augnents, are conpiled out to create a
singl e consi stent schena bl ock constituting a particular instance
of a NetworkDevi ce

0 The YANG node tree layout is reflected in the URl |ayout

0 The individual YANG container nodes and |ist nodes are rendered as
resources with the YANG tree hierarchy refl ected as navi gation
properties.

Access to the YANG data nodel el enents uses a Redfi sh JSON accessed
via a provider on the URI target.

Leaf nodes representing conmon back end system "features or el enents”
return consistent data independent of node nanme and network device
hi erar chy.

The Net wor kDevi ces[] collection all ows
0o Miltiple co-existing and consistent views onto a system

* Horizontally extensible

* Vertical hierarchy allowi ng for control interface del egation
0 This is simlar to a "view class" or facade approach in software.
Exanpl e Mappi ng

The followi ng shows the resource which results from mappi ng RFC7223
(ietf _interface nodule) to the Redfish schema. Belowis a fragnent
of the data nodel fromthe RFC

+-rwinterfaces

| +--rwinterface* [nane]

| +--rw nane string

| +--rw description? string

| +--rwtype identityref

| +--rw enabl ed? bool ean

| +--rw link-up-down-trap-enabl e? enunmeration
+--ro interfaces-state

+--ro interface* [nanme]

+--ro nane string

+--ro type identityref

+--ro admi n-status enuneration
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The translation to Redfish CSDL is perforned using the RFC s YANG
code. The translation will generate the CSDL files for the
ietf_interfaces resource and each YANG container. The path to these
resources mrror the above data nodel.

./ redfish/vl/ Net wor kDevi ces/ Swi tchl

./Iredfish/vl/ Net workDevi ces/ Switchl/ietf _interfaces

./redfish/vl/ NetworkDevices/Switchl/ietf interfaces/interfaces
./redfish/vl/ NetworkDevices/Switchl/ietf _interfaces/interfaces/ethernetl
./Iredfish/vl/ Net workDevices/Switchl/ietf interfaces/interfaces_state

A HTTP CGET of the "ethernetl1l" singleton resource will return the
foll owi ng JSON docunent. Note that each property fromthe above data
nmodel is present in the resource.

{
"1d": "ethernetl",
"Nanme": "ethernetl",
"Description": "Ethernet interface on slot 1",
"type": "iana_if_type:ethernet Csmacd",
"enabl ed": "true",
"l'ink_up_down_trap_enabl e": "true"
" @dat a. context":
"/redfish/vl/ $netadata#i etf_interfaces.interfaces.interface.
i nterface",
"@data.type": "#interface.vl 0 O.interfaces",
"@data.id":
"/redfish/vl/ NetworkDevices/Switchl/ietf _interfaces
linterfaces/ethernetl”
}

The three properties at the end of the JSON docunent are OData
annot at i ons.

3. Security Considerations

Redfish al so i nmproves security control since there is a single point
of managenent contact for a device to control all of its functions.

(Additional security discussion will be provided later.)
4. Appendi x A
YANG nodel s needed to nanaged a network switch:

o RFC7223 (Interfaces)
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0 RFC7224 (1ANA)
o RFC7277 (1Pv4, |Pv6)

0 RFC7317 (Systemldentification, Tinme-Date, NTP)

0 VLANs
o ACLs
o Syslog

5. Appendix B

The follow ng describes how the Redfish NetworkDevices[] collection
resource allows nultiple co-existing and consistent views onto a
system

As an exanple, a router could have the foll ow ng:

[ Iredfish. exanpl e. net/redfish/vl/ Net workDevi ces/ mast er Rout er
[ Iredfish. exanpl e. net/redfish/vl/ NetworkDevi ces/vrfl
/I redfish. exanpl e. net/redfish/vl/ Net workDevi ces/vrf2

In this exanple, masterRouter represents the conplete systemwth al
interfaces, all tables, all systemlevel configuration, and a node
structure for assigning resources to virtual instances. The
resources, vrfl and vrf2, represent a particular partitioning of the
systemto create virtual router instances each assigned a subset of
the total resource pool

The above structure has simlarities with that expressed by the
device nodel fromthe follow ng references

0 https://tools.ietf.org/htm/draft-ietf-rtgwy-device-nodel-01

o https://tools.ietf.org/htm/draft-ietf-rtgwg-ni-nodel-01

0 https://tools.ietf.org/htm /draft-ietf-rtgwg-Ilne-nodel-01

0 https://tools.ietf.org/htm/draft-ietf-netnod-schenma-nount-03

In these references a Network Device contains Logical Network

El ements which, in turn, contain Network Instances. Fromthe device
nmodel reference, the Network Device represents the systemas a whol e.
The Logi cal Network El enment represents a partition of a physica

system The Logical Network El enent represents a VRF or VSI (virtua
swi t ching instance).
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The Redfi sh NetworkDevices collection resource would map this
nmodel i ng approach by using an el enent of the collection for the

Net wor k Devi ce and one for each of the Logical Network El ements and
Networ k I nstances. These collection elenents woul d add references at
t he Networ kDevi ces el enment | evel to map the contai nnent of of the
device nodel. The overall ./redfish/vl/ root maps to the Routing
Area Network Device

6. Appendix C

The following is the ietf _interfaces.interfaces.interface vl.xm CSDL
nmetadata file, which is referenced in @data.context annotation in
the exanpl e mapping. The entity type referenced in the @data.type
annotation is in the second Nanespace.

When mappi ng YANG code to CDSL, values are nmapped to existing OData
core properties, when possible. Oherw se, new annotations are
defined in RedfishYangExtensions.xm. This file is referenced at the
begi nni ng of the docunent.

<?xm version="1.0" encodi ng="UTF-8"?>
<ednx: Ednmx xm ns: ednx="http:// docs. oasi s- open. or g/ odat a/ ns/ ednx"
Version="4.0">
<Ednx: Ref erence
Uri="http://docs. oasi s- open. or g/ odat a/ odat a/ v4. 0/ cs01/
vocabul ari es/ Org. Obat a. Core. V1. xm ">
<Ednmx: I ncl ude Alias="Qdata" Nanespace="0Org. OData. Core.V1"/>
</ Ednx: Ref erence>
<Ednx: Ref erence
Uri="http://docs. oasi s- open. or g/ odat a/ odat a/ v4. 0/ cs01/
vocabul ari es/ Org. ODat a. Capabi lities. V1. xm ">
<Ednx: | ncl ude Ali as="C0dat a"
Nanespace="0Org. ODat a. Capabilities. V1"/>
</ Ednx: Ref erence>
<Ednx: Ref erence
Ui="http://redfish.dntf.org/schemas/vl/
Redf i shYangExt ensi ons. xm ">
<Ednx: | ncl ude Alias="Redfish. Yang"
Nanmespace="Redfi sh. Yang"/ >
</ Ednx: Ref erence>

<Ednx: Dat aSer vi ces>

<Schema Nanespace="interface"
xm ns="http://docs. oasi s-open. or g/ odat a/ ns/ edni’ >
<EntityType Nanme="interface"
BaseType="Resource. vl 0_0. Resource">
<Annot ati on Ter m=" ODat a. Descri ption"
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String="<manual input>." />
<Annot ati on Ter m="ODat a. Addi ti onal Properties"
Bool =" Fal se"/>

</EntityType>

</ Schema>

<Schema Nanespace="interface.vl 0_0"

et al.

xm ns="http://docs. oasi s-open. or g/ odat a/ ns/ edni’ >
<EntityType Nanme="interface" BaseType=

"ietf _interfaces.interfaces.interface.interface" >
<Annot ati on Ter m=" ODat a. Descri pti on"
String="<manual input>." />
<Annot ati on Ter m="ODat a. Addi ti onal Properties"
Bool =" Fal se"/ >
<Annot ati on Ter n=" Redfi sh. Yang. NodeType"
EnumVenber =" Redf i sh. Yang. NodeTypes/list" />
<Annot ati on Ter n=" Redfi sh. Yang. key"

String=" the yang key string"/>
<Key>

<PropertyRef Nane="nane"/>
</ Key>

<Property Nanme="nane" Type="Edm String">
<Annot ati on Ter m=" ODat a. Descri pti on"
String="..." />
<Annot ati on Ter n¥" CODat a. Per m ssi ons"
Enumvenber =" CDat a. Per ni ssi ons/ Read"/ >
<Annot ati on Ter n=" Redfi sh. Yang. NodeType"
EnumVenber =" Redf i sh. Yang. NodeTypes/ | eaf "/ >
<Annot ati on Ter m="Redfi sh. Yang. YangType"
String="string" />
</ Property>
<Property Nane="description" Type="Edm Stri ng">
<Annot ati on Ter n="ODat a. Descri pti on"
String="..." />
<Annot ati on Ter n¥" ODat a. Per m ssi ons"
EnumMvenber =" ODat a. Per ni ssi ons/ Read"/ >
<Annot ati on Ter n¥"Redfi sh. Yang. NodeType"
Enumvenber =" Redf i sh. Yang. NodeTypes/ | eaf" />
<Annot ati on Ter n=" Redfi sh. Yang. YangType"
String="string" />
<Annot ati on Ter m=" Redfi sh. Yang. r ef erence"
String="RFC 2863: The Interfaces Goup..." />
</ Property>
<Property Name="type" Type="Edm String">
<Annot ati on Ter n¥"(ODat a. Description” String="..."/>
<Annot ati on Ter m=" Redfi sh. Yang. NodeType"
EnumVenber =" Redf i sh. Yang. NodeTypes/ | eaf" />
<Annot ati on Ter n¥"Redfi sh. Yang. YangType"
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String="identityref"/>
<Annot ati on Ter n=" Redfi sh. Yang. base"
String="interface-type"/>
<Annot ati on Ter m=" Redfi sh. Yang. mandat ory"
EnumVenber =" Redf i sh. Yang. Mandat ory/true"/ >
<Annot ati on Ter m=" Redfi sh. Yang. r ef erence"
String="RFC 2863: The Interfaces Goup..." />
</ Property>
<Property DefaultVal ue="true" Nanme="enabl ed"
Type="Edm Bool ean" >
<Annot ati on Ter m=" ODat a. Descri pti on"
String="This leaf contains..." />
<Annot ati on Ter n¥"Redfi sh. Yang. NodeType"
Enumvenber =" Redf i sh. Yang. NodeTypes/ | eaf" />
<Annot ati on Ter n="Redfi sh. Yang. YangType"
String="bool ean"/ >
<Annot ati on Ter m=" Redfi sh. Yang. r ef erence"
String="RFC 2863: The Interfaces..."/>
</ Property>
<Property Nane="link_up_down_trap_enabl e"
Type="Edm Enuner ati on">
<Annot ati on Ter n=" ODat a. Descri pti on"
String="Controls whether..."/>
<Annot ati on Ter n¥" Redfi sh. Yang. NodeType"
EnumMvenber =" Redf i sh. Yang. NodeTypes/| eaf "/ >
<Annot ati on Ter m="Redfi sh. Yang. YangType"
String="enuneration"/>
<Annot ati on Tern="Redfish. Yang.if _feature"
String="if-mb"/>
<Annot ati on Ter m=" Redfi sh. Yang. r ef erence"

String="RFC 2863: The Interfaces..." />
<Enunilype
Nanme="11i nk_up_down_trap_enabl eEnunerati on">

<Menber Nane="enabl ed" Val ue="1">
<Annot ati on Ter n=" Redfi sh. Yang. enunt
String="enabl ed"/ >
</ Menber >
<Menmber Nane="di sabl ed" Val ue="2">
<Annot ati on Ter n¥="Redfi sh. Yang. enunt
String="di sabl ed"/ >
</ Menber >
</ EnuniType>
</ Property>
</EntityType>
</ Scherma>

</ Ednx: Dat aSer vi ces>
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</ ednx: Ednmx>
7. Appendix D

The following is the | ETF YANG source XM. from RFC7223 used for the
exanpl e mappi ng.

<CODE BEG@ NS> file "ietf-interfaces@014-05-08. yang"
nmodul e ietf-interfaces {
nanespace "urn:ietf:parans: xnl:ns:yang:ietf-interfaces"

prefix if;

i mport ietf-yang-types {
prefix yang;

}

or gani zati on
"I ETF NETMOD ( NETCONF Dat a Mbdel i ng Language) Worki ng Group”;

After the typedef, identity, and feature statenments, the data nodel
is defined. Belowis the fragnent that becones
ietf interfaces.interfaces.interface_vl.xm.

/*
* Configuration data nodes
*/
contai ner interfaces {
description
"Interface configuration paraneters.";
list interface {
key "nane";
description
"The list of configured interfaces...";
| eaf nane {
type string;
description
"The nane of the interface...";
}
| eaf description {
type string;
description
"A textual description of the interface...";
ref erence
"RFC 2863: The Interfaces Goup MB - ifAlias";
}
| eaf type {
type identityref {
base interface-type
}
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mandat ory true
description
"The type of the interface..."
ref erence
"RFC 2863: The Interfaces Goup MB - ifType"

| eaf enabled {
type bool ean;
default "true";
description
"This | eaf contains the configured,...";
ref erence

"RFC 2863: The Interfaces Group MB - ifAdninStatus"”;

| eaf |ink-up-down-trap-enable {
if-feature if-mb;
type enuneration {
enum enabl ed {
val ue 1;

enum di sabl ed {
val ue 2;
}
}

description
"Controls whether |inkUp/linkDown SNWP...";
ref erence
"RFC 2863: The Interfaces G oup MB -
i fLi nkUpDownTr apEnabl e";
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