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Abst ract

Thi s docunment di scusses nanageability of the QU C transport protocol,
focusi ng on caveats inpacting network operations involving QUJC
traffic. |Its intended audience is network operators, as well as
content providers that rely on the use of QU C aware m ddl eboxes,
e.g. for |oad bal anci ng.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 10, 2017.
Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
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the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

QU CII-Dietf-quic-transport] is a new transport protocol currently

=

QUOWWOWWOWOWOMOML~NOOUITUTUNITORBRAWWWN

under devel opnent in the | ETF qui ¢ working group, focusing on support

of semantics as needed for HTTP/2 [I-D.ietf-quic-http]. Based on
current depl oynent practices, QUC is encapsulated in UDP and
encrypted by default. The current version of QU C integrates TLS
[I-D.ietf-quic-tls] to encrypt all payload data and nost header
information. Gven QUCis an end-to-end transport protocol, all

information in the protocol header, even that which can be inspected,

is is not nmeant to be nutable by the network, and will therefore be
integrity-protected to the extent possible.

Thi s docunment provides gui dance for network operation on the
managenment of QUIC traffic. This includes guidance on how to
interpret and utilize information that is exposed by QU C to the
network as well as explaining requirement and assunptions that the
QUI C protocol design takes toward the expected network treatmnment.
al so di scusses how commopn networ k managenent practices will be

i mpacted by QUIC

It
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O course, network nmanagenent is not a one-size-fits-all endeavour
practices consi dered necessary or even mandatory within enterprise
networks with certain conpliance requirenents, for exanple, would be
i nperm ssi ble on other networks wi thout those requirenents. This
docunent therefore does not nmake any specific recomendations as to
whi ch practices should or should not be applied; for each practice,
it describes what is and is not possible with the QU C transport
prot ocol as defi ned.

QUICis at the nonent very nuch a noving target. This docunent
refers the state of the QU C working group drafs as well as to
changes under discussion, via issues and pull requests in GtHub
current as of the time of witing.

1.1. Not ati onal Conventi ons

The words "MJST", "MJST NOT", "SHOULD', and "MAY" are used in this
docunment. It’s not shouting; when these words are capitalized, they
have a special neaning as defined in [ RFC2119].

2. Features of the QUC Wre | mge

In this section, we discusses those aspects of the QU C transport
protocol that have an inpact on the design and operation of devices
that forward QU C packets. Here, we are concerned primarily with
QUI C s unencrypted wire image, which we define as the information
avail able in the packet header in each QU C packet, and the dynanics
of that information. Since QU C is a versioned protocol, everything
about the header format can change except the mechani sm by which a
recei ver can deterni ne whether and where a version nunber is present,
and the nmeaning of the fields used in the version negotiation
process. This docunment is focused on the protocol as presently
defined in [I-D.ietf-quic-transport] and [I-D.ietf-quic-tls], and
will change to track those docunents

2.1. QU C Packet Header Structure

The QUI C packet header is under active devel opnent; see section 5 of
[I-D.ietf-quic-transport] for the present header structure, and
https://github. com qui cwg/ base-drafts/pull/361 for one current
proposed redesi gn.

Currently the first bit of the QU C header indicates the present of a
| ong header that exposed nore information than the short. The |ong
header is typically used during connection start or for other contro
processes while the short header will be used on nobstly packets to
limted unnecessary header overhead. The follow ng information may
be exposed in the packet header
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0 version nunber: The version nunber is present during version
negoti ati on.

0 connection ID: The connection ID identifies the connection
associated with a QU C packet, for |oad-bal ancing and NAT
rebi ndi ng purposes; see Section 2.3.

0 packet nunber: Every packet has an associ ated packet nunber; this
packet number increases with each packet, and the |east-
significant bits of the packet nunber are present on each packet;
see Section 2.4.

0 public reset indication: Public reset packets expose the fact that
a connection is being torn down to devices along the path. The
applicability of public reset is currently under discussion; see
https://github. com qui cwy/ base-drafts/issues/ 353 and
https://github. com qui cwg/ base-drafts/pull/20

0 key phase: To support O-RTT session establishment, QU C uses two
key phases; the key phase of each packet nust be exposed to
support efficient reception

0 additional flags: Additional flags for diagnostic use are al so
under consideration; see https://github.conf qui cwg/ base-drafts/
i ssues/ 279.

[Editor’s note: also further discuss which bits cannot change with
ver si oni ng]

2.2. Integrity Protection of the Wre | mge

As soon as the cryptograhic context is established, all information
in the QU C header, including that exposed in the packet header, is
integrity protected. Therefore, devices on path MUST NOT change QU C
packet headers, as alteration of header infornmation would cause
packet drop due to a failed integrity check at the receiver

2.3. Connection I D and Rebi ndi ng

The connection IDin the QU C packer header is used to allow routing
of QUI C packets at |oad bal ancers on other than five-tuple

i nformation, ensuring that related flows are appropriately bal anced
together; and to allow rebinding of a connection after one of the
endpoi nt’ s addresses changes - usually the client’s, in the case of
the HTTP binding. The connection ID is proposed by the server during
connection establishnment. A flow nmight change one of its IP
addresses but keep the sane connection ID, as noted in Section 2.1
and the connection ID nmay change during a connection as well; see
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section 6.3 of [I-D.ietf-quic-transport]. See also
https://github. com qui cwy/ base-drafts/issues/ 349 for ongoi ng
di scussi on of the Connection ID

2.4. Packet Nunbers

The packet nunmber field is always present in the QU C packet header.
The packet nunber exposes the |east significant 32, 16, or 8 bits of
an internal packet counter per flow direction that increnents wth
each packet sent. This packet counter is initialized with a random
31-bit initial value at the start of a connection

Unl i ke TCP sequence nunbers, this packet nunber increases with every
packet, including those containing only acknow edgnment or ot her

control information. Indeed, whether a packet contains user data or
only control information is intentionally |left unexposed to the
net wor k.

While loss detection in QUC is based on packet nunbers, congestion
control by default provides richer information than vanilla TCP does.
Especially, QU C does not rely on duplicated ACKs, making it nore

tol erant of packet re-ordering.

2.5. Geasing

[Editor’s note: say something about greasing if added to the
transport draft]

3. Specific Network Managenent Tasks

In this section, we address specific network managenent and
measur enent techni ques and how QUIC s design inpacts them

3.1. Stateful Treatnment of QUIC Traffic

Stateful network devices such as firewalls use exposed header
informati on to support state setup and tear-down.
[1-D.tramrel | - pl us-stateful ness] provides a general nodel for in-
networ k state managenent on these devices, independent of transport
protocol. Features already present in QU C nay be used for state
mai ntenance in this nodel. Here, there are two inportant goals:

di stinguishing valid QU C connection establishnent from other
traffic, in order to establish state; and determi ning the end of a
QUI C connection, in order to tear that state down.

1- RTT connection establishnent, using a TLS handshake on streamO, is

detectabl e using heuristics simlar to those used to detect TLS over
TCP. 0-RTT connection establishment, however, provides no particul ar
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heuristic for differentiation fromrandom background traffic at this
tinme.

Exposure of connection shutdown is currently under discussion; see
https://github. com qui cwy/ base-drafts/issues/ 353 and
https://github. com qui cwy/ base-drafts/pull/20.

3.2. Measurenment of QU C Traffic

Passi ve neasurenent of TCP performance paraneters is connonly

depl oyed in access and enterprise networks to aid troubl eshooting and
performance nonitoring without requiring the generation of active
measur enent traffic.

The presence of packet numbers on nost QU C packets allows the
trivial one-sided estimation of packet |oss and reordering between
the sender and a given observation point. However, since

retransm ssions are not identifiable as such, |oss between an
observation point and the receiver cannot be reliably estinated.

The | ack of any acknow edgenent information or timestanping
information in the QU C packet header makes runni ng passive
estimation of latency via round trip tinme (RTT) inpossible. RTT can
only be neasured at connection establishnment time, and only when
1-RTT establishment is used.

Not e that addi ng packet nunber echo (as in https://github.com qui cwy/
base-drafts/pull /367 or https://github.conl qui cwg/ base-drafts/
pul 1 /368) to the public header woul d al |l ow passive RTT neasurenent at
on-path observation points. For efficiency purposes, this packet
nunber echo need not be carried on every packet, and could be nade
optional, allow ng endpoints to nmake a neasurability/efficiency
tradeoff; see section 4 of [IPIM. Note further that this facility
woul d have significantly better neasurability characteristics than
sequence- acknow edgenent - based RTT neasurenment currently available in
TCP on typical asymetric flows, as adequate sanples will be
available in both directions, and packet nunber echo woul d be
decoupl ed fromthe underlying acknow edgnent machi nery; see e.g.

[ Di ng2015]

Not e i n-network devices can inspect and correl ate connection |IDs for
partial tracking of nobility events.

3.3. DDoS Detection and Mtigation
For enterprises and network operators one of the biggest nmanagenent

chal l enges is dealing with Distributed Denial of Service (DDoS)
attacks. Sone network operators offer Security as a Service (SaaS)
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solutions that detect attacks by nonitoring, analyzing and filtering
traffic. These approaches generally utilize network flow data
[RFC7011]. If any flows pose a threat, usually they are routed to a
"scrubbi ng environnent" where the traffic is filtered, allow ng the
remai ning "good" traffic to continue to the custoner environnent.

This type of DDoS nmitigation is fundanentally based on tracking state
for flows (see Section 3.1) that have receiver confirmation and a
proof of return-routability, and classifying flows as legitimte or
DoS traffic. The QUI C packet header currently does not support an
explicit nechanismto easily distinguish legitimte QU C traffic from
other UDP traffic. However, the first packet in a QU C connection
will usually be a client cleartext packet with a version field and a
connection ID. This can be used to identify the first packet of the
connection (also see https://github.conl qui cwg/ base-drafts/

i ssues/ 185).

If the QU C handshake was not observed by the defense system the
connection ID can be used as a confirmation signal as per
[I-D.tramrel | -plus-statefulness]. In this case, simlar as for al
in-network functions that rely on the connection ID, a defense system
can only rely on this signal for knowmn QU C s versions and if the
connection IDis present (also see https://github.conf qui cwg/ base-
drafts/issues/293).

Further, the use of a connection ID to support connection migration
renders 5-tuple based filtering insufficient, and requires nore state
to be nmaintai ned by DDoS defense systens. However, it is
questionable if connection mgrations needs to be supported in a DDCS
attack or if a defense systemm ght sinply rely on the fast
resunption nechani sm provided by QU C  This problemis also related
to these issues under discussion: https://github.con qui cwg/ base-
drafts/issues/ 203 and https://github. com qui cwg/ base-drafts/

i ssues/ 349

3.4. QS support and ECWP

QUI C does not provide any additional information on requirenments on
Quality of Service (QS) provided fromthe network. QU C assunes
that all packets with the sane 5-tuple {dest addr, source addr
protocol, dest port, source port} will receive sinilar network
treatment. That neans all streamthat are nultiplexed over the sane
QUI C connection require the sane network treatnment and are handl ed by
the sane congestion controller. |If differential network treatnment is
desired, nultiple QU C connection to the sane server m ght be used,

gi ven that establishing a new connection using O-RTT support is cheap
and fast.
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QS nechanisns in the network MAY al so use the connection ID for
service differentiation as usually a change of connection IDis bind
to a change of address which anyway is likely to lead to a re-route
on a different path with different network characteristics.

Gven that QU C is nore tolerant of packet re-ordering than TCP (see
Section 2.4), Equal-cost nulti-path routing (ECMP) does not
necessarily need to be flow based. However, 5-tuple (plus eventually
connection IDif present) matching is still beneficial for QoS given
al | packets are handled by the sanme congestion controller

3.5. Load bal anci ng

[Editor’s note: explain howthis works as soon as we have deci ded who
chooses the connection ID and when to set it. Related to
https://github. com qui cwg/ base-drafts/issues/ 349]

4. | ANA Consi derations
Thi s docunment has no actions for | ANA
5. Security Considerations

Supporting nmanageability of QU C traffic inherently involves
tradeoffs with the confidentiality of QU C s control infornmation;
this entire docunent is therefore security-rel evant.

Sone of the properties of the QU C header used in network nmanagenent
are irrelevant to application-layer protocol operation and/or user
privacy. For exanple, packet nunber exposure (and echo, as proposed
in this docunent), as well as connection establishment exposure for
1-RTT establishnent, nmake no additional information about user
traffic avail able to devices on path.

At the other extrene, supporting current traffic classification

met hods that operate through the deep packet inspection (DPl) of
application-layer headers are directly antithetical to QU C s goal to
provide confidentiality to its application-layer protocol (s); in
these cases, alternatives nmust be found.
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