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Abst r act

This docunent introduces the inter-SDN franmework of Seam ess MPLS to
i ntegrate the nobile backhaul network with the core network.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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I ntroduction

Seam ess MPLS [I-D.ietf-npls-seam ess-npls] describes an architecture
whi ch can be used to extend MPLS networks to integrate access and
core/ aggregation networks into a single MPLS dormain. It provides a
highly flexible and a scal able architecture and the possibility to

i ntegrate 100.000 of nodes. One of the key elements of Seam ess MPLS
is the separation of the service and transport plane: it can reduce
the service specific configurations in network transport node.

The main purpose of Seamess MPLS is to deal with the integration of
access networks and core/aggregati on networks. The typical access
devi ces taken into account are DSLAM Di gital Subscriber Link Access
Mul tiplexer), etc. Now the nobile backhaul service has been depl oyed
wi dely, the requirenent of the integration of nobile backhaul

net wor ks and core networks has been proposed. At the sane tinme, SDN
is being devel oped to facilitate network operati on and managenent .

In the seanml ess MPLS for nobil e backhaul, since there are nmultiple
domai ns including the core network and nul tiple nobile backhau

net wor ks, when SDN is introduced, for each donmin there maybe one
controller. In order to inplenent the end-to-end network service
provi sion, there should be orchestration anmong multiple controllers.
Thus the inter-SDN requirenents are proposed in the Seam ess MPLS
architecture for nobile backhaul networks.

Thi s docunent describes new requirenents and framework for inter-SDN
in the Seanl ess MPLS architecture for nobil e backhaul network
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Ter ni nol ogy

Thi s docunment uses the follow ng term nol ogy:

0 ABR Area Border Router

0 ASBR AS Border Router

o PE Provider Edge

o0 PCE Path Cal cul ation El enment
0 PCC Path Calculation dient

Requi renment s
The framework of Seaml ess MPLS for nobile backhaul is introduced in
[1-D.li-npls-seam ess-npls-nbh]. There are follow ng requirenents
for SDN in Seam ess MPLS for nobil e backhaul network:

1. Network Traffic Optimization in each Domai n

For nobile service, there are different SLA requirenent. For each
domain, in order to satisfy the SLA requirenent for the traffic in
each domain, the path optinmization is necessary. This means in each
domai n the MPLS traffic engineering based on SDN can be introduced to
optimze the traffic path.
2. End-to-End Traffic Optimzation
For seam ess MPLS, the end-to-end | abel BGP LSP should be set up to
bear the nobile service. |In order to satisfy the SLA requirenment for
the traffic, it is necessary to inplenent the end-to-end traffic
optimzation. This nmeans the SDN can be introduced to optinize the
end-to-end BGP LSP
3. End-to-End Service Provision
In the seanl ess MPLS, there may be conpl ex provision work including
MPLS LDP/ TE, | abel BGP, L2VPN/ L3VPN, etc. The SDN can be introduced
to facilitate the service provision

Fr amewor k
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4.1. Inter-SDN Architecture
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Figure 1 Inter-SDN Architecture

In the inter-SDN architecture, there are nultiple conponents. The
functionalities of conponents are introduced as foll ows:

1. Orchestrator
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-- Provides E2E cross-controller orchestration, and downl oads path
optimzation policy to manage traffic on demand. Orchestrator
connects to the Super Controller by Netconf.

2. Super Controller

-- Network nodel nanagenent: Service/ Network nodel abstraction
Report the network nmodel to Orchestrator by Netconf interface.

-- Inter-donmai n topol ogy nmanagenent: donmi n edge topol ogy nmanagenent

-- Inter-domain LSP path managenent: I|nter-domain BGP LSP path
managenent. Cal cul ate and establish BGP LSP path across different
domai n based on inter-domain topology, and inform sub-controller to
establish LSP inside the domain. Super-controller communicate with
sub-controller by Netconf Interface, getting inter-routing/link
information, and transmitting LSP nodification information.

-- Network configuration: Configuration according to the network
nmodel (Netconf).

3. Sub-Controller:

-- Network nodel managenment: network nodel abstraction. Report the
networ k model to Super Controller by Netconf interface.

-- Intra-domai n topol ogy managenent: Collect |nner-domain topol ogy by
| GP-TE/BGP LS. ldentify donmmin edge topology and report it to Super
Controller by Netconf interface.

-- Intra-domai n path managenent: Intra-domain service path
managenent. Cal cul ate/ establish LSP path I nner-domain based on
I nter-domain topol ogy coll ected by BGP/ BGP LS

-- Network configuration: Configuration according to the network
nodel (Netconf).

2. Procedures
2.1. Traffic Optimzation in Each Donai n

1. Topology Information Collection

The topol ogy informati on needs to be collected for the traffic
optimzation. Both IGP and BGP LS [I-D.ietf-idr-1s-distribution]can
satisfy the requirenents. |If there are nultiple IGP areas in each

nobi | e backhaul network and the end-to-end MPLS TE tunnel s needs to
set up, when I GP is adopted for topology collection, the Sub-
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Controller needs to set up multiple | GP adjacencies to collect
topol ogy information of nultiple | GP areas.

2. Traffic Optimzation

When Sub-Controller is used for the path optinization in each donain,
It can be acted as the PCE server. There are two different scenarios
for the traffic optimzation in each domain:

0 Scenario 1: There is only MPLS TE tunnel optim zation.

The MPLS TE tunnel optimzation requirenent can be sent fromthe
Orchestrator to the Super Controller to the Sub-Controller. The
protocol can be Netconf. The Yang nodel needs to be defined based on
the [I-D.ji-i2rs-usecases-ccne-service].

There are two cases for Sub-Controller to optinize MPLS TE pat h:

Case 1: PCE will initiate the new path calculation. Then it wll
send the new path fromthe PCE to the PCC through PCEP to re-optim ze
the path for the existing tunnel in the distributed devices.

Case 2: PCEw Il initiate the new path calculation. And it wll
initiate setup of the new MPLS TE tunnel fromthe PCE to the PCC
The new tunnel will be created in the ingress LSR wi thout

confi guration.

0 Scenario 2: Label BGP LSP optim zation triggers dynanic MPLS TE.

Label BGP LSP optim zation requirenent can be sent fromthe
orchestrator to the Super Controller to the Sub-Controller. The

prot ocol can be Netconf. The Yang nodel needs to be defined based on
the [I-D.ji-i2rs-usecases-ccne-service].

The | abel BGP LSP optimzation requirenment will trigger the MPLS TE
tunnel optinization in Sub-Controller. There are two cases:

Case 1: | abel BGP LSP reuses the existing MPLS TE tunnel. PCE wll
initiate the new path calculation. Then it will send the new path
fromthe PCE to the PCC through PCEP to re-optim ze the path for the
existing tunnel in the distributed devices.

Case 2: There is no existing MPLS TE tunnel for the optimn zed | abel
BGP route. PCE will initiate the new path calculation. And it wll
initiate setup of the new MPLS TE tunnel fromthe PCE to the PCC
The new tunnel will be created in the ingress LSR without
configuration.
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2.2. End-to-End Traffic Optimzation
1. Label BGP Route Collection

BGP shoul d run between the Sub-Controller and the distributed
devices. And BGP should al so run betweens the Super Controller and
the Sub-Controllers. BGP Add-Paths [I-D.ietf-idr-add-paths] is
enabl ed for all BGP peers. Then the Super Controller and the Sub-
Control ler can collect all the |abel BGP routes.

2. Topol ogy Information Collection

| GP can be run between the Sub-Controller and the distributed devices
to collect network topol ogy.

There are two options for the Super Controller to collect topol ogy
information fromthe Sub-Controller

Option 1: Collect all topology information fromthe Sub-Controller by
the Super Controller: If so, for the reason of performance and
scalability, it needs to run BGP-LS for the Super Controller to
collect the topology information fromthe Sub-Controller

Option 2: Collect abstract topol ogy information fromthe Sub-
Controll er by the Super Controller: In this method, the Sub-
Controll er needs to abstract the network topol ogy which nmeans the
whol e network topology will not leak to the Super Controller. This
is for the better scalability and to conply with the hierarchy
principle. If the abstract topology information is reported, both
BGP- LS and Netconf can be adopted owing to limted topol ogy

i nformati on.

3. Traffic Optimzation for Label BGP LSP

-- The orchestrator can deternine what | abel BGP LSP shoul d be
optinm zed and the constraints and the policy.

-- When Super Controller receives the optimnization requirenent, it
can calculate the optinmal path for the |abel BGP LSP based on the

gl obal network topology information. The result is that it may
change to another BGP nexthop for the specific label BGP LSP. O it
need not change the nexthop for the specific |abel BGP LSP, but need
to optinmize the TE tunnel which bear the |label BGP LSP. Then the
Super Controller will download the different network optim zation
requirenent to the Sub-Controller

-- If only MPLS TE tunnel needs to optinize, please refer to the
above process of traffic optim zation in each domain. |f the dynamc
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TE result is to do LSP optinization for the tunnel (This neans the

| abel BGP LSP still uses the existing MPLS TE tunnel. It is just to
do LSP make- before-break for the tunnel), there is nothing about the
change of the label BGP route. |If the result is to set up new MPLS

TE tunnel (This neans the BGP route will use the new MPLS TE tunnel),
it will use the Netconf or BGP extensions to make the correspondi ng

| abel BGP route in the network devices will use the new MPLS TE

t unnel

-- If the label BGP route needs to optimze and it nmay use the
alternative nexthop, it will trigger the dynami ¢ MPLS TE optim zation
firstly. Please refer to the above process of traffic optimzation
in each domain. Then the Sub-Controller will use the Netconf or BGP
ext ensions to nake the corresponding | abel BGP route to change the
next hop and correspondi ngly reuse the existing MPLS TE tunnel or use
the new tunnel to the new nextop

2. 3. End-to- End Service Provi sion
1. MPLS TE Tunnel in Each Domain

For dynanmic traffic engineering, the MPLS TE tunnel is not necessary
to configure. As the PCE initiated LSP is adopted, the configuration
for MPLS TE tunnel in the network devices can be reduced. And

t hrough the above process we can see that the MPLS TE tunnel can be
triggered by |abel BGP LSP, the static MPLS TE tunnel will be renoved
gradual | y.

2. Label BGP Route

According to the principle of Seanl ess MPLS, the connectivity between
any pair of nodes should exist to facilitate the service provision

So the BGP peer should al ways set up between the Super Controller and
the Sub-Controller and set up between the Sub-Controller and the PE
ABR. This should be static configuration and need not to change
frequently.

The chal l enge for the | abel BGP route provision is the limted
capability of access nodes. |In this case, BGP PUSH node can not be
adopt ed since the advertised routes may exceed the capability
limtation of the access nodes. Then BGP PULL npbde based on the BGP
ORF extensions should be introduced between the Sub-Controller and
the access node. |t need depend on the L3VPN L2VPN service provision
which will be introduced in the next section

3. L3VPN L2VPN Service Provision
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1) The Orchestrator will provide the sinplified user-oriented VPN
provi si on nethod based on the abstract topology information collected
fromthe Super Controller. Then the VPN provision requirenment wll
be downl oaded to Super Controller through Netconf. The Yang nodel
shoul d be defined according to the user-oriented VPN

2) Vhen Super Controller receives the VPN provision requirenent, it
will convert the user-based VPN nodel to device-based VPN nodel
Then the foll owing configuration can be cal cul ated by the Super
Control ler:

-- the VPN configuration in PEs in different domains.
-- the BGP configuration for VPN in different domains.

-- the VPN interface configurati on between PE and CE in different
domai ns.

The configuration can be distributed through the Netconf from Super
Controller to the Sub-Controller to the distributed devices.

3) When the device receives the BG/ VPN configuration, it can
determine the renote BGP peers for the specific VPN service. |f BGP
PULL node is adopted for the access node, it can trigger BGP ORF to
get the corresponding | abel BGP route fromthe Sub-Controllers for

t he access node.

2.4. Auto Discovery

As the increasing of controller and network nodes, |IGP and BGP

ext ensi ons can be introduced for auto discovery. |GP-based PCE auto-
di scovery met hod ([ RFC5088] and [ RFC5089]) can be introduced between
the PCE and the PCC. But the functionality of the Sub-Controller is
not confined to PCE, these auto-di scovery needs to be extended for
the purpose of central control. [I-D.li-rtgwg-igp-cc-reqgs]

requi renent defines the possible extensions requirenents for auto-

di scovery, including:

0 Advertisenment of the role info of different conponents.
0 Advertisenent of the capability info of different conponents.
When BGP peer needs to setup between the Super Controller and the

Sub-Controller, the BGP extension which is simlar as the | GP
ext ensi ons shoul d be introduced for the auto-discovery.
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| ANA Consi derati ons

Thi s docunment makes no request of | ANA
Security Considerations

TBD.
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