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Abst ract

gRPC i s an open, high-performance RPC framework designed for
efficient | owlatency cross-service conmuni cations. This docunent
descri bes use cases for gRPC in network nanagenent and ot her
services, particularly streanming telenmetry.
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1. Introduction

gRPC is a high performance universal RPC framework to connect

di stributed systens [ GRPC-WWY. gRPC energed froman internal Google
framework cal |l ed Stubby which has been used to connect | arge nunbers
m croservices running within and across data centers for over a
decade. Having a uniform cross-platform RPC infrastructure all owed
Googl e to deploy fleet-wi de inmprovenents in efficiency, security,
reliability and behavioral analysis critical to supporting the
incredible growh of these services. gRPCis the next generation of
St ubby, built in the open originally for services, as well as |ast

m | e conputing use cases |like nobile, browser, 10T [GRPC-DESIGN]. It
is based on standards |ike HTTP/2 [ RFC7540] and is extensible and

pl uggabl e by design

Thi s docunment describes use cases for the gRPC protoco

[1-D. kumar-rtgwg-grpc-protocol] in network managenent, including
nmoni toring, configuration nmanagenent and programmati c operations. W
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al so summari ze a nunber of additional use cases where gRPC is
currently being applied.

2. gRPC use cases
2.1. Network managenent

Bel ow we di scuss several gRPC applications related to network
managenent with a focus on nonitoring and telenetry. gRPC is already
i npl ement ed by several network device vendors as a primary transport
for nmonitoring data based on the stream ng tel enetry paradi gm

2.1.1. Streaning telenmetry notivation and overview

Net wor k operati ons depend fundanentally on the availability of
accurate, near real-tine data to drive a variety of nanagenent
systens, including traffic control systens, fault recovery systens,
and demand and capacity forecasting systens. This data consists of
i nformati on about the control plane (e.g., protocol operations),
managenent plane (e.g., systemavailability, statistics, and
counters), and data plane (e.g., packet and flow statistics).

In addition to the variety of data, the volune of nonitoring and
management data continues to increase significantly. Mdern, high-
density platforms with thousands of interfaces and numerous hardware
and software nodul es nmeans potentially collecting mllions of objects
and running tens of thousands of CLI commands every few minutes in a
| arge-scal e network. Network nonitoring data is increasingly used to
manage mssion-critical systens such as real-time nonitoring,
centralized traffic engineering, server selection and | oad bal anci ng.
Hence it requires efficient, secure, and scal able nmechani snms for data
transport, encoding, and control

Most networks rely on traditional nanagenent protocols such as SNWP

[ RFC1157] [RFC3410] for collecting nonitoring data about the contro
and managenent planes, and SFLOW [ RFC3176] or |PFI X [RFC7011] for the
data plane. For control and managenent data in particular, SNMP is
the primary tool, despite limtations which make it ill-suited for
nmodern, | arge-scale networks, especially Wb- and Internet-scale
backbones, and | arge, high-capacity data center networKks.

While SNWP is widely deployed and inplenented in a variety of network
environnment, it suffers froma nunber of drawbacks:

o legacy inplementations -- designed for devices with limted nmenory
and little processing power; e.g., SNWv2 supports nultiple data
items in a nessage, but is not optimzed for high-volune data
col l ection
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o lack of discoverability -- discovering new el enents requires
wal king the SNMP M B periodically; on high-density platforns this
is extremely conputationally expensive

o lack of capability advertisenents -- each object |ID nust be
checked to know whether it is supported by the target platform

0 rigid data structures -- whether using standard or vendor
proprietary MBs, the structure and format of the data cannot be
easily extended or augnented

To address these drawbacks, a nunber of network operators proposed a
new approach for network nonitoring based on streaning telenetry (see
an early proposal in [I-D.swhyte-i2rs-data-collection-systeny).
Streamng telenetry is based on a pub/sub push nodel in which target
devices send data of interest over a streanming channel to a data

coll ection system

Some notable features of a streaming telenetry system i ncl ude:

0 targets streamdata continuously based on a specified period (or
as frequently as the target supports), or on a state change

0 data is sent as soon as it is available, reducing the need to
buffer, or to handle a single large for all data at once

0 data may be sent increnentally, e.g., only for those data itens
t hat have changed

o ability to distribute the telenmetry sources (e.g., directly to
Iinecards) to avoid burdeni ng the managenent CPU

0 users issue subscription requests via RPCto the target to request
only the data of interest

0o data is exported in a well-structured, common fornmat, e.g., based
on YANG nodel s of operational state data
[1-D. openconfi g- net nod- opst at e]

o the target and collector conmuni cate over a secure, authenti cated,
reliable channel that is long-lived and efficient

Streanming telemetry allows the network behavior to be observed
through a time-series data stream This is in contrast to the
pol I'i ng mechani smused in SNVP in which a nmonitoring client nust
periodically request the set of desired data, and walk the MB to

di scover changes. The polling frequency is linited since the device
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must be able to handle large requests for all interface or QS
counters, for exanple.

Open source inplenentations of streamng telenetry are currently
bei ng devel oped by several network vendors, including adapters to
deliver data into tinme-series databases, nessaging systens, and data
vi sual i zation systens [ST-Cl SCO [ST-JUN PER] [ ST-ARI STA].

2.1.2. Streanming telenmetry with gRPC

gRPC provides a nunber of capabilities that nmakes it well-suited for
network telenetry. Since its underlying transport is based on
HTTP/ 2, it can exploit several key features

o binary fram ng and header conpression -- highly efficient encoding
on the wire to enable bulk data transfer

0 bidirectional streaming RPCs -- the target and collector can
streamtheir data independently, and | everage application-Ieve
flow control

o flexible data encoding -- gRPC is payl oad agnostic, and can be
used to transfer data encoded as XM., JSON, protocol buffer, or
Thrift; as new data formats and encodi ngs energe for network data,
the RPC | ayer can be easily adapted

o multi-language support -- open source gRPC IDLs are available for
10 progranm ng | anguages, and service endpoints can be created on
a nunber of operating systens, giving device vendors flexibility
in inplementation

gRPC-based tel emetry stacks are now being inplenmented with sone
avai |l abl e as open source [ST-ARI STA]. A protocol specification for
streamng telenetry based on gRPC is al so avail abl e [ G\M - SPEC] .

2.1.3. Network configurati on nmanagenent

gRPC of fers a non-proprietary, nodern alternative to vendor-specific
configuration protocols or standards such as NETCONF [ RFC6241] or TL1
[TL1]. Sone of the benefits of using gRPC for configuration
managenent include nore flexible data encodings (e.g., no requirenent
to use XM.), easier integration based on the | arge nunber of |anguage
i mpl enent ati ons avail abl e, and nore options for securing connections.

Several platforns now support gRPC configuration protocols using data
based on YANG nodel s [ GRPC- Cl SCO [ GRPC- JUNI PER] .
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2.2. Additional use cases
2.2.1. dient Libraries for connecting polyglot systens

gRPC generates client libraries in 10 | anguages and thus all ows
devel opers to operate in their |Ianguage of choice and systemto
communi cate with any other system These libraries offer idiomatic-
to-1 anguage APl surface such that every devel oper feels they are in
their | anguage native environnent.

2.2.2. McroServices

Desi gned as a general, high performance protocol to interconnect
pol ygl ot systenms, gRPC is ideal for nmicroservices conmunication
i ndependent of where the services are deployed. A protocol that
offers flow control, bidirectional stream ng and a very conpact
serialization nechanismis ideally suited for connecting

nm croservices at scale. It is already being adopted by I|arge
organi zations |ike Square and Netflix for their microservices
commruni cat i ons.

2.2.3. Browser and nobile applications comrmunicating to gRPC Servi ces

Mobi | e and Browser applications are beconing feature rich and nore
demandi ng by the day. User expectation is that apps are perfornmant
in various network conditions and drain mninml battery and conputing
power of device. gRPC provides native i 0OS and Android Java libraries
for nore efficient comruni cation for applications with backend
services such that battery, data are efficiently used and devel opers
have nore control of conmunication with servers using gRPC APIs.

2.2.4. H gh performance access to Coud Services

The expectations fromhigh request-rate cloud services |ike storage
and pub/sub nmessaging systens are to be very efficient and | ow cost
froma conmpute and networking point of view Hence, gRPC based APlIs
are being used for services |ike Google O oud BigTabl e and Googl e

Cl oud PubSub. External products like etcd (underlying storage system
for kubernetes) also relies on gRPC

2.2.5. Secure and | ow overhead conmuni cations in enbedded systens
Wth its integrated authentication nodel and a IDL |ike nano-
pr ot obuf, gRPC could be ideal for secure device-to-device and devi ce-

to-cloud conmunication as well. This use case is still under
devel opnent.
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2.

5.

2.6. Unified inter-process and renote conmunication

gRPC can provide a unified programm ng nodel for both inter-process
comuni cation and renote service comuni cation. This use case is
still under devel opnent.

Security Considerations

As applied to network configuration and nonitoring, any transport
protocol and RPC franmework nust have support for secure,

aut henti cated comuni cation. ¢gRPC supports a nunber of security
nmechani snms that are suitable for use in network managenent, including
TLS-based transport, and client and server authentication. These
will be detailed further in subsequent drafts.

| ANA Consi der ati ons

None at this tine. |In the future, there may be proposals to
designate specific application ports for gRPC based telenetry and
configuration traffic.
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